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Abstract

Large reasoning models (LRMs) have demonstrated strong performance on com-
plex reasoning tasks, but often suffer from overthinking, generating redundant
content regardless of task difficulty. Inspired by the dual process theory in cog-
nitive science, we propose Adaptive Cognition Policy Optimization (ACPO), a
reinforcement learning framework that enables LRMs to achieve efficient reason-
ing through adaptive cognitive allocation and dynamic system switch. ACPO
incorporates two key components: (1) introducing system-aware reasoning tokens
to explicitly represent the thinking modes thereby making the model’s cognitive
process transparent, and (2) integrating online difficulty estimation and token
length budget to guide adaptive system switch and reasoning during reinforcement
learning. To this end, we propose a two-stage training strategy. The first stage
begins with supervised fine-tuning to cold start the model, enabling it to generate
reasoning paths with explicit thinking modes. In the second stage, we apply ACPO
to further enhance adaptive system switch for difficulty-aware reasoning. Exper-
imental results demonstrate that ACPO effectively reduces redundant reasoning
while adaptively adjusting cognitive allocation based on task complexity, achieving
efficient hybrid reasoning.

1 Introduction

Recent advances in large reasoning models (LRMs) [1] have demonstrated remarkable success on
complex tasks such as mathematical reasoning [2, 3, 4, 5], largely attributed to reinforcement learning
that encourages the generation of detailed, step-by-step reasoning processes. LRMs improve answer
accuracy through self-reflection and self-verification during long reasoning paths. As the reasoning
length increases, the performance of model tends to improve accordingly [2, 6, 7]. Although the long
chain-of-thought (CoT) [8] reasoning in LRMs is effective for solving complex problems [2, 9], it
often leads to overthinking [10, 11], producing redundant reasoning paths. Most existing LRMs rely
on fixed reasoning strategies, lacking the ability to dynamically switch between different thinking
modes based on task complexity. This rigidity results in inefficient inference, particularly for simple
problems that could be resolved more effectively with concise and direct reasoning.

Several recent efforts have explored long CoT compression for efficient reasoning [12, 13]. One
line of work fine-tunes LRMs using supervision from shorter chain-of-thought exemplars [14, 15],
encouraging the model to arrive at correct answers with fewer intermediate steps. Another line
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introduces length penalties into reinforcement learning reward functions [3, 16, 17, 18], explicitly
discouraging unnecessarily long reasoning trajectories during training. Since many prior approaches
overlook task difficulty and treat all samples uniformly with the sole objective of shortening reasoning
paths, some recent methods attempt to address this by estimating length budgets offline and training
the model on sampled trajectories accordingly [19]. However, such offline strategies depend on
precomputed budgets and fixed preference data, restricting their adaptability and scalability.

Inspired by the dual process theory in cognitive science [20], which states that humans have two
systems for thinking — fast, intuitive thinking (System 1) and slow, deliberate thinking (System 2),
we pose the following research question: Can LRMs learn to dynamically switch between fast and
slow thinking modes based on task complexity, enabling more efficient and adaptive reasoning?

In this paper, we propose Adaptive Cognition Policy Optimization (ACPO), a reinforcement learning
framework that enables LRMs to perform efficient and adaptive reasoning through dynamic system
switch between fast and slow thinking modes. To achieve this, we first introduce system-aware
reasoning tokens (e.g., <fast_think>, <slow_think>) to explicitly indicate the model engagement
in fast or slow thinking modes during the reasoning process. Based on these tokens, we construct
a dataset from which the reasoning trajectory is interleaved with fast thinking and slow thinking
steps, followed by the final answer. Then, we propose a two-stage training strategy to enable dynamic
system switch reasoning. In the first stage, we perform supervised fine-tuning with the constructed
dataset as a cold start, establishing the model’s foundational ability to generate explicit thinking
process. In the second stage, we apply reinforcement learning with ACPO for further enhancement.
Specifically, we introduce an online token length budget (TLB) mechanism that estimates task
difficulty based on the model’s sampling success rate, providing a real-time signal to adjust the
reasoning budget according to task complexity. These estimates are further incorporated into a reward
function that guides cognitive allocation through two components: a TLB reward that encourages
difficulty-aware length control, and a system pattern reward that incentivizes appropriate system
switch between fast and slow thinking modes.

We evaluate ACPO on a range of complex reasoning benchmarks. Unlike traditional reinforcement
learning methods that focus solely on accuracy or fixed-length compression, ACPO dynamically
adjusts both reasoning length and cognitive effort based on task difficulty. For challenging problems,
it effectively reduces redundant reasoning steps, while for simpler tasks, it avoids overcompression
and maintains high accuracy. These results highlight the advantages of difficulty-aware reasoning,
demonstrating the effectiveness of dynamic cognitive control through adaptive reward optimization.
The main contributions of this work are as follows:

• We introduce system-aware reasoning tokens to explicitly annotate fast and slow thinking
steps in LRMs, enabling transparent reasoning paths and providing a foundation for dynamic
control of the model’s cognitive strategies.

• We propose ACPO, a reinforcement learning framework that integrates online difficulty
estimation and token length budget to dynamically calibrate the reward function and steer
difficulty-aware cognitive allocation.

• We demonstrate through extensive experiments that ACPO effectively compresses redundant
reasoning content while maintaining accuracy, achieving a robust balance between efficiency
and performance by avoiding overcompression and underexploration.

2 Preliminary

2.1 Group Relative Policy Optimization (GRPO)

Group Relative Policy Optimization (GRPO) [21] is a reinforcement learning framework that elim-
inates the need for a value function by estimating advantages in a group-relative manner. Given
a specific question-answer pair (q, a), the behavior policy πθold samples a group of G individual
responses {yi}Gi=1. For each token yi,t in response yi, its normalized advantage is computed based
on the group-level rewards {Ri}Gi=1 as follows:

Âi,t =
Ri − mean({Ri}Gi=1)

std({Ri}Gi=1)
. (1)
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Similar to Proximal Policy Optimization (PPO) [22], GRPO adopts a clipped surrogate objective with
an additional KL regularization term to stabilize optimization:

JGRPO(θ) = E(q,a)∼D,{yi}Gi=1∼πθold
(·|q)[

1

G

G∑
i=1

1

|yi|

|yi|∑
t=1

(
min

(
ri,t(θ)Âi,t, clip

(
ri,t(θ), 1− ε, 1 + ε

)
Âi,t

)
− βDKL(πθ||πref)

)]
,

(2)

where ri,t(θ) =
πθ(yi,t|q,yi,<t)
πθold (yi,t|q,yi,<t)

is the importance sampling ratio for the t-th token yi,t.

2.2 Token Length Budget

The token length budget (TLB) [19] is a method introduced for estimating an appropriate token-level
budget for reasoning trajectories. Instead of prescribing a fixed or hard constraint, TLB adaptively
adjusts the expected output length based on the sampling accuracy of candidate responses, capturing
the inherent difficulty of the task. Specifically, for a given question q, N candidate responses are
sampled from a language model. The TLB, denoted as Lbudget, is computed as:

Lbudget = p · Lr + (1− p) · Lmax, (3)

where p = c
N represents the sampling success rate, with c denoting the number of correct responses,

Lr denotes the average token length among the correct responses, Lmax is the maximum token length
among all responses. This formulation allows the budget to adapt to task complexity, providing
flexible length guidance based on sampling accuracy without external supervision. In the DAST
method [19], TLB is computed in an offline manner by sampling multiple responses for each question
before training. These responses are then converted to preference pairs for further fine-tuning
according to their estimated TLB scores.

3 Method

In this section, we propose ACPO, a reinforcement learning framework that enables dynamic
and adaptive system switch of LRMs to improve reasoning efficiency and adaptability to task
complexity. This framework incorporates system-aware reasoning tokens to explicitly represent fast
and slow thinking steps of LRMs, and integrates an online length budget estimation in RL training to
dynamically adjust reasoning length based on task difficulty, guiding the model to balance accuracy
and efficiency through adaptive cognitive effort allocation. We first describe the use of system-aware
reasoning tokens for system explicitization, followed by the construction of explicit reasoning paths
for supervised fine-tuning. Next, we present the reinforcement learning process of ACPO, providing
a detailed overview of the online token length budget estimation and reward design. The overall
framework of the proposed ACPO is illustrated in Figure 1.

3.1 Explicit Dual Process Reasoning

The dual process theory [20] models human thinking as a combination of fast, intuitive processes
(System 1) and slower, deliberate reasoning (System 2). Inspired by this theory, we introduce
system-aware reasoning tokens as explicit indicators of different thinking modes within the model’s
reasoning process. Specifically, we define four special tokens, <fast_think>, </fast_think>,
<slow_think> and </slow_think>, to explicitly wrap fast and slow reasoning steps, respectively.
The introduction of reasoning tokens serves two purposes. First, it makes the model’s internal
thinking modes explicitly observable, revealing the process of system switch. Second, it provides
a fine-grained mechanism for controlling and monitoring the model’s cognitive dynamics. With
this explicit thinking process, we can train the model for system switch, optimizing its cognitive
allocation based on task difficulty.

3.1.1 Data Construction

To enable the model to learn explicit thinking patterns, we construct a training dataset for supervised
fine-tuning. Each sample consists of a question paired with its corresponding answer consisting of
interleaved fast thinking and slow thinking segments. To ensure the quality of the training data, we
utilize the LIMO dataset [23], a carefully curated, high-quality dataset of complex mathematical
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Figure 1: The overall framework of ACPO. The upper section illustrates the system explicitization
process and cold start training via SFT. The lower section presents the ACPO training phase.

reasoning tasks with high challenge and diverse knowledge coverage. These tasks demand precise,
multi-step reasoning to arrive at correct answers, making them well-suited for constructing explicit
thinking processes. Specifically, our data construction involves two main steps: Candidate Response
Sampling and Response Comparison and Annotation.

• Candidate Response Sampling: Building on the approach in TOPS [24], we prompt the DeepSeek-
R1-Distill-Qwen-32B [2] model to generate multiple candidate responses with varying lengths for
each question. We adopt the prompting strategies in TOPS to encourage diversity of the reasoning
lengths. After generating these candidates, we filter out incorrect responses and select the longest and
shortest correct answers for further processing.

• Response Comparison and Annotation: We employ GPT-4 [25] as an evaluator to perform fine-
grained comparison and annotation between the selected response pairs. For those reasoning steps that
are present in both short and long responses, we consider them as essential and detailed components
that should be marked as slow thinking, as they represent critical, non-omittable reasoning processes.
For other steps that appear in the long response but are omitted or summarized in the short response, we
view them as trivial steps that should be labeled as fast thinking. Based on this principle, we reframe
the short response by enclosing essential reasoning steps with <slow_think></slow_think> tags
and trivial reasoning steps with <fast_think></fast_think> tags. An illustrative example is
provided in Figure 4.

3.1.2 Supervised Fine-Tuning (Cold Start)

After completing the data construction process, we obtain a dataset containing 745 annotated samples
with explicit reasoning tokens. This dataset is used for supervised fine-tuning, allowing the model to
learn to generate outputs with clearly interleaved fast and slow thinking modes. This cold start phase
equips the model with the foundational ability to explicitly switch between different thinking modes.
We train the model with a standard cross-entropy loss to ensure its thinking process aligns with the
intended system switch patterns.

3.2 Reinforcement Learning with ACPO

While the SFT process allows the model to align its outputs with the annotated reasoning tokens,
explicitly capturing fast and slow thinking patterns, this approach may lead to overfitting and a ten-
dency to memorize fixed reasoning paths. To overcome this limitation, we introduce a reinforcement
learning phase, optimizing the fine-tuned model to achieve more flexible and adaptive cognition
allocation through interaction and exploration. In the following sections, we present the proposed
ACPO method, including the online token length budget estimation and reward design that are
specifically tailored for dynamic system switch.

4



3.2.1 Reward Design

In this work, we adopt GRPO as the underlying RL algorithm, extending its framework with a
customized reward structure to explicitly guide the model’s reasoning behavior. Formally, during the
ACPO optimization process, we sample a set of N candidate responses {y1, y2, . . . , yN} from the
current policy model for each training query qi. For each response, we compute a composite reward
that consists of three components: accuracy reward, online TLB reward, and system pattern reward to
encourage accurate and efficient reasoning with adaptive cognition allocation, as described below.

Accuracy Reward. For each sampled response yi, we assess its correctness by comparing the
generated answer with the ground-truth label in the training data. The accuracy reward is assigned as:

Racc,i =

{
+1, if yi is correct,
−1, otherwise.

(4)

Online TLB Reward. To guide the model in generating reasoning paths of appropriate length
that align with the task difficulty, we introduce an online token length budget (TLB) reward. Unlike
the offline approach in DAST, which requires extensive pre-sampling and pairwise preference
construction, our method estimates the length budget Lbudget online during training, without additional
computational overhead. This is achieved by leveraging the natural group-based sampling process in
GRPO, allowing the sampling success rate p and token length budget Lbudget to be directly calculated
from the existing candidate responses, as defined in Eq. 3. Given a sampled response yi with actual
length Li, we compute its TLB reward based on the deviation from the estimated Lbudget. The online
TLB score RTLB,i for each response is then defined as:

RTLB,i =

{
tanh(−λi), if yi is correct,
tanh(λi), otherwise,

(5)

where λi =
Li−Lbudget

Lbudget
and the tanh function is used to smoothly bound the reward within (-1, 1). The

TLB reward adapts the model’s reasoning strategy to the difficulty of each task, promoting efficient
fast thinking for easier problems while allowing longer and more deliberate reasoning for harder
problems. Additionally, the online TLB estimation enables real-time adaptation and avoids reliance
on static preference data, leading to better generalization across diverse tasks.

System Pattern Reward. To further encourage difficulty-aware system switch, we use the sampling
success rate p from the TLB estimation as a proxy for task difficulty. For easier queries with higher
p, the model is encouraged to allocate a larger proportion of its reasoning path to fast thinking. In
contrast, for harder queries with lower p, the model is incentivized to allocate more steps to slow
thinking for more careful deliberation. Given a sampled response yi, we compute the proportions
of fast and slow thinking tokens within the total reasoning sequence, denoted as ρfast,i and ρslow,i,
respectively. The system pattern reward is then defined as:

Rthink,i =

{
ρfast,i, if p > pthresh,

ρslow,i, otherwise,
(6)

where pthresh is a predefined complexity threshold separating easy and hard questions.

The final reward Ri for each sampled response yi is computed as a weighted combination of the three
components:

Ri =

max (wacc ·Racc,i + wlen ·RTLB,i + wthink ·Rthink,i, 0.1) , if yi is correct,

min (wacc ·Racc,i + wlen ·RTLB,i + wthink ·Rthink,i, −0.1) , if yi is incorrect.
(7)

The weights wacc, wlen, and wthink are hyperparameters that balance the importance of different reward
signals during optimization. In order to ensure that the reward for correct responses remains strictly
positive and the reward for incorrect responses remains strictly negative, we apply max and min
operations to clip the final reward within the desired range. Based on the final reward, we leverage
the GRPO objective in Eq. 2 to optimize the policy model.
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Table 1: Evaluation results of ACPO on three different reasoning models across the MATH 500 and
AIME 2024 datasets. Bold fonts indicate the best performance for each reasoning model.

Methods MATH 500 AIME 2024

Accuracy #Token ACU Accuracy #Token ACU

DeepSeek-R1-Distill-Qwen-1.5B 83.9 5708 0.98 28.9 16894 0.11
THINKPRUNE 82.9 2356 2.35 27.0 7574 0.24
ACPO-1.5B 81.0 1679 3.22 30.0 6670 0.30

DeepScaleR-1.5B-Preview 87.8 3914 1.50 43.1 17206 0.17
L1-Exact 79.8 1044 5.09 16.7 1798 0.62
L1-Max 81.8 999 5.46 23.3 2230 0.69

DeepSeek-R1-Distill-Qwen-7B 92.8 3977 0.33 55.5 13254 0.06
SFT_Shortest 91.8 2954 0.44 50.0 10757 0.07
SimPO_Shortest 87.8 970 1.29 33.3 2737 0.17
SimPO_DAST 92.6 2802 0.47 53.3 6337 0.12
ACPO-7B 91.6 1405 0.93 52.8 4520 0.17

DeepSeek-R1-Distill-Llama-8B 89.1 5003 0.22 42.9 16374 0.04
ACPO-8B 87.4 2232 0.49 43.3 7405 0.07

4 Experiment

4.1 Experimental Setup

Datasets and Evaluation Metrics. We conduct training on the DeepScaleR-Preview-Dataset [26],
a mathematical dataset consisting of 40K question-answer pairs drawn from AIME, AMC, Omni-
Math [27] and STILL [28]. For evaluation, we assess model performance on three mathematical
datasets: GSM8K [29], AIME 2024, and MATH 500 [30]. For each test question, we generate 16
responses using a sampling temperature of 0.6 and a top-p value of 0.95, and compute pass@1 to
measure accuracy. We report the average number of tokens generated per response in each dataset to
assess reasoning efficiency. Moreover, we use Accuracy per Computation Unit (ACU) metric [31] to
capture the balance between reasoning accuracy and efficiency, which is defined as :

ACU =
Accuracy

#Params × #Tokens
(8)

Baselines. We conduct experiments on DeepSeek-R1-Distill-Qwen-1.5B, DeepSeek-R1-Distill-
Qwen-7B, and DeepSeek-R1-Distill-Llama-8B [2] and compare ACPO against the following methods.

• DeepScaleR-1.5B-Preview [26] is a model trained on DeepSeek-R1-Distill-Qwen-1.5B
with GRPO. We include it as an important baseline in our evaluations.

• THINKPRUNE [17] trains models with a fixed token limit, pruning unfinished responses
beyond this limit with zero reward. We include THINKPRUNE with 2k token length
constraint trained on DeepSeek-R1-Distill-Qwen-1.5B for comparison.

• L1 [18] trains models to follow specified response lengths by introducing exact and maxi-
mum length penalties in reinforcement learning, yielding two variants, L1-Exact and L1-Max,
both trained on DeepScaleR-1.5B-Preview.

• DAST [19] introduces an offline approach to estimate token length budgets through sampling
and construct length preference data for SimPO [32] training. We include the comparison
methods SFT_Shortest, SimPO_Shortest, and SimPO_DAST from DAST in our experiments.

Implementation Details. In the cold start phase, we fine-tune the models for 3 epochs using
745 annotated samples with explicit reasoning tokens. For ACPO training, we adopt the same
hyperparameter settings as used in DeepScaleR-1.5B-Preview. Specifically, we use a learning rate
of 1× 10−6, a batch size of 128, and a maximum context length of 8K tokens during training. The
models are trained for one epoch, and both the SFT and RL stages are conducted using the VeRL
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Table 3: Performance comparison between three reasoning models trained with GRPO and ACPO on
the MATH 500 and AIME 2024 datasets.

Methods MATH 500 AIME 2024

Accuracy #Token ACU Accuracy #Token ACU

DeepSeek-R1-Distill-Qwen-1.5B 83.9 5708 0.98 28.9 16894 0.11
+GRPO 84.5 3098 1.82 29.0 12990 0.15
+ACPO 81.0 1679 3.22 30.0 6670 0.30

DeepSeek-R1-Distill-Qwen-7B 92.8 3977 0.33 55.5 13254 0.06
+GRPO 92.5 3700 0.36 53.2 8577 0.08
+ACPO 91.6 1405 0.93 52.8 4520 0.17

DeepSeek-R1-Distill-Llama-8B 89.1 5003 0.22 42.9 16374 0.04
+GRPO 90.4 2172 0.52 43.3 8883 0.06
+ACPO 87.4 2232 0.49 43.3 7405 0.07

framework [33]. We set pthresh = 0.5 in Eq. 6 and set the reward weights as wacc = 0.6, wlen = 0.3,
and wthink = 0.1 in Eq. 7.

4.2 Main Results

The evaluation results of our method and the baselines are presented in Table 1 and Table 2.

For more challenging datasets, such as MATH 500 and AIME 2024 in Table 1, ACPO achieves signifi-
cant token reduction while maintaining competitive accuracy. For instance, on the AIME 2024 dataset,
ACPO-1.5B reaches 30.0% accuracy with an average token count of 6670, representing a 60.5%
reduction in token usage compared to 16,894 tokens required by DeepSeek-R1-Distill-Qwen-1.5B.

Table 2: Evaluation results of ACPO with the three
reasoning models on the GSM8K dataset.

Methods Accuracy #Token ACU

R1-Distill-Qwen-1.5B 79.9 643 8.28
ACPO-1.5B 81.3 572 9.48

R1-Distill-Qwen-7B 86.5 445 2.78
ACPO-7B 88.3 413 3.05

R1-Distill-Llama-8B 82.9 1026 1.01
ACPO-8B 86.7 732 1.48

For MATH 500 dataset, ACPO reduces the to-
ken count for DeepSeek-R1-Distill-Qwen-7B
from 3977 to 1405 with only a slight accu-
racy decrease. Although L1-Max and L1-Exact
also achieve substantial token compression, they
suffer noticeable accuracy drops compared to
DeepScaleR-1.5B-Preview. This demonstrates
that ACPO can effectively shorten reasoning
lengths without sacrificing too much accuracy,
particularly on complex reasoning tasks.

For simpler GSM8K dataset in Table 2, where
the reasoning paths of DeepSeek-R1-Distill-
Qwen-1.5B and 7B tend to be less redundant,
ACPO maintains the original length scale while achieving notable accuracy improvements. Specif-
ically, ACPO-1.5B reduces average token usage from 643 to 572 while improving accuracy from
79.9% to 81.3%. Similarly, ACPO-7B achieves 88.3% accuracy with 413 tokens, outperforming
the baseline in both accuracy and efficiency. However, for DeepSeek-R1-Distill-Llama-8B, which
has relatively long reasoning paths with 1026 tokens, ACPO achieves effective compression by
reducing the token count to 732 tokens with 3.8% accuracy improvement. These results highlight
the adaptability of the online token length budget estimation, enabling selective compression that
preserves necessary reasoning length while avoiding excessive compression.

4.3 Further Analysis

4.3.1 Ablation Analysis

To assess the impact of the reward design in ACPO on both accuracy and reasoning length, we conduct
ablation studies by training models with the GRPO reward setting, keeping all other parameters
identical to those in ACPO. Specifically, we evaluate the three models on the MATH 500 and AIME
2024 datasets: DeepSeek-R1-Distill-Qwen-1.5B, DeepSeek-R1-Distill-Qwen-7B, and DeepSeek-R1-
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across different difficulty levels on MATH 500.
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Figure 3: Average fast and slow thinking ratios
across different difficulty levels on MATH 500.

Distill-Llama-8B, each trained for one epoch with GRPO and ACPO. We report accuracy, average
token length, and ACU scores for comparison in Table 3.

From the results, we observe that both GRPO and ACPO can compress the reasoning length of
the original models. In contrast, ACPO consistently achieves more significant compression, often
exceeding 50% reduction in token length. For instance, it reduces the average reasoning length of
DeepSeek-R1-Distill-Qwen-1.5B on the MATH dataset to 1679 tokens, compared to 3098 tokens
for GRPO. In terms of accuracy, GRPO shows a slight advantage, especially on the MATH dataset.
However, ACPO demonstrates comparable performance on the more challenging AIME dataset.
For DeepSeek-R1-Distill-Qwen-1.5B, ACPO reaches an accuracy of 30.0% compared to 29.0% for
GRPO, effectively balancing accuracy and efficiency. While GRPO focuses solely on correctness,
the reward design of ACPO jointly optimizes answer accuracy, reasoning length, and system switch,
enabling a flexible coordination between correctness, efficiency, and cognitive allocation.

4.3.2 Difficulty Adaptability Analysis

To validate the difficulty adaptability of ACPO, we perform analyses on the MATH 500 dataset,
which is divided into five difficulty levels. In Figure 2, we compare the accuracy and average response
length of ACPO-1.5B, L1-Exact, and L1-Max. Unlike the L1 approach, which applies uniform token
constraints regardless of the difficulty of questions, ACPO demonstrates a more adaptive length
control strategy. It effectively shortens responses for simpler problems while preserving the necessary
reasoning length for complex questions, resulting in minimal accuracy loss on more challenging
levels (e.g., level 4, level 5). This adaptive capability highlights the advantage of our approach in
difficulty-aware reasoning, aligning the token length budget more closely with problem complexity.

In Figure 3, we further analyze the fast and slow thinking ratios for ACPO-7B on the MATH dataset.
It is observed that, as the problem difficulty increases, the proportion of fast thinking decreases
while the slow thinking component increases. Notably, the proportion of slow thinking increases
rapidly from difficulty level 1 to level 3, and then grows more gradually beyond level 3. This trend
suggests that the model is able to allocate more reasoning effort when solving more difficult problems,
dynamically allocating cognitive resources based on task complexity. Such adaptive behavior aligns
with the dual process theory of human thinking, demonstrating the effectiveness of our method in
reasonable cognition allocation and dynamic system switch.

4.3.3 Case Study

In Figure 4, we present an example comparing the reasoning behavior of DeepSeek-R1-Distill-
Qwen-1.5B trained with GRPO and ACPO on a number theory problem from the Math 500 dataset.
The task requires finding the smallest positive integer multiple of 30 that can be written using only
the digits 0 and 2, which requires applying divisibility rules: the number must end in 0 and the
sum of its digits must be divisible by 3. The model trained with GRPO adopts a cautious and
exhaustive strategy, enumerating multiple candidate numbers (e.g., 30, 60, 90) step by step, even
after identifying a valid solution. This leads to a lengthy reasoning path with 1555 tokens, filled
with redundant self-verification and repeated constraint checking. In contrast, the model trained with
ACPO efficiently identifies the necessary constraints, rapidly filtering out invalid candidates and
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  What is the least positive integer multiple of 30 that can be written with only the digits 0 and 2?

<think>Okay, so I need to find the smallest positive integer multiple of 30 that can
be written using only the digits 0 and 2. Hmm, let's break this down.  First, I know
that 30 is equal to 3 multiplied by 10, so any multiple of 30 must be a multiple of
both 3 and 10. That means the number I'm looking for has to end with a 0 because of
the 10 part, and the sum of its digits has to be a multiple of 3 because of the 3 part. 
Alright, so the number must end with 0, and the rest of the digits can only be 2s or
0s. Let me think about how to approach this. Maybe I can start by considering
numbers made up of 2s and 0s that end with 0 and check if their digit sums are
divisible by 3. Let's start with the smallest possible numbers. The smallest multiple
of 30 is 30 itself. Is 30 made up only of 0s and 2s? Well, it has a 3 and a 0, so no. So
30 is out. Next, let's try 60. 60 has a 6 and a 0. Again, not just 2s and 0s. So 60 is
also out. How about 90? That's 9 and 0. Still not good. Hmm, maybe I need to think
differently. Instead of looking at multiples of 30, maybe I should construct numbers
with only 2s and 0s that are divisible by 30. Since the number must end with 0, let's
consider numbers like 20, 220, 2220, etc. Let's check their divisibility by 3. Starting
with 20: The sum of the digits is 2 + 0 = 2. 2 is not divisible by 3, so 20 isn't a
multiple of 30. Next, 220: 
......
Therefore, 2220 is the smallest such number. Let me double-check: 2220 divided by
30 is 74, which is an integer. So yes, 2220 is a multiple of 30, and it's made up only
of 2s and 0s. I think that's the answer. So, the least positive integer multiple of 30
that can be written with only the digits 0 and 2 is 2220.</think>
<answer>The least positive integer multiple of 30 that can be written with only the
digits 0 and 2 is \boxed{2220}. </answer>(1555 Tokens)

<slow_think>Okay, so I need to find the smallest positive integer
multiple of 30 that can be written using only the digits 0 and 2.
Hmm, let's break this down. First, I know that 30 is 3 times 10, so
any multiple of 30 must be divisible by both 3 and 10. That means
the number has to end with a 0 because of the divisibility by 10.
Next, the number must also be divisible by 3. The rule for
divisibility by 3 is that the sum of the digits must be a multiple of 3.
Since the number can only have digits 0 and 2, I need to figure out
how many 2s I need so that their sum is divisible by 3. Let me try
with the smallest number of digits. Starting with one digit: 2. But 2
isn't divisible by 3, so that's out. Next, two digits: 20. The sum of
the digits is 2 + 0 = 2, which isn't divisible by 3. So 20 doesn't
work. How about three digits? Let's try 220. The sum is 2 + 2 + 0 =
4, still not divisible by 3. Next, 2220. The sum is 2 + 2 + 2 + 0 = 6,
which is divisible by 3. So 2220 should work.</slow_think>
<fast_think>Wait, let me double-check. 2220 divided by 30 is 74,
which is an integer. So yes, 2220 is a multiple of 30 and only uses
the digits 2 and 0. I don't think there's a smaller number that fits
these criteria because the previous attempts with fewer digits didn't
work.</fast_think> 
The least positive integer multiple of 30 that can be written with
only the digits 0 and 2 is 2220.<answer>The least positive integer
multiple of 30 that can be written with only the digits 0 and 2 is
\boxed{2220}.</answer> (476 Tokens)

DeepSeek-R1-Distill-Qwen-1.5B with ACPO DeepSeek-R1-Distill-Qwen-1.5B with GRPO

Figure 4: An case study comparing the reasoning process of DeepSeek-R1-Distill-Qwen-1.5B trained
with GRPO and ACPO in MATH 500 Dataset.

quickly converging to the correct answer in just 476 tokens. Notably, the model exhibits effective
system switch, employing slow thinking during problem analysis and fast thinking for verification
once a solution is found, achieving substantial token savings especially in the verification stage by
eliminating repetitive constraint checks. The system-aware reasoning tokens offer a transparent view
of the model’s cognitive process, enabling interpretable analysis of how reasoning behavior aligns
with fast and slow thinking modes.

5 Related Work

Efficient Reasoning in LRMs. Large reasoning models (LRMs) like DeepSeek-R1 [2] and OpenAI
o1 [4] have demonstrated strong reasoning capabilities, but their long reasoning paths often suffer
from overthinking, introducing redundant content and reducing inference efficiency [10, 13, 11]. To
address this, one line of work focuses on supervised fine-tuning with concise, high-quality data to
reduce the length of reasoning paths [14, 15]. For instance, TokenSkip [14] generates short reasoning
chains through token importance sampling, while Self-Training [15] selects correct short reasoning
paths through sampling. Another line of work seeks to improve efficiency through reinforcement
learning by modifying reward functions to penalize excessively long reasoning paths [3, 17]. Among
these methods, length budgeting is a direct way to explicitly control reasoning length. For example,
L1 [18] introduces a fixed length budget to penalize responses that exceed a predefined length during
RL training. DAST [19] estimates task difficulty and token length budget through sampling, and
constructs preference data for SimPO [32] training. In this work, we integrate online difficulty-aware
length budgeting into reinforcement learning process, enabling real-time reasoning budget estimation
and reward allocation for efficient reasoning.

Fast and Slow Thinking in LLMs. The dual process theory [20] describes two modes of human
thinking: fast, intuitive thinking (System 1) and slow, deliberate thinking (System 2). Recent
studies have investigated fast and slow thinking in LLMs, focusing on system switch based on
task complexity or uncertainty. Specifically, System1.x [34] adapts a controller and System-1/2
planner to adjust reasoning systems based on task difficulty. FaST [35] develops a switching adapter
that transitions between System 1 and System 2 for visual reasoning, depending on factors like
uncertainty. HaluSearch [36] leverages model performance to generate supervised labels, enabling
hierarchical dynamic switch between reasoning systems within MCTS. Dyna-Think[37] implements
a training-free dynamic thinking mechanism, allowing the model to autonomously determine when
to apply slow reasoning. In this work, we introduce system-aware reasoning tokens to explicitly
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represent fast and slow thinking modes, and leverage ACPO with online token length budget to enable
adaptive cognitive allocation and dynamic system switch based on task difficulty.

6 Conclusion

In this paper, we proposed ACPO, a reinforcement learning framework designed to address the
overthinking problem in LRMs through adaptive cognitive allocation and dynamic system switch.
In our approach, we first introduce system-aware reasoning tokens to explicitly represent fast and
slow thinking modes, making the model’s cognitive process transparent and interpretable. Next, we
proposed a two-stage training strategy, first fine-tuning the model to establish the ability to generate
explicit thinking process, followed by reinforcement learning with ACPO to enhance adaptive
cognition allocation. ACPO integrates online difficulty estimation and token length budget during
training, guiding dynamic reasoning through a carefully designed reward function. Experimental
results demonstrate that ACPO effectively reduces redundant reasoning without sacrificing too much
accuracy. Our work provides a flexible and interpretable framework for adaptive hybrid reasoning,
supporting efficient and difficulty-aware cognitive processes in LRMs.

7 Limitation

Although ACPO effectively reduces redundant reasoning and enables adaptive cognitive allocation, it
has several limitations. First, its online difficulty estimation and token length budget mechanisms rely
on verifiable data, which may limit generalization to open-domain tasks. Future work should explore
more generalizable estimation methods for broader applicability. Second, ACPO can introduce
accuracy trade-offs despite improving reasoning efficiency, highlighting the need for more refined
reward designs to better balance efficiency and correctness.
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A Prompts for Explicit Thinking Annotation

In Section 3.1.1, we prompt DeepSeek-R1-Distill-Qwen-32B to generate responses of varying
reasoning lengths for candidate response sampling, and leverage GPT-4 for fine-grained comparison
to annotate different thinking modes. The system prompts for these two components are provided
below, where the system prompts for candidate sampling are adapted from TOPS [24].

System Prompts for Candidate Response Sampling

Low Reasoning Effort: You have extremely limited time to think and respond to the user’s query. Every additional second of
processing and reasoning incurs a significant resource cost, which could affect efficiency and effectiveness. Your task is to prioritize
speed without sacrificing essential clarity or accuracy. Provide the most direct and concise answer possible. Avoid unnecessary steps,
reflections, verification, or refinements UNLESS ABSOLUTELY NECESSARY. Your primary goal is to deliver a quick, clear and
correct response.

High Reasoning Effort: You have unlimited time to think and respond to the user’s question. There is no need to
worry about reasoning time or associated costs. Your only goal is to arrive at a reliable, correct final answer. Feel free to explore the
problem from multiple angles, and try various methods in your reasoning. This includes reflecting on reasoning by trying different
approaches, verifying steps from different aspects, and rethinking your conclusions as needed. You are encouraged to take the time to
analyze the problem thoroughly, reflect on your reasoning promptly and test all possible solutions. Only after a deep, comprehensive
thought process should you provide the final answer, ensuring it is correct and well-supported by your reasoning.

System Prompts for Response Comparison and Annotation

Given a problem, a short answer, and a long answer, compare the short answer with the long answer and annotate the short
answer based on the following rules. If the short answer omits certain reasoning or calculation steps that are present in the long
answer, these omitted steps are considered fast thinking, and the corresponding parts in the short answer should be enclosed within
<fast_think></fast_think>. If the short answer contains the same reasoning or calculation steps as the long answer, these parts
are considered slow thinking and should be enclosed within <slow_think></slow_think>. Fast thinking parts typically involve
intuitive judgments, skipped steps, or direct conclusions, whereas slow thinking parts involve full reasoning or calculations that
align with those in the long answer. The output should be the short answer with the appropriate <fast_think></fast_think> and
<slow_think></slow_think> tags added.

#Problem#:
#Long Answer#:
#Short Answer#:
#Annotated Answe#:

B Experimental Setting

B.1 Training and Evaluation Details

In the SFT stage, the learning rate is 1 × 10−5, the batch size is 8, the number of epochs is 3.
For evaluation, we use Qwen2.5 [38] tokenizer to calculate the number of tokens in the responses
generated by each model for a fair comparison. All the experiments are conducted on 16 NVIDIA
A100 GPUs.

B.2 Baseline Details

We present descriptions of the three baseline methods SFT_Shortest, SimPO_Shortest, and
SimPO_DAST from DAST in Table 1. We adopt their evaluation results as reported in the original
DAST paper [19].

• SFT_Shortest: Supervised fine-tuning using only the shortest correct sampled response of
each problem as training data.

• SimPO_Shortest: SimPO with contrastive instance pairs, which take the shortest correct
sampled response of each problem as positive instance and the longest as negative instance.

• SimPO_DAST: SimPO with contrastive instance pairs from Dpre constructed in DAST.

B.3 Prompt for ACPO Training

We present the prompts used in the ACPO training process below.
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Prompt for ACPO Training

You are a helpful AI Assistant that provides well-reasoned and detailed responses. You first think about the reasoning process as an inter-
nal monologue and then provide the user with the answer. Respond in the following format: <think>...</think><answer>...</answer>.
In the reasoning process, you think fast in simple steps and slowly in complex steps, and put the slow thinking content in
<slow_think></slow_think> and fast thinking content in <fast_think></fast_think>. Let’s think step by step and output the fi-
nal answer within boxed{}.

C License for existing assets

We list the licenses for the datasets and models used in our experiments.

C.1 Models

• DeepSeek-R1-Distill-Qwen-1.5B: Apache 2.0 License.
• DeepSeek-R1-Distill-Qwen-7B: Apache 2.0 License.
• DeepSeek-R1-Distill-Llama-8B: Llama3.1 License.

C.2 Datasets

• The GSM8K [29] dataset: MIT License.
• The MATH [30] dataset: MIT License.
• The DeepScaleR-Preview-Dataset [26]: MIT License.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We made sure our abstraction and introduction accurately reflect paper’s main
contribution and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We include a standalone limitation section in the Appendix 7. We have
discussed both the methodological limitations and performance bottlenecks of our approach.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: Our paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the experiment details and results in Section 4 and Appendix B.
We will also release our code upon publication.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Yes, we provide all the necessary code to reproduce every experiment men-
tioned in the paper. We will also release our code publicly upon publication.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Yes, we disclose all the training and test details in Section 4 and Appendix B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Our evaluation experiment is conducted by sampling 16 responses and com-
puting the pass@1 score to demonstrate the performance.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the computer resources in Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes, the paper conform, in every respect, with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our method is a training technique for large language models which does not
have negative societal impact that needs to be addressed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We list licenses for used datasets and models in Appendix C.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The released code, data, and models are well documented including details
about training, license, limitations.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: We describe the usage of LLMs in experiments in Section 4.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

22

https://neurips.cc/Conferences/2025/LLM

	Introduction
	Preliminary
	Group Relative Policy Optimization (GRPO)
	Token Length Budget

	Method
	Explicit Dual Process Reasoning
	Data Construction
	Supervised Fine-Tuning (Cold Start)

	Reinforcement Learning with ACPO
	Reward Design


	Experiment
	Experimental Setup
	Main Results
	Further Analysis
	Ablation Analysis
	Difficulty Adaptability Analysis
	Case Study


	Related Work
	Conclusion
	Limitation
	Prompts for Explicit Thinking Annotation
	Experimental Setting
	Training and Evaluation Details
	Baseline Details
	Prompt for ACPO Training

	License for existing assets
	Models
	Datasets


