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Abstract

While large language models have significantly001
enhanced the effectiveness of discourse relation002
classifications, it remains unclear whether their003
comprehension is faithful and reliable. We pro-004
vide DISQ, a new method for evaluating the005
faithfulness of understanding discourse based006
on question answering. We first employ in-007
context learning to annotate the reasoning for008
discourse comprehension, based on the connec-009
tions among key events within the discourse.010
Following this, DISQ interrogates the model011
with a sequence of questions to assess its grasp012
of core event relations, its resilience to counter-013
factual queries, as well as its consistency to its014
previous responses.015

We then evaluate language models with differ-016
ent architectural designs using DISQ, finding:017
(1) DISQ presents a significant challenge for018
all models, with the top-performing GPT model019
attaining only 42% of the ideal performance;020
(2) Open-source models generally lag behind021
their closed-source GPT counterparts, with no-022
table exceptions being those enhanced with023
chat and code/math features which demonstrate024
zero-shot capabilities in discourse comprehen-025
sion; (3) Our analysis reveals that LLMs exhibit026
asymmetries in grasping particular relations,027
validate the effectiveness of having explicitly028
signalled discourse connectives, the role of con-029
textual information, and the benefits of integrat-030
ing historical QA data.031

1 Introduction032

While language models can generate coherent and033

seemingly human-like text, their true grasp of dis-034

course relations remains unclear. Traditionally, dis-035

course relation prediction has been evaluated using036

accuracy scores from classification tasks. However,037

task accuracy may not reflect a reliable understand-038

ing, as a high score might not reflect sound rea-039

soning or consistent comprehension of discourse040

semantics. Drawing inspiration from Socrates’041

method of examining his students’ understanding042

Discourse relation: Contingency.Cause.Result

Is “they keep changing their prices” a reason for “it’s very frustrating”?

Model’s Answer: True

Is “they keep changing their prices” contrasted with “it’s very frustrating”?

Is “it’s very frustrating” the result of “they keep changing their prices”?

🤖

Targeted Score = 1

Counterfactual Score = 0

Consistency Score = 0

Arg2: It's very frustrating. 
Arg1: When I want to buy, they run from you -- they keep changing their prices.  

Ground-Truth Answer: True

Ground-Truth Answer: False Model’s Answer: True

Ground-Truth Answer: True Model’s Answer: False

Figure 1: DISQ combines three discourse-relevant
scores: (1) Targeted Score, gauging responses to key
events; (2) Counterfactual Score, assessing robustness
against irrelevant queries; (3) Consistency Score, mea-
suring logical coherence to equivalent questions.

through a series of questions, we introduce Discur- 043

sive Socratic Questioning (DISQ), a new method 044

that assesses a model’s understanding of discourse 045

relations by requiring systematic accuracy over 046

multiple questions, rather than just a single accu- 047

rate prediction (Figure 1). 048

While QA-based evaluation is well-researched 049

(Fabbri et al., 2022; Hu et al., 2023), DISQ 050

addresses unique, discourse-centric challenges: 051

What to Ask: While many discourse spans can 052

form questions, not all provide salient insights into 053

discourse understanding. Previous research like e- 054

SNLI (Camburu et al., 2018) rely on labor-intensive 055

human annotations to extract relevant signals for 056

natural language inference, we advocate the use 057

of in-context learning (ICL). This harnesses the 058

power of large language models to annotate salient 059

discourse signals efficiently. How to Ask: The 060

manner in which questions are framed is essential 061

for assessing three key attributes of a model’s faith- 062

fulness: (1) Responsiveness to Targets: We gener- 063
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ate questions centered on pivotal discourse spans064

with accurate semantics, to which the model should065

respond affirmatively (e.g., affirming a cause in a066

contingency relation). (2) Robustness to Counter-067

factuals: We design questions based on counter-068

factual semantics, expecting the model to abstain069

or negate the query (e.g., dismissing contrast in070

a contingency relation). (3) Logical Consistency:071

We formulate Converse questions with equivalent072

semantics, anticipating the model to deliver con-073

sistent responses (e.g., aligning answers to a result074

question with its corresponding reason). A study075

(Berglund et al., 2023) finds that LLMs struggle076

with the “reversal curse” (finding it hard to infer077

“B is A” from “A is B”). We introduce this facet as078

a discourse-centric assessment to the broader LLM079

research, emphasizing models’ logical consistency.080

We base our evaluation on the widely-recognized081

PDTB corpus (Prasad et al., 2008). Initially, we082

select 11 second-level discourse senses and employ083

in-context learning to select salient evidence for084

questioning. Subsequently, we invite human ex-085

perts to validate our chosen evidence, underscoring086

the soundness of our questions.087

We apply DISQ to a range of models encom-088

passing various architectures and sizes. Notably,089

many models demonstrate zero-shot capabilities,090

even without training on discourse-specific data.091

This suggests that the prevailing training paradigms092

yield emergent ability to understand discourse se-093

mantics. Our findings show that while larger,094

closed-source models excel in responsiveness, they095

also struggle with the “reversal curse”, indicating a096

largely probabilistic approach to discourse seman-097

tics without full logical consistency. We highlight098

the benefits and limits of using linguistic features099

like discourse connectives, context, and historical100

QA to enhance comprehension faithfulness1.101

2 Question Bank for DISQ102

We detail “what to ask” in DISQ by identifying103

key events and use in-context learning to identify104

salient evidence. We then perform human verifica-105

tion to guarantee the quality of these questions.106

2.1 Preliminaries107

What counts as discourse understanding? Or-108

ganized text makes sense as discourse elements109

link the text together. Such linking elements are110

1DISQ’s software and data will be publicly available after
acceptance.

referred to as cohesive devices (Halliday, 1976), 111

including reference, ellipsis, and lexical cohesion. 112

Formally, two textual spans s1 and s2 are linked by 113

the relation r. We define (s1, s2, r) as an evidence 114

triple to understand the discourse. Concretely, 115

Definition 1. (s1, s2, r) is an evidence triple to 116

understand the discourse, where Arg1 and Arg2 117

are two given discourse arguments participating in 118

a discourse relation R, and two contiguous spans 119

s1 ∈ Arg1 and s2 ∈ Arg2 link the two arguments 120

into a coherent discourse with semantic relation r. 121

We argue that a model understands discourse 122

when it reliably identifies such triples. As shown in 123

Table 1, the event triple (s13, s21, r) is the salient 124

signal for the causal semantics. A model must iden- 125

tify them to understand the Contingency discourse 126

relation (R). 127

Discourse relation (R): Contingency.Cause.Result
Arg1: When I want to buy, they run from you –

:::
they

:::
keep

:::::::
changing

::::
their

:::::
prices

Arg2:
::
It’s

::::
very

::::::::
frustrating

s11: I want to buy;
s12: they run from you;
s13:

::::
they

:::
keep

:::::::
changing

::::
their

:::::
prices

s21:
:::
It’s

:::
very

::::::::
frustrating

Salient signals: (s13, s21, r), r is “the reason for”.
Targeted questions: Is s13 the reason for s21?
Counterfactual question: Does s13 contrast against
s21?
Converse question: Is s21 the result of s13?

Table 1: DISQ formalizes discourse understanding as
question answering (QA).

Define a proxy for discourse understanding: 128

We approach the notion of understanding by ques- 129

tioning. We interrogate the model with a set of 130

questions concerning different semantic relations 131

and text spans. If a model is said to understand, 132

it must answer questions in a manner under three 133

criteria: (1) Responsiveness to targeted questions 134

(e.g., providing affirmative “True” answers, with- 135

out abstaining); (2) Robustness against counter- 136

factual queries (e.g., responding with “False” or 137

abstaining to answer); (3) Consistency across con- 138

secutive responses (e.g. consistently saying “True” 139

(or “False”) to converse questions). 140

2.2 Annotating Salient Signals Using ICL 141

As illustrated in Table 1, not all spans serve as 142

salient signals for understanding the discourse. For 143

instance, the span “I want to buy” (s11) lacks a 144

causal connection with “It’s very frustrating” (s21). 145

It is important to filter unessential ones to make 146
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our evaluation reliable. Earlier research in explain-147

able NLP, such as e-SNLI (Camburu et al., 2018),148

adopts a similar span-based reasoning formaliza-149

tion. In their corpus, humans are tasked with anno-150

tating key spans pivotal to understanding the NLI151

labels. However, this method is labor-intensive and152

lacks generalizability to other tasks.153

To address this challenge, we introduce a new154

annotation method requiring minimal human in-155

tervention. (1) Candidate extraction: We first156

extract m spans from Arg1 and n spans from Arg2,157

resulting in m × n evidence triple (s1, s2, r) that158

may act as evidence for discourse understanding.159

These spans, characterized by a self-contained160

subject–verb–object (s–v–o) structure (identified161

by semantic role labeling (Gardner et al., 2018)),162

can be regarded as events. However, only some163

of them are salient indicators of discourse rela-164

tion. (2) Select salient pairs: Subsequently, we165

leverage In-context Learning (ICL) (Brown et al.,166

2020; Liu et al., 2022) to identify these pivotal ev-167

idence triples. The underlying premise is that by168

providing the model with exemplars of salient ver-169

sus non-salient triples, it can distinguish them in170

new instances. Formally, we ask model to predict171

if r holds between events (s1, s2) in a discourse172

Arg1, Arg2, R with in-context learning:173

P (y|C, x) =
T∏
t=1

P (yt|D,x, y<t) (1)174

where y is the output sequence of length T , x is175

the test input, and D = {x1, y1, ...xk, yk} is the176

demonstration containing k in-context examples.177

Input X

{

    “Discourse relation”: … 

    “Arg1”: …

    “Arg2”: …

    “Event1”: …

    “Event2”: …

    “Event relation (ER)”: …

}

Output y

{


“DR summary”: …

“Event1 Comprehension”: …


     “Event2 Comprehension”: …

“What if ER holds”: … 

“What if ER does not hold”: … 


     “Predicting ER”: …

“Final prediction”: … 


}

Figure 2: The input and output for in-context learning
for selecting salient signals.

Figure 2 presents the in-context learning (ICL)178

template in JSON, designed for step-by-step rea-179

soning to predict event relation (ER). The ICL per-180

forms a binary classification on whether ER holds.181

The output y mirrors human reasoning and in-182

cludes: “DR Summary”, condensing the discourse183

relation (DR) in model-specific terms; “Event1184

comprehension”, linking Event1 to argument Arg2185

(and Event2 to Arg1) and examining their dis- 186

course roles; “What if ER holds” and “What if 187

ER does not hold” exploring event relation (ER)’s 188

influence on the discourse; and “Predicting ER” 189

followed by the “Final prediction”, synthesizing 190

the analysis to predict ER between events. We 191

implement ICL using the LLaMA2-13B model, 192

employing just one positive and one negative ex- 193

ample for each discourse relation (Appendix A.1). 194

Concretely, for 11 Level-2 discourse relations, we 195

create 22 examples in total. 196

2.3 Dataset Statistics 197

Discourse relation (R) Event relation (r) Ratio # of Q
Comparison.Concession deny or contradict

with
0.617 1,392

Comparison.Contrast contrast with 0.596 708
Contingency.Reason reason of 0.69 5,124
Contingency.Result result of 0.735 2,268
Expansion.Conjunction contribute to the

same situation
0.964 4,512

Expansion.Equivalence equivalent to 0.791 408
Expansion.Instantiation example of 0.792 2,148
Expansion.Level-of-detail provide more detail

about
0.739 3,696

Expansion.Substitution alternative to 0.714 180
Temporal.Asynchronous happen before/after 0.696 1,236
Temporal.Synchronous happen at the same

time as
0.771 768

Total / Avg 0.737 22,400

Table 2: Dataset Statistics: Ratio of confirmed event
relations, event pair counts, and number of resultant
questions for each discourse category.

DISQ integrates the 11 Level-2 relations from 198

the PDTB-3.0 sense taxonomy, with tailored adjust- 199

ments in the Contingency relation through merging 200

minor groups (see Appendix A.2). We annotated 201

all implicit discourse in the test set (Sections 21 and 202

22) following the guidelines from (Webber et al., 203

2019). For counterfactual analysis, we chose 5 ir- 204

relevant r not pertaining to a particular discourse 205

R. Additionally, both targeted and counterfactual 206

questions include converse inquiries, amounting to 207

22,400 questions in total. Table 2 shows a high 208

satisfaction ratio for Expansion.Conjunction event 209

relations, likely due to most pairs aligning with a 210

common theme. In contrast, Comparison and Con- 211

tingency relations exhibit lower ratios, suggesting 212

that only central events effectively highlight causal 213

or contrasting semantics in these categories. 214

2.4 Human Verification 215

To guarantee the reliability of DISQ evaluations, 216

we verify the salient event pairs identified by ICL 217
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with humans. Importantly, our verification de-218

sign contrasts with many evaluation metrics studies219

which align a system’s end output score with hu-220

man evaluations (Fabbri et al., 2021a). Rather, we221

directly evaluate the inherent logic of the bench-222

mark. Upon verification of the questions, subse-223

quent steps are transparent, deterministic, and veri-224

fiable — all important characteristics for any mea-225

sure.226

A1&A2 A1&ICL A2&ICL
Agreements 85.2% 85.2% 83.7%

Table 3: The agreements between two annotators (A1
and A2) and the semi-automated ICL method.

Verification Results Annotators evaluated event227

pairs identified as significant by ICL, analyzing228

a discourse instance (Arg1, Arg2, R) with two229

events s1 and s2, and a potential relation r, to ver-230

ify if r exists between s1 and s2. For this task,231

two NLP-specialized graduate students annotated232

61 event relation instances. To facilitate their com-233

prehension, instances requiring extensive domain234

knowledge, like finance, were excluded after ran-235

dom sampling. Following a basic discourse seman-236

tics tutorial, they started annotation (detailed in237

Appendix B). The alignment between our model’s238

responses and human annotator agreement was en-239

couragingly similar in Table 3, affirming our ICL240

method’s effectiveness in selecting salient event241

pairs for discorse understanding.242

3 Discursive Socratic Questioning for243

Evaluation244

Having confirmed the validity of salient events in245

discourse comprehension, we now consider our246

measure’s core as established. Now we outline our247

systematic approach to “how to ask”: generating248

questions, querying models with these questions,249

and subsequently computing the scores.250

3.1 Question Generation251

Type Formalization Expected
Answer

Score

Targeted Qt = {QG(s1, s2, r)} True st
CF Qc = {QG(s1, s2, r

′)} False scf
Converse Q̃t = {QG(s2, s1,

←−r )} Equals to
original

scon

Table 4: Formalization of three question types and their
yielding scores: Targeted Score st, Counterfactual Score
scf , and Consistency Score scon.

We generate three types of questions (Table 4): 252

(1) Targeted Questions: Ground truth answers 253

for Qt are always affirmative, as they tap into the 254

salient signals. We employ a rule-based question 255

generator (QG) to weave events into a cohesive 256

query. As an example, for Contingency.Result, 257

where r denotes “the reason for”, a typical ques- 258

tion might be “Is s1 the reason for s2?” (2) Coun- 259

terfactual (CF) Questions: These gauge model 260

robustness, as their answers are negative, due to the 261

event relation being altered into a counterfactual 262

r′. For instance, “Is s1 contrasted against s2?” is 263

unrelated to contingency discourse. (3) Converse 264

Questions: These test a model’s response consis- 265

tency to the logically-equivalent converse question. 266

For example, “Is s2 the result of s1?” (←−r ) corre- 267

sponds to the earlier question about reason (r). We 268

anticipate consistent responses from LMs. 269

3.2 Question Answering 270

Algorithm 1 DISQ interrogates a language model.

1: Input: Discourse d and its corresponding ques-
tion series Q.

2: H = {∅} ▷ The history is initialized.
3: Stage 1: Targeted and Counterfactual QA
4: for qi in Qt and Qc do
5: ai = LM(q = qi, c = d) ▷ The model

performs QA. The context c is the discourse d.
6: H ← (qi, ai) ▷ The history is updated.
7: end for
8: Stage 2: Converse QA
9: for (qi, ai) inH do

10: q̃ = Lookup(q, {Q̃c, Q̃t)} ▷ Look up the
converse question in converse question sets.

11: ãi = LM(q = q̃i, c = d, (qi, ai) ∈ H) ▷
The model executes QA on the converse ques-
tion, q̃i, optionally utilizing the previous re-
sponse (qi, ai) as supplemental context.

12: H ← (q̃i, ãi) ▷ The history is updated.
13: end for
14: Output: H

Questioning is divided into two stages (Algo- 271

rithm 1). In the first stage, DISQ interrogates the 272

model with targeted questions Qt (expecting a pos- 273

itive answer) and counterfactual questions Qc (ex- 274

pecting negative). The context is the discourse d: 275

only Arg1 and Arg2. Note that we do not inform 276

the model of the discourse relation; the model must 277

infer the discourse relation to answer correctly. The 278

answer to each question updates the historyH. In 279
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the second stage, DISQ performs converse QA to280

test the model’s consistency. For each converse281

q̃i, we look for model’s response to the original282

question and can choose to reuse it to promote the283

consistency (we find that this choice affects perfor-284

mance significantly; see §4.2).285

3.3 DISQ Score286

We gauge a model’s overall proficiency by its287

DISQ Score 2, which combines three scores, as288

coefficients of a product: sdisq = st × scf × scon.289

DISQ then comprises of (1) Target Score (st);290

(2) Counterfactual Score (scf ) — assessing the291

accuracy of the model’s answers to targeted and292

counterfactual questions; and (3) Consistency293

Score (scs) — evaluating the model’s consistent294

responses to a question and its converse:295

st =
1

N

N∑
i=1

1[ai = True], qi ∈ {Qt, Q̃t} (2)296

scf =
1

N

N∑
i=1

1[ai = False], qi ∈ {Qc, Q̃c} (3)297

scon =
1

N

N∑
i=1

1[ai = ãi], qi ∈ Q, q̃i ∈ Q̃ (4)298

DISQ uses a product since we favor balanced in-299

dividuals scores, which may not occur with a sum300

aggregate — c.f., (0.6, 0.6, 0.6) vs. (0.9, 0.9, 0).301

4 Evaluations302

Models: While any language model can be as-303

sessed, our evaluation targets two of the current304

strongest large language models (LLMs): (1)305

Closed-Sourced Models: GPT-4 and GPT-3.5-306

turbo. To manage costs, we limit evaluations to307

20% of our test samples. Despite this constraint,308

we noted stable performance throughout our ex-309

periment. (2) Open-Sourced Models: LLaMA-2310

(Touvron et al., 2023) and its variations, Vicuna311

(Chiang et al.) and Wizard (Xu et al., 2023). Vi-312

cuna is a distilled model that refines LLaMA-2313

using user interactions with GPT models; and Wiz-314

ard is specifically designed for complex code and315

math instruction adherence, which we felt might316

help with discourse explanation. We used 13B317

sized models for all of these but also investigated a318

smaller 7B LlaMA-2 model for scaling effects.319

2Named after our method DISQ, this term is also used to
denote our measurement score when unambiguous.

Inference: We initially adopt a zero-shot ap- 320

proach for inference to simulate natural evalua- 321

tion settings. Following Zhao et al. (2021), we 322

prompt models with concise instructions, context, 323

and questions (Appendix C.3), assessing their im- 324

mediate reactions. Noticing challenges in task com- 325

prehension for some models (hallucinate irrelevant 326

tokens), we also conduct two-shot experiments to 327

acquaint them with the task’s format. We cap a 328

maximum of two shots to prevent models from 329

learning the task. 330

4.1 Main Results 331

Our main experiments focus on two key questions: 332

(1) How do models perform on DISQ’s three scores 333

overall? (2) What impact do different discourse 334

relations have on model performance? 335

Figure 3 displays the overall performance of var- 336

ious models in a zero-shot setting, leading to the 337

following observations on Question 1: (A) GPT 338

Models Show Room for Improvement (1st row): 339

None of the models achieve an ideal score (all three 340

scores at 1.0), indicating room for growth. Closed- 341

source models outperform, highlighting a signifi- 342

cant development opportunity for open-source lan- 343

guage models and affirming DISQ as a challenging 344

benchmark. GPT-4 and GPT-3.5, while similar 345

in DISQ, display distinct behaviors. GPT-4 tends 346

toward more negative responses, hence a higher 347

Counterfactual Score, whereas GPT-3.5 shows a 348

more balanced approach. This difference may be 349

due to varying alignment strategies with human 350

reasoning, yet their comparable DISQ suggest sim- 351

ilar levels of discourse understanding. (B) Only 352

LLaMA’s Chat Variants have (zero-shot) Dis- 353

course Capacity (2nd row): The standard LLaMA 354

7B and 13B models perform poorly, scoring high 355

in Target and Consistency Scores, but nearly zero 356

in Counterfactual Score. This indicates a tendency 357

to respond affirmatively without comprehending 358

the task from instructions, thus not answering the 359

questions faithfully. The chat-enhanced versions 360

of LLaMA show improvement, with 13B-Chat out- 361

shining 7B-Chat, but still falling short of GPT mod- 362

els. (C) Vicuna and Wizard Models Show Mixed 363

Results (3rd row): Even though finetuned on user’s 364

shared conversation and complex instructions, Vi- 365

cuna and Wizard models have the same problem 366

with their LLaMA base model that always tend to 367

answer affirmatively (or not). Wizard-Code and 368

-Math are notable exceptions, presenting zero-shot 369
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Score = 1.0 Score = 0.414 Score = 0.42

Score = 0.013 Score = 0.001 Score = 0.175 Score = 0.253

Score = 0.035 Score = 0.052 Score = 0.216 Score = 0.218

Figure 3: Overall performance on DiSQ: This table showcases the overall performance of state-of-the-art GPT
models (1st row), LLaMA-2 models with 7B/13B parameters and their chat variants (2nd row), and specialized
Vicuna and Wizard models that are further fine-tuned from the LLaMA architecture (3rd row).

M
od

els

Ove
ra

ll

Com
p.C

on
ce

Com
p.C

on
tra

Con
t.R

ea
so

n

Con
t.R

es
ul

t

Exp
.C

on
j

Exp
.E

qu
iv

Exp
.In

st

Exp
.D

eta
il

Exp
.Su

bs
t

Te
m

p.A
sy

nc

Te
m

p.S
yn

c

Baseline 1. GPT-3.5 0.42 0.214 0.869 0.21 0.4 0.62 0.239 0.529 0.43 0.476 0.61 0.355

0 shot

GPT-4 99% 25% 65% 57% 88% 98% 80% 125% 112% 89% 113% 0%
2A. LLaMA2-7B 3% 5% 0% 8% 5% 3% 0% 2% 3% 5% 1% 3%
3A. LLaMA2-7B-Chat 42% 108% 50% 63% 44% 35% 44% 23% 35% 42% 18% 11%
4A. LLaMA2-13B 0% 0% 1% 0% 1% 0% 0% 0% 0% 0% 1% 0%
5A. LLaMA2-13B-Chat 60% 89% 55% 61% 43% 47% 66% 61% 87% 61% 32% 7%
6A. Vicuna-13B 8% 5% 4% 6% 11% 4% 0% 20% 8% 0% 10% 0%
7A. Wizard 12% 53% 10% 17% 11% 10% 17% 11% 6% 12% 2% 15%
8A. Wizard-Code 51% 12% 26% 76% 68% 17% 3% 53% 74% 38% 90% 29%
9A. Wizard-Math 52% 72% 33% 89% 55% 31% 36% 47% 78% 42% 26% 33%

2 shot

2B. LLaMA2-7B 10% 0% 1% 0% 1% 2% 0% 2% 28% 11% 37% 4%
3B. LLaMA2-7B-Chat 35% 66% 25% 56% 37% 29% 24% 25% 34% 33% 23% 29%
4B. LLaMA2-13B 60% 61% 20% 79% 64% 56% 50% 41% 44% 22% 90% 82%
5B. LLaMA2-13B-Chat 47% 126% 35% 65% 39% 34% 52% 39% 54% 71% 27% 26%
6B. Vicuna-13B 67% 160% 60% 87% 67% 47% 13% 54% 70% 62% 63% 54%
7B. Wizard 24% 67% 17% 40% 23% 18% 26% 19% 21% 19% 15% 39%
8B. Wizard-Code 72% 40% 15% 129% 92% 39% 7% 80% 86% 46% 78% 129%
9B. Wizard-Math 1% 4% 1% 4% 3% 1% 1% 1% 1% 1% 0% 3%

Table 5: DiSQ Score sdisq vs. GPT-3.5: We present models’ relative performance (in percentage) to GPT-3.5
baseline (reported as its DiSQ Score). Open-source models enhanced with two-shot inferences for task adaptation
(mean of 3 random sample sets is reported). Scores above 80% of GPT-3.5’s are in bold.

capacity. It is potentially due to their training in370

coding and math, which may impart logical reason-371

ing skills.372

To answer Question 2, Table 5 provides per-373

formance per discourse relation. These results374

yields several intriguing insights: (1) Persistent375

Challenge of Minority Classes for LLMs: His-376

torically, minority classes have posed difficul-377

ties for supervised methods (Kim et al., 2020),378

and this trend continues with LLMs. Classes379

like Comp.Concession, Exp.Equivalence, and380

Temp.Synchronous remain challenging, evidenced381

by DISQ score at or below 0.3, suggesting that382

merely increasing model and data samples do not383

yield comprehensive discourse understanding. (2)384

Benefits of Code and Math Training for Dis-385

course Understanding: A significant performance386

boost is observed in Wizard-Code and -Math mod- 387

els under zero-shot conditions. Notably, Wizard- 388

Code (Row 8B) reaches a DISQ of 72% of GPT- 389

3.5 under the 2-shot setting, outperforming all other 390

open-source models. (3) Varied Impacts of Two- 391

Shot Demonstrations: While intended to accli- 392

mate models to the task format, two-shot demon- 393

strations yield mixed results. Some models, like 394

Vicuna and Wizard-Code, show considerable im- 395

provement over zero-shot settings, closing the gap 396

with GPT-3.5. Conversely, LLaMA chat variants 397

(Rows 3B and 5B) and Wizard-Math (Row 9B) see 398

performance dips, possibly due to their existing 399

QA strengths and unintended biases introduced by 400

new examples. For example, comparing Rows 9A 401

and 9B, we see uniform performance degradation, 402

from 52% to 1% of the baseline GPT-3.5. (4) Task 403
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Difficulty Asymmetry: An intriguing pattern is404

Contingency.Reason consistently outscoring Con-405

tingency.Result across all models, despite both ad-406

dressing causality. Similar trends are noted in other407

fine-grained relations like Temp.Async.Precedence408

and Temp.Async.Succession (Appendix C.4), indi-409

cating a potential asymmetry in semantic process-410

ing by language models.411

4.2 Discussions412

We are driven to find what can improve the faith-413

fulness of discourse understanding, especially for414

open-source models. We examine the following415

discussion questions (DQs):416

DQ1: Is the presence of a discourse connective417

beneficial? Discourse connectives transform im-418

plicit discourse into explicit forms, enhancing com-419

prehension (Kurfalı and Östling, 2021). Does this420

extend to LLM comprehension? In short, yes.421

Models Overall Exp. Cont. Comp. Temp.
Baseline GPT-3.5 0.420 0.510 0.268 0.308 0.565

w/o Conn LLaMA2-13B-Chat 60% 63% 55% 95% 26%
Wizard-Code 51% 42% 78% 27% 69%

w/ Conn LLaMA2-13B-Chat 65% 64% 70% 107% 27%
Wizard-Code 62% 48% 100% 60% 68%

Table 6: DQ1: Models’ DiSQ Scores with the help of
discourse connective (reported as percentage relatives
to GPT-3.5’s vanilla result).

We selected LLaMA2-13B-Chat and Wizard-422

Code as representative open-source models. We423

then inserted PDTB connectives at the start of Arg2,424

and conducted DISQ. Table 6 reveals that connec-425

tives benefit both models, increasing DISQ by 5%426

to 11%. For example, it elevates Wizard’s overall427

performance from 51% to 62%. They prove partic-428

ularly advantageous for Contingency and Compari-429

son relations, with some scores surpassing GPT-430

3.5’s standard results (which lack connectives).431

This suggests that correctly inferring connectives432

significantly enhances the accuracy of LMs’ dis-433

course comprehension.434

DQ2: Does Broader Context Enhance Com-435

prehension? Next, we assess the influence of436

surrounding context on discourse comprehension.437

Does it enhance LLM’s faithfulness? In short, yes.438

In the PDTB corpus, texts are segmented into439

paragraphs. Accordingly, we provide the models440

with the local paragraph surrounding the discourse441

arguments. Table 7 demonstrates that models ex-442

hibit overall performance enhancements when con-443

textual information is integrated. For instance,444

Models Overall Exp. Cont. Comp. Temp.
Baseline GPT-3.5 0.420 0.510 0.268 0.308 0.565

w/o Context LLaMA2-13B-Chat 60% 63% 55% 95% 26%
Wizard-Code 51% 42% 78% 27% 69%

w/ Context LLaMA2-13B-Chat 70% 73% 84% 64% 29%
Wizard-Code 58% 46% 99% 45% 60%

Table 7: DQ2: Models’ DiSQ Scores with the help of
context (GPT-3.5’s vanilla result as baseline).

LLaMA’s overall performance has improved from 445

60% to 70%. We observe that for discourse rela- 446

tions showing improved performance, the primary 447

factor is a significant increase in Targeted Score, 448

accompanied by only minor changes in the Coun- 449

terfactual Score, as detailed in Appendix C.5. This 450

suggests that models indeed benefit from additional 451

context, particularly in positively responding to tar- 452

geted questions. 453

DQ3: Is QA History beneficial for consistency? 454

Open-source LMs typically achieve an 80% Con- 455

sistency Score without accessing their own QA 456

history. We explore whether models exhibit greater 457

consistency when referencing their previous QA 458

interactions. In this process, while posing converse 459

questions, we include the history of correspond- 460

ing targeted and counterfactual questions, along 461

with the model’s responses, in the input. The ideal 462

outcome is for the model to make consistent pre- 463

dictions. 464

w/o history w/ history
LLaMA2-13B-Chat 78.6 70.1
Wizard-Code 81.6 99.8

Table 8: DQ3: Models’ Consistency Scores with the
insertion of QA history.

Table 8 reveals mixed results: Wizard-Code 465

nearly achieves perfect consistency when referenc- 466

ing its history, whereas LLaMA2-13B-Chat shows 467

a decrease in consistency. 468

0.0 25.0 50.0 75.0 100.0

Unidirectional

0.0 25.0 50.0 75.0 100.0

Bidirectional

Mean Consistency Score 
= 60.6

Mean Consistency Score 
= 79.2

“happen at the same time as”
“contributed to the same situation”

“happen before”
“happen after”

Figure 4: DQ3: LLaMA’s consistency score w.r.t. rela-
tions. Bidirectional relations have higher scores.

7



Figure 4 offers an intuitive breakdown, interpret-469

ing LLaMA’s Consistency Scores by question type.470

A noticeable trend emerges: questions with lower471

Consistency Scores involve unidirectional relations472

(e.g., “happen before”), while those with higher473

Consistency Scores tend to be bidirectional (e.g.474

“happen at the same time as”, though also simi-475

larly a temporal relation). This pattern suggests476

that LLaMA-13B-Chat might focus mainly on lit-477

eral keywords, lacking in deeper reasoning abili-478

ties for question answering. In contrast, Wizard-479

Code’s code-based training appears to have bol-480

stered its logical reasoning skills, contributing to481

its improved performance.482

5 Related Work483

QA for NLP Tasks: While question answering484

(QA) has been widely applied in various NLP485

tasks, its primary use has been in annotating golden486

data and parsing, which . Notable efforts in-487

clude QASRL (FitzGerald et al., 2018), QANorm488

(Klein et al., 2020), QADiscourse (Pyatkin et al.,489

2020), QASem (Klein et al., 2022), QA for ref-490

erence/ellipsis resolution (Hou, 2020; Aralikatte491

et al., 2021), and QA for commonsense reasoning492

(Shwartz et al., 2020). The recent Question Under493

Discussion (QUD) framework (Ko et al., 2022a;494

Wu et al., 2023) also employs QA for discourse495

parsing. However, their focus is on parsing rather496

than utilizing QA for evaluating faithfulness.497

Evaluation Methods in NLP: Recent develop-498

ments in evaluating and interpreting LMs include499

several approaches: (1) Probing paradigm takes500

out the representation of LMs and train a model501

to predict whether one linguistic property is cap-502

tured by the representation (Tenney et al., 2019;503

Wallace et al., 2019; Li et al., 2021). (2) Behav-504

ior analysis and post-hoc interpretation produce505

fine-grained interpretation of model’s output. The506

common practice is to perturb the text to reveal the507

decision boundary or unwanted bias of the model508

(Belinkov et al., 2020; Ribeiro et al., 2016; Poliak509

et al., 2018; Rudinger et al., 2018). But the creation510

of the perturbation usually requires manual efforts.511

(3) QA-based Evaluation offers a transparent and512

granular approach (Hu et al., 2023; Fabbri et al.,513

2021b), yet its application in evaluating discourse514

faithfulness remains unexplored.515

Discourse Modeling and Evaluation: (1) Dis-516

course Modeling: Language Models (LMs) serve517

as the core for custom neural networks to predict 518

discourse relations (Liu et al., 2020; Jiang et al., 519

2021; Zhou et al., 2022; Xiang et al., 2022; Chan 520

et al., 2023b; Wang et al., 2023). These approaches 521

show improvements over traditional feature-based 522

methods (Pitler et al., 2009; Rutherford and Xue, 523

2014) but lack in interpretability. Additionally, 524

LMs are applied in coherence modeling (Mohi- 525

uddin et al., 2018; Jwalapuram et al., 2022) and 526

hierarchical discourse parsing (Huber and Carenini, 527

2022; Ko et al., 2022b), yet they often fall short 528

in interpretability and robustness evaluation. (2) 529

Discourse Evaluations: Recent benchmarks have 530

moved beyond traditional treebanks like PDTB 531

(Webber et al., 2019). DiscoEval by Chen et al. 532

(2019) assesses sentence embeddings across vari- 533

ous discourse tasks. Wu et al. (2023) evaluate QUD 534

parsers, and Chan et al. (2023a) analyze ChatGPT’s 535

capabilities in diverse discourse tasks. However, 536

none of these studies focus on the faithfulness as- 537

pect of LMs. 538

6 Conclusion and Future Work 539

LMs have been very successful at surface-level 540

tasks, it is important to study deeper tasks like 541

discourse comprehension. Due to the lack of atten- 542

tion, little progress has been made towards evalu- 543

ating how they understand discourse in a faithful 544

manner. We contribute DISQ, the first systematic 545

evaluation for faithful discourse comprehension. 546

To guarantee the question quality, we leverage in- 547

context learning, utilizing LLMs’ potential to an- 548

notate salient event evidence. After human verifi- 549

cation of our questions, we extensively test various 550

LLMs against DISQ. DISQ assesses three detailed 551

scores: Targeted Score, Counterfactual Score, and 552

Consistency Score. We posit that a model must ex- 553

cel in all three aspects to demonstrate true discourse 554

comprehension. Our findings reveal that even the 555

most advanced models like GPT-4 and GPT-3.5 are 556

not flawless, and their open-source counterparts lag 557

further behind. We discover that discourse connec- 558

tives and contextual information can boost model 559

performance, and only models with enhanced log- 560

ical reasoning benefit from referencing their QA 561

history. In the future, we aim to extend our analy- 562

sis to longer-range discourse, distilling knowledge 563

from larger models to benefit smaller models, and 564

incorporate additional discourse annotation frame- 565

works beyond PDTB. 566
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Ethical Considerations and Limitations567

Our annotation of human verification is approved568

by institutional review board (IRB). IRB reviewed569

on our experimental design and research proce-570

dures, to ensure that the research involves no more571

that minimal risks to the research participants. In572

particular, we ensure that none of the phrases in-573

volve sensitive topics or would not elicit strong574

negative responses. We also ensure that research575

participants’ privacy and the confidentiality of their576

research data will be protected.577

When performing DISQ, we note that output578

answers may be offensive in certain contexts, be-579

cause the model can response True/False to any580

question. This is a common concern for all LMs581

to overcome, not specific to DISQ. But according582

to our pilot study, we have not found any cases of583

such offensive Q&A pairs.584

DISQ also has particular limitations. (1) We585

only use the behavior of the model given a set of586

questions as a proxy for understanding. It is not587

a causal analysis. We can causally study the role588

of individual neuron or subnetwork for discourse589

function in the future, similar to a recent study590

about individual neuron’s role for factual knowl-591

edge (Meng et al., 2022). (2) We have only studied592

standard English corpora. It is meaningful to apply593

DISQ to LMs’ understanding of discourse on other594

English corpora with language variations and to595

corpora in other languages. (3) Our research has596

been exclusively focused on the Penn Discourse597

Treebank (PDTB) for discourse annotation. Nev-598

ertheless, adapting our workflow to other frame-599

works, such as Rhetorical Structure Theory (RST)600

is also feasible.601
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A Details for Question Bank Preparation847

A.1 In-Context Learning for Salient Event848

Identification849

Input X

{

    “Discourse relation”: … 

    “Arg1”: …

    “Arg2”: …

    “Event1”: …

    “Event2”: …

    “Event relation (ER)”: …

}

Output y

{


“DR summary”: …

“Event1 Comprehension”: …


     “Event2 Comprehension”: …

“What if ER holds”: … 

“What if ER does not hold”: … 


     “Predicting ER”: …

“Final prediction”: … 


}

Figure 5: The input and output for in-context learning
for selecting salient signals.

In Section 2.2, we briefly introduced our In-850

Context Learning (ICL) approach; here, we offer a851

more detailed explanation. Figure 5 elucidates the852

ICL template, further exemplified by Table 5. The853

‘DR summary’ section encapsulates the discourse854

using the model’s specific terminology. In ‘Event1855

comprehension’, Event1 is linked with Arg2, ex-856

ploring its role in discerning the discourse rela-857

tion. A similar analysis is conducted for Event2 in858

‘Event2 comprehension’. This stage prompts LMs859

to begin reasoning, as demonstrated in Example860

2, where the model identifies the actual object of861

denial, such as ‘shipping the card’. The sections862

‘What if ER holds’ and ‘What if ER does not hold’863

present hypothetical scenarios of ER’s presence or864

absence, exploring their implications for the given865

DR. The model is encouraged to offer explanations866

(like “It suggests to the audience that IBM’s actions867

are inconsistent and perhaps not well-planned”).868

‘Predicting ER’ synthesizes the preceding rationale869

to predict an ER between Event1 and Event2, lead-870

ing to the ‘Final prediction’ that provides the defini-871

tive conclusion. While our focus is on using ICL to872

identify salient signals in discourse understanding,873

we have not fully explored the potential of prompt874

engineering.875

A.2 Detailed Dataset Statistics876

In Table 10, we present an in-depth analysis of877

our dataset statistics. It reveals that the Expansion878

and Temporal classes exhibit a notably higher sat-879

isfaction rate, leading to an increased number of880

event pairs per instance. Our dataset mirrors the881

distribution pattern of the PDTB dataset, predomi-882

nantly featuring Expansion and Contingency cases.883

Furthermore, we observe that the original Level-2884

relation Contingency.Cause+Belief have an insuf-885

ficient number of instances and shared a causal886

meaning. Consequently, we merge its Reason and 887

Result subclasses into Contingency.Cause.Reason 888

and Contingency.Cause.Result, respectively. This 889

leads to the formation of the customized classes 890

Contingency.Reason and Contingency.Result. 891

B Annotation Details for Human 892

Verification 893

B.1 Annotator Recruitment 894

Following Institutional Review Board (IRB) ap- 895

proval, we enlisted two graduate students special- 896

izing in Natural Language Processing (NLP) to 897

conduct our annotations. These individuals possess 898

strong English proficiency and academic expertise, 899

equipping them with the necessary skills to com- 900

prehend our discourse task effectively. They have 901

consented to the use of their anonymized data, with 902

the assurance that their identities will remain confi- 903

dential. 904

B.2 Annotator Training 905

Discourse and events

Positive case:
    {
        "Discourse relation": "Expansion.Level-of-detail.Arg2-as-detail, which means 
Arg2 provides more detail about Arg1",
        "Arg1": "An international group approved a formal ban on ivory trade despite 
objections from southern African governments, which threatened to find 
alternative channels for selling elephant tusks",
        "Arg2": "The move by the Convention on Trade in Endangered Species, 
meeting in Switzerland, places the elephant on the endangered-species list",
        "Event1": "An international group approved a formal ban on ivory trade",
        "Event2": "The move places the elephant on the endangered - species list",
        "Event relation": "Event2 provides more detail about Event1"
    }

(a) Training slides screenshot: Positive sample (negative sam-
ple omitted).

Your task

Given a discourse, predict whether Event1 and Event2 satisfy event relation (ER). 

Step 1: Read the discourse and the events. 

Step 2: Judge ER. 

(b) Task instructions for annotators.

Figure 6: Training slides screenshot: Simplistic in-
struction to perform the task.

An author led the training for the two annotators, 906

starting with a tutorial on discourse semantics by 907

referring to PDTB annotation guideline (Webber 908

et al., 2019). This session then equipped annota- 909

tors with the skills to discern positive and negative 910
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Example 1 (Positive)
Input:
{

“Discourse relation”: “Comparison.Concession.Arg2-as-denier, which indicates that Arg2 denies or contradicts something in Arg1”,
“Arg1”: “In late September, IBM began shipping a plug-in card that converts its PS/2 model 70-A21 from a 80386 machine to an 80486 machine”,
“Arg2”: “the company told customers Monday about the bugs and temporarily stopped shipping the product”,
“Event1”: “IBM began shipping a plug-in card”,
“Event2”: “The company temporarily stopping the shipping of the product”,
“Event relation”: “Event1 is denied by (or contrasted with) Event2”

}
Output:
{

“DR Summary”: “The discourse revolves around IBM’s actions concerning a specific product. The discourse relation is of ‘Comparison.Concession.Arg2-as-denier’ type, which implies that
Arg2 denies or contradicts a point made in Arg1. The key elements are IBM’s initial action of shipping a plug-in card and the subsequent action of halting the shipping due to issues.”,

“Event1 Comprehension”: “Event1 (’IBM began shipping a plug-in card’) is a positive action, highlighting a company’s forward momentum in its business strategies. It contributes to the DR
by being the initial statement that gets contradicted by Arg2. This helps establish the ‘denier’ aspect in the discourse relation.”,

“Event2 Comprehension”: “Event2 (’The company temporarily stopping the shipping of the product’) is a corrective action that contradicts the assertion made in Arg1. It adds nuance to the
discourse by showing that IBM’s initial action had flaws, thereby satisfying the ‘denier’ role in the discourse relation.”,

“What if ER Holds”: “If the Event Relation directly holds, Event1 (beginning the shipping) is directly denied by or contrasted with Event2 (stopping the shipping). This amplifies the impact of
Arg2 as a ‘denier,’ confirming the failure or problems in the initial action represented by Arg1. It suggests to the audience that IBM’s actions are inconsistent and perhaps not well-planned,
potentially affecting the company’s reputation.”,

“What if ER Does Not Hold”: “If the Event Relation does not directly hold, it implies that the act of IBM stopping shipping may not necessarily contradict or negate their initial action of
shipping the plug-in card. This could lead to a range of interpretations. It might suggest that the company had valid, perhaps unrelated, reasons for halting shipments, such as supply chain issues
or broader quality checks, without implicating the plug-in card specifically.”,

“Predicting ER”: “Given the analyses in the ‘What if ER Holds’ and ‘What if ER Does Not Hold’ sections, we see two contrasting implications. If ER directly holds, the inconsistency and
potential poor planning in IBM’s actions become the focal point, amplifying Arg2’s role as a ‘denier’ in the discourse. On the other hand, if ER does not directly hold, the ‘denier’ role of Arg2
gets weakened, and other factors might be considered as reasons for stopping the shipping, thereby reducing the impact on IBM’s reputation. In this specific discourse, the halting of shipping
appears to directly negate IBM’s initial action of beginning the shipping, supporting the ‘Comparison.Concession.Arg2-as-denier’ relation. Therefore, the prediction is that ‘ER Directly Holds’.”
}
Example 2 (Negative)
Input:
{

“Discourse relation”: “Comparison.Concession.Arg2-as-denier, which indicates that Arg2 denies or contradicts something in Arg1”,
“Arg1”: “In late September, IBM began shipping a plug-in card that converts its PS/2 model 70-A21 from a 80386 machine to an 80486 machine”,
“Arg2”: “the company told customers Monday about the bugs and temporarily stopped shipping the product”,
“Event1”: “Plug-in card converting PS/2 model 70-A21 from a 80386 machine to an 80486 machine”,
“Event2”: “The company temporarily stopping the shipping of the product”,
“Event relation”: “Event1 is denied by (or contrasted with) Event2”

}
Output:
{

“DR Summary”: “The discourse relation here is ‘Comparison.Concession.Arg2-as-denier,’ suggesting that Arg2 should negate or contradict Arg1. Arg1 discusses IBM’s initial act of shipping
a specific plug-in card, while Arg2 presents the company halting this action due to bugs.”,

“Event1 Comprehension”: “Event1 highlights the functionality of the plug-in card, focusing specifically on its ability to convert a PS/2 model from one specification to another. This is more of
a technical detail than a core message in the discourse.”,

“Event2 Comprehension”: “Event2 is about IBM stopping the shipping of a product, presumably the plug-in card. This action seems to contradict or deny Arg1’s claim that IBM began
shipping the card.”,

“What if ER Holds”: “If ER directly holds, the discourse would imply that the specific functionality of the plug-in card (conversion of machine specifications) is directly negated by IBM
stopping its shipping. This would make the halt in shipping an explicit refutation of the plug-in card’s value or functionality.”,

“What if ER Does Not Hold”: “If ER doesn’t directly hold, stopping the shipping may not directly deny the specific conversion capability of the plug-in card. The focus shifts from the
functionality of the plug-in card to the broader issue of IBM’s decision-making. It might suggest problems beyond the card’s functionality, such as quality control, that led to the halt in
shipping.”,

“Predicting ER”: “Given the analyses in the ‘What if ER Holds’ and ‘What if ER Does Not Hold’ sections, it seems that the discourse isn’t centered around denying the specific functionality
of the plug-in card. Rather, Arg2 denies the broader action of shipping the product. Given this nuance, the prediction is ‘ER Indirectly Holds or Does Not Hold’.”
}

Table 9: Examples for In-Context Learning for saleint event relation prediction.

Event Relation (ER) cases. Our task instructions911

were straightforward, focusing on binary classifica-912

tion.913

B.3 Annotation Interface914

Figure 7: Annotation Interface: The interface guides
annotators in making binary judgments, focusing on
discourse arguments, two distinct events, and their po-
tential event relation.

Our annotation interface (Figure 7) adopts a min-915

imalist style, straightforwardly prompting the an- 916

notators to determine whether an Event Relation 917

(ER) is present in the given scenario. 918

C Experiment Details 919

C.1 Model Details 920

We list the models being evaluated in Table 11, 921

using APIs and weights hosted on Huggingface. 922

We also use AllenNLP (Gardner et al., 2018) for 923

semantic role labeling toolkit. 924

C.2 Computing Resource and AI Tools 925

We use one NVIDIA A40 GPU to perform our 926

experiment. For in-context learning for ER predic- 927

tion, it takes around 30 seconds for each instance 928

due to long reasoning to be decoded. It takes less 929

than one day to finish all predictions. For the eval- 930

uating models against DISQ, since it only needs to 931

decode a short answer, it takes around 0.1 seconds 932
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Discourse Relation Event Relation Ratio # of Event Pairs # of PDTB Instence # of Q
Comparison.Concession deny or contradict with 0.617 1.35 86 1392
Comparison.Contrast contrast with 0.596 1.31 45 708
Contingency.Reason reason of 0.69 2.64 162 5124
Contingency.Result result of 0.735 1.67 113 2268
Expansion.Conjunction contribute to the same situation 0.964 1.96 192 4512
Expansion.Equivalence equivalent to 0.791 1.31 26 408
Expansion.Instantiation example of 0.792 1.49 120 2148
Expansion.Level-of-detail provide more detail about 0.739 1.71 180 3696
Expansion.Substitution alternative to 0.714 1.07 14 180
Temporal.Asynchronous happen before/after 0.696 1.84 56 1236
Temporal.Synchronous happen at the same time as 0.771 2 32 768
Total / Avg 0.737 1.67 1026 22,400

Table 10: Comprehensive Statistics of Our Dataset: This table delineates the corresponding event relations for
each discourse relation. We include the satisfaction ratio of event pairs and their resultant quantities. The table also
enumerates the number of discourse instances in the PDTB test set and the total count of questions generated from
these events.

Model Resource
GPT-3.5-turbo API (Accessed on Dec 2023)
GPT-4 API (Accessed on Dec 2023)
LLaMA2-7B https://huggingface.co/meta-llama/Llama-2-7b-hf
LLaMA2-7B-Chat https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
LLaMA2-13B https://huggingface.co/meta-llama/Llama-2-13b-hf
LLaMA2-13B-Chat https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
Vicuna-13B https://huggingface.co/lmsys/vicuna-13b-v1.5
Wizard https://huggingface.co/WizardLM/WizardLM-13B-V1.2
Wizard-Code https://huggingface.co/WizardLM/WizardCoder-Python-13B-V1.0
Wizard-Math https://huggingface.co/WizardLM/WizardMath-13B-V1.0

Table 11: Model Detail: For the GPT models, access is provided through their APIs, as these are closed-source. In
contrast, for open-source models, we utilize their weights hosted on Huggingface.

for one instance. It takes around 2-3 hours to finish933

evaluation of one model against DISQ.934

We employ GitHub Copilot as a coding assistant,935

primarily to complete specific lines of code once936

the core functions are established. Additionally, we937

use GPT for grammar checking, but all the writing938

is conducted independently by us.939

C.3 Task template940

We adopt the approach outlined by Zhao et al.941

(2021), employing a straightforward instruction942

template. Initially, a succinct instruction is pro-943

vided, followed by the context information for the944

model. Recognizing that the model may not be945

well-versed in discourse semantics, we use the term946

“sentence” in place of “argument” for clarity. Sub-947

sequent to the question, we include an “Answer: ”948

prompt, guiding the model to respond with either949

“True” or “False” tokens.950

C.4 Asymmetric Results951

Table 13 presents the DISQ Scores for four groups952

of converse relations. Apart from the first group953

(Comparison), the remaining three groups exhibit954

a noticeable performance disparity. For instance,955

Respond to a true-or-false question derived from a two-
sentence discourse, comprising Sentence 1 (Sent1) and
Sentence 2 (Sent2), linked by a relationship type like
causal, temporal, expansion, contrasting, etc. The ques-
tion targets two events within this discourse, and your
task is to evaluate if these events exhibit the specified
relationship. Answer with ’True’ or ’False’ based on
your analysis.
Sent1: “When I want to buy, they run from you – they
keep changing their prices.” Sent2: “It’s very frustrat-
ing.”
Question: Is “It’s very frustrating. (event 2)” the result
of “hey keep changing their prices (event 1)”? True or
False?
Answer:

Table 12: Instruction Template begins with a concise
task instruction for the Language Model (LM) (1st line),
followed by the provision of context (2nd line), and
culminates with posing the question (3rd line).
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gpt-4 0.414 0.0 0.058 0.119 0.351 0.222 0.519 0.0 0.756
gpt-3.5-turbo 0.42 0.281 0.203 0.21 0.4 0.232 0.464 0.0 0.794
13b 0.001 0.0 0.0 0.0 0.003 0.0 0.002 0.0 0.004
13bchat 0.253 0.13 0.197 0.128 0.173 0.289 0.384 0.122 0.202
7b 0.013 0.0 0.013 0.016 0.021 0.015 0.01 0.0 0.009
7bchat 0.175 0.149 0.239 0.132 0.174 0.067 0.159 0.025 0.116
vicuna-13b 0.035 0.033 0.008 0.013 0.044 0.0 0.039 0.085 0.061
wizard 0.052 0.111 0.114 0.036 0.042 0.012 0.029 0.0 0.015
wizard-code 0.216 0.026 0.026 0.16 0.273 0.283 0.323 0.417 0.566
wizard-math 0.218 0.193 0.149 0.187 0.221 0.452 0.322 0.141 0.161
Avg 0.180 0.092 0.101 0.100 0.170 0.157 0.225 0.079 0.268

Table 13: Asymmetry in Results for Converse Relations: This table reports the DISQ Score for converse relation
pairs, where one relation in each converse group exhibits lower performance compared to its counterpart.

Overall Exp. Cont. Comp. Temp.

LLaMA2-13B-Chat w/o Context
0.588 / 0.547 0.762 / 0.536 0.381 / 0.489 0.516 / 0.718 0.323 / 0.564
0.645 / 0.586 0.833 / 0.572 0.529 / 0.551 0.384 / 0.647 0.307 / 0.685

Wizard-Code w/o Context
0.332 / 0.799 0.332 / 0.797 0.308 / 0.820 0.123 / 0.820 0.647 / 0.722
0.459 / 0.672 0.456 / 0.652 0.484 / 0.695 0.228 / 0.755 0.682 / 0.610

Table 14: Influence of Context on Targeted and Counterfactual Scores: Each cell reports the Targeted and
Counterfactual Scores as X/Y, respectively. For both LLaMA and Wizard models, we observe a significant rise in
Targeted Scores accompanied by a decrease or marginal enhancement in Counterfactual Scores.

the average score for Cont.Reason is merely 0.100,956

in contrast to 0.170 for Cont.Result. This suggests957

a possible intrinsic asymmetry in Large Language958

Models’ (LLMs) processing of semantic relation-959

ships.960

C.5 Contextual Results961

To explore the effect of surrounding context on the962

comprehension of discourse arguments, we decom-963

pose the DISQ Score into Targeted and Counter-964

factual categories, as detailed in Table 14. Our965

analysis reveals that the overall enhancement in the966

DISQ Score is predominantly due to the elevation967

in Targeted Score. For the majority of relations, we968

observe a pronounced increase in Targeted Score,969

contrasted with a decrease or slight rise in Coun-970

terfactual Score. This indicates that context pri-971

marily benefits affirmatively answering Targeted972

questions.973

15


