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Abstract

Large Language Models (LLMs) have demon-001
strated impressive capabilities, but their high002
computational costs pose challenges for cus-003
tomization. Model merging offers a cost-004
effective alternative, yet existing methods suf-005
fer from interference among parameters, lead-006
ing to performance degradation. In this work,007
we propose Optimal Brain Iterative Merging008
(OBIM), a novel method designed to miti-009
gate both intra-model and inter-model inter-010
ference. OBIM consists of two key compo-011
nents: (1) A saliency measurement mechanism012
that evaluates parameter importance based on013
loss changes induced by individual weight al-014
terations, reducing intra-model interference by015
preserving only high-saliency parameters. (2)016
A mutually exclusive iterative merging frame-017
work, which incrementally integrates models018
using a binary mask to avoid direct parame-019
ter averaging, thereby mitigating inter-model020
interference. We validate OBIM through exper-021
iments on both Supervised Fine-Tuned (SFT)022
models and post-pretrained checkpoints. The023
results show that OBIM significantly outper-024
forms existing merging techniques. Overall,025
OBIM provides an effective and practical so-026
lution for enhancing LLM merging. We will027
publicly release our code upon the acceptance028
of this paper.029

1 Introduction030

Existing research (Akiba et al., 2025; Dekoninck031

et al., 2023; Wan et al., 2024a) has demonstrated032

that a composite LLM can be constructed by merg-033

ing the parameters of different expert LLMs. Tradi-034

tional approaches (Wortsman et al., 2022; Matena035

and Raffel, 2022; Jin et al., 2022) employ matrices036

to determine task-specific coefficients and perform037

a weighted average based on these coefficients.038

Methods grounded in task arithmetic (Ilharco et al.,039

2023) leverage task vectors, defined as the differ-040

ence between the parameter values of a fine-tuned041

model and those of its pre-trained counterpart, to 042

effectively manipulate and integrate the knowledge 043

embedded within the models. 044

State-of-the-art model merging methods (Yadav 045

et al., 2024; Wang et al., 2024; Yu et al., 2024b) 046

have shown that task performance degradation is 047

primarily caused by interference between param- 048

eter values, as aggregation operations, such as av- 049

eraging, can alter the parameter distribution (Yu 050

et al., 2024a). The interference can be categorized 051

into two types: intra-model interference and inter- 052

model interference. 053

Intra-model interference arises from redundant 054

parameters within a single model. Due to the over- 055

parameterized nature of neural networks (Choud- 056

hary et al., 2020; He and Xiao, 2023), removing a 057

significant portion of the parameters often has little 058

impact on model performance (Sun et al., 2023; 059

Kim et al., 2024). However, these redundant pa- 060

rameters introduce noise during the model merging 061

process, adversely affecting the outcome. To ad- 062

dress this, it is crucial to identify parameters that 063

are closely related to the target task. Existing ap- 064

proaches, however, primarily rely on magnitude- 065

based methods, assuming that parameter magni- 066

tude directly correlates with saliency. For instance, 067

TIES (Yadav et al., 2024) trims the parameters with 068

the smallest magnitudes, the Model Breadcrumbs 069

(Davari and Belilovsky, 2025) highlight the impor- 070

tance of removing the parameters with the largest 071

weights to further reduce noise. While these meth- 072

ods demonstrate effectiveness, they fall short of 073

fully revealing the true saliency of the parameters. 074

Interference between models arises due to varia- 075

tions in parameter distributions (Shoemake, 1985; 076

Jang et al., 2024). Directly averaging these param- 077

eters can lead to performance degradation. TIES 078

addresses this issue by resolving sign conflicts in 079

parameter values, aligning them based on the direc- 080

tion of the largest total movement across models. 081

Similarly, TALL-Mask (Wang et al., 2024) is de- 082
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Figure 1: Illustration of inter-model interference. The
dotted box highlights cases where TIES fails to resolve
interference. Approximately 46% of parameters deviate
from the original models due to task vector averaging
in the absence of sign conflicts.

signed to exclude parameters that are relevant only083

to a subset of tasks. While these methods effec-084

tively mitigate inter-model interference under cer-085

tain conditions, their effectiveness diminishes when086

parameter distributions deviate from expected pat-087

terns, causing them to revert to simple averaging.088

As shown in Figure 1, when there is no sign conflict,089

TIES yields the same result as simple averaging,090

deviating from both input models and leading to091

suboptimal performance.092

To address the interference problem in model093

merging, we propose a novel method for LLMs094

called Optimal Brain Iterative Merging (OBIM).095

Our approach comprises two core components: a096

saliency measurement mechanism to filter intra-097

model interference and a mutually exclusive iter-098

ative merging framework to prevent inter-model099

interference.100

In detail, our approach measures the saliency101

of parameters within a single model by evaluating102

the loss change induced by altering each parame-103

ter. Inspired by layer-wise model pruning methods104

(Frantar and Alistarh, 2022; Frantar et al., 2022),105

we forgo reliance on the overall model loss dur-106

ing training and instead independently apply the107

Mean Square Error (MSE) to each linear weight.108

This enables calculation of the output distribution109

difference between the trained weight and the orig-110

inal weight, providing a more precise and efficient111

measure of parameter saliency. By retaining pa-112

rameters with high saliency, we effectively reduce113

intra-model interference in model merging.114

Subsequently, we design an iterative merging115

framework to integrate models step by step in a mu-116

tually exclusive manner, mitigating inter-model in- 117

terference. Specifically, we employ a binary mask 118

to track the positions that have already been merged. 119

At each step, parameters with the highest saliency, 120

which are not yet recorded in the mask, are selected 121

from a model and integrated into the base model. 122

This ensures that each position is occupied by only 123

one parameter, thereby eliminating the need for 124

averaging operations. 125

In summary, we propose a novel method, OBIM, 126

to mitigate both intra-model and inter-model inter- 127

ference in LLM merging. To validate the effec- 128

tiveness of our method, we conducted model merg- 129

ing experiments on Supervised Fine-Tuned (SFT) 130

models of Llama2 (Touvron et al., 2023) for multi- 131

task merging and post-pretrained checkpoints of 132

Qwen2 (Yang et al., 2024a) for catastrophic for- 133

getting recovery. The results of both experiments 134

demonstrate that OBIM significantly outperforms 135

existing approaches. In addition, extensive abla- 136

tion studies and analyses of key factors provide a 137

comprehensive understanding of OBIM. 138

2 Preliminaries 139

2.1 Model Merging Problem 140

In this paper, we focus on merging models that are 141

optimized from the same backbone. Given K mod- 142

els with parameters {θ1, θ2, . . . , θK} ∈ Rd, each 143

trained on a distinct task or setting {t1, t2, . . . , tK} 144

from a shared base model θB ∈ Rd. Model merg- 145

ing aims to fuse these parameters into a single 146

model with parameters θM ∈ Rd, and enable θM 147

to effectively handle all K tasks simultaneously. 148

2.2 Task Vector 149

A task vector δk ∈ Rd for model θk is defined 150

as the delta weights between the trained model’s 151

parameters and those of the backbone: 152

δk = θk − θB, (1) 153

which represents both the direction and magnitude 154

of parameter updates during training. 155

By merging the task vectors {δ1, δ2, . . . , δK} of 156

K models into a single task vector δM , the param- 157

eters of the merged model can be expressed as 158

θM = θB + δM . (2) 159

3 Methodology 160

The proposed merging method comprises two 161

key components: Optimal Brain Merging (OBM), 162
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Figure 2: An overview of the proposed method. The left part depicts the iterative merging process, while the right
part details how parameters are selected at each iteration step through the cooperation of parameter saliency and the
merged mask.

a saliency-based mechanism that selects high-163

saliency parameters for merging, and Iterative164

Merging (IM), an iterative framework designed to165

mitigate interference between models. Figure 2166

illustrates the complete merging process of our167

method.168

3.1 Optimal Brain Merging169

Optimal Brain Damage (OBD) (LeCun et al., 1989)170

and its subsequent works (Hassibi et al., 1993;171

Frantar and Alistarh, 2022) aim to establish ef-172

fective criteria for pruning or quantizing specific173

weights while minimizing the impact on model174

performance. The fundamental idea is to lever-175

age the second derivative of the objective function176

with respect to the parameters to compute their177

"saliencies." Building upon the idea, we introduce178

Optimal Brain Merging (OBM) to mitigate intra-179

model interference by identifying and eliminating180

negligible delta weights in task vectors.181

Given a trained LLM with parameters θ and task182

vector δ, our goal is to identify a subset of param-183

eters in the task vector whose removal results in184

minimal increase in the objective function L. The185

change in the objective function is measured using186

a Taylor series expansion:187

∆L =
∑
i

∂L
∂θi

δi +
1

2

∑
i

∂2L
∂θ2i

δ2i

+
1

2

∑
i ̸=j

∂2L
∂θiθj

δiδj +O(||δ||3).
(3)188

Assuming that L is at a local minimum and that189

each parameter contributes to ∆L independently,190

the first derivative, the off-diagonal terms of the 191

second derivative, and the higher-order terms can 192

be discarded. Consequently, ∆L can be approxi- 193

mated as: 194

∆L ≈ 1

2

∑
i

∂2L
∂θ2i

δ2i . (4) 195

The change in ∆Lwhen removing the parameter 196

at position i indicates how much it affects perfor- 197

mance, thereby representing its saliency: 198

si =
1

2

∂2L
∂θ2i

δ2i =
1

2
hiiδ

2
i , (5) 199

where hii denotes the i-th diagonal element of the 200

Hessian matrix of the loss for the given model. Pa- 201

rameters with low saliency, which contribute mini- 202

mally to ∆L, should be removed. 203

However, computing the Hessian matrix requires 204

a back-propagation process through the LLM if the 205

objective function used during LLM training is 206

considered (Bowen et al., 2024). To avoid the high 207

computational cost comparable to model training, 208

we take inspiration from layer-wise pruning ap- 209

proaches (Frantar and Alistarh, 2022; Frantar et al., 210

2022) and employ the Mean Squared Error (MSE) 211

as the objective function for each linear layer inde- 212

pendently. 213

Formally, let Xl be the input to the l-th layer 214

with the weight matrix Wl. The objective is de- 215

fined as: 216

∆Ll =
∥∥∥WlXl −WBXl

∥∥∥2
2
=

∥∥∥∆WlXl
∥∥∥2
2
,

(6) 217
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where WB is the corresponding layer weight of218

the base model, and ∆Wl is the task vector of219

the layer. To approximate Xl, we take the mean220

over a small set of input samples. This function221

measures the squared distance between the output222

of the trained weights and the original weights.223

The Hessian matrix under the layer-wise MSE224

loss is computed as Hl = 2XlXl⊤. Thus, we225

only need to perform forward propagation of the226

LLM to obtain the input for each layer, enabling227

the computation of parameter saliencies. Moreover,228

forward propagation does not require any labels229

or targets, only the input portion of the samples is230

needed. Beyond its simplicity, layer-wise saliency231

provides a more precise and accurate measure of232

parameter importance within each layer. For non-233

linear layers, such as bias layers, we apply random234

pruning for parameter sparsification.235

3.2 Iterative Merging236

To address inter-model interference, we propose a237

merging framework called Iterative Merging (IM).238

This method iteratively updates a unique, non-239

overlapping subset of parameters from each task240

vector, preventing weight interference among task241

vectors.242

For each task vector δk to be merged, a binary243

maskM(Pk) is constructed to satisfy the following244

constraints:245

M(Pk)i =

{
1, if i ∈ Pk,

0, otherwise.

subject to
K⋃
k=1

Pk ⊆ {1, 2, . . . , d},

Pk ∩ Pj = ∅ for k ̸= j.

(7)246

Here, Pk represents the set of indices correspond-247

ing to the parameters selected for merging from248

δk, and d denotes the total number of parameters249

in each δk. Using the binary masks, the merging250

process is then formulated as:251

θM = θB +

K∑
k=1

δk · M(Pk). (8)252

Although the formulation involves summation, no253

direct addition occurs between different task vec-254

tors, as the binary masks ensure that each parameter255

index is selected at most once.256

While there are many ways to construct non-257

overlapping binary masks for all models, we intro-258

duce a simple and easily controllable method by259

iteratively updating a merged mask to track the po- 260

sitions that have already been merged. Specifically, 261

at the beginning, the merged mask is an empty set. 262

At each step, starting with a task vector δk, we first 263

exclude the indices that are already in the merged 264

mask. Then, we sort the remaining parameter in- 265

dices of δk based on their saliencies, selecting the 266

top nk%
1 of the indices to form Pk. Finally, we 267

update the merged mask with Pk. The procedure is 268

described in Algorithm 1. 269

Algorithm 1 Iterative Merging

Input: Base model parameters θB , total parame-
ter count d, task vectors δ1:K , merging ratios
n1:K%, saliency score sets S1:K

Output: Merged model θM

1: Initialize: merged mask M ← ∅, merging
order O ← [o1, o2, . . . , oK ]

2: for k in O do
3: Sk ← {si | i /∈M, si ∈ Sk}
4: Sort Sk in descending order
5: Ŝk ← Select the top nk% elements of Sk

6: Pk ← {i | si ∈ Ŝk, i ∈ {1, . . . , d}}
7: Update merged mask: M ←M ∪ Pk

8: end for
9: return θM ← θB +

∑K
k=1 δ

k · M(Pk)

In practice, we apply iterative merging to each 270

layer independently, utilizing the task vector of 271

each layer rather than the entire model. This ap- 272

proach not only improves memory efficiency but 273

also enables the integration with OBM by leverag- 274

ing its layer-wise saliency scores. 275

An important factor that significantly affects 276

the performance of the merged model is the it- 277

eration order of the merging process. Since ear- 278

lier merged models occupy parameter positions, 279

highly salient parameters from later models may 280

have limited opportunities to be incorporated. To 281

address this issue, we utilize a rotation operation 282

that dynamically shifts the merging order across 283

different layers, preventing a few models from dom- 284

inating the process. Formally, for layer l, we main- 285

tain a list to record the merging order of models: 286

Ol = [o1, o2, . . . , oK ] The merging order for layer 287

l + 1 is then updated by a left rotation operation: 288

Ol+1 = LR(Ol, 1). We further conduct an experi- 289

ment to discuss how the iteration order influences 290

the performance in Section 4.5. 291

1We ensure that
∑

k nk ≤ 1.
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3.3 Optimal Brain Iterative Merging292

OBM and IM can be combined with other exist-293

ing methods. Taking TIES as an example, when294

combining TIES with OBM, the magnitude-based295

parameter pruning is replaced by a saliency-based296

approach. Similarly, when using TIES together297

with IM, we utilize global magnitude as saliency298

scores to construct the merged mask. However, the299

combination of OBM and IM, referred to as OBIM,300

yields better results. We conduct an ablation study301

to demonstrate the effectiveness of each component302

in Section 4.3.303

4 Experiments304

We conduct experiments on both SFT models and305

post-pretrained checkpoints to demonstrate the ef-306

fectiveness of our method. To validate its robust-307

ness, we evaluate OBIM using two popular back-308

bone models, LLaMA2 (Touvron et al., 2023) and309

Qwen2 (Yang et al., 2024a), in separate exper-310

iments. We also perform an ablation study to311

analyze the contributions of specific components312

within OBIM. Furthermore, we investigate key fac-313

tors in our method to assess their influence on the314

final performance.315

4.1 Experimental Setup316

Experiment Settings for SFT Models. Follow-317

ing previous works (Yu et al., 2024b; Deep et al.,318

2024), we use Llama-2-13b as the pre-trained319

backbone and incorporate three fine-tuned models320

for cross-task merging experiments: WizardLM-321

13B-V1.2 (Xu et al., 2023) for instruction follow-322

ing, WizardMath-13B-V1.0 (Luo et al., 2023) for323

mathematical reasoning, and llama-2-13b-code-324

alpaca (Chaudhary, 2023) for code generation. To325

evaluate the capabilities of the merged models,326

we use AlpacaEval (Li et al., 2023) and MMLU327

(Hendrycks et al., 2021a) for general understand-328

ing; GSM8K (Cobbe et al., 2021) and MATH329

(Hendrycks et al., 2021b) for mathematical reason-330

ing; and HumanEval (Chen et al., 2021) and MBPP331

(Austin et al., 2021) for code generation. Perfor-332

mance is measured using the win rate for AlpacaE-333

val2, zero-shot accuracy for MMLU, GSM8K, and334

MATH, and pass@1 for HumanEval and MBPP.335

Experiment Settings for Post-pretrained Models.336

We perform post-pretraining on Qwen2-7B using337

2We calculated the win rate by comparing target model to
text-davinci-003, using GPT-4o as the evaluator.

a multilingual dataset to enhance its Japanese pro- 338

ficiency. The dataset consists of over 200 billion 339

tokens and includes publicly available pretraining 340

corpora in English, Chinese, and Japanese. De- 341

tails of the dataset are provided in Appendix A.3. 342

The three best-performing checkpoints on Japanese 343

evaluation are selected and merged with the back- 344

bone model. To assess performance across different 345

languages, we employ three benchmarks: C-Eval 346

(Huang et al., 2023) for Chinese, MMLU for En- 347

glish, and the Japanese Language Model Evalua- 348

tion Harness (JP-LMEH) 3 for Japanese. Five-shot 349

accuracy is used for evaluating C-Eval and MMLU. 350

JP-LMEH encompasses nine distinct NLP tasks4, 351

with the average score serving as an indicator of 352

overall Japanese language proficiency. 353

Baselines. We compare our method with the fol- 354

lowing state-of-the-art model merging approaches 355

applicable to LLMs: TA (Ilharco et al., 2023): Task 356

Arithmetic, a simple delta weight merging method 357

that does not explicitly address interference. TIES 358

(Yadav et al., 2024): Eliminates redundant param- 359

eters based on magnitude and resolves sign con- 360

flicts. DARE (Yu et al., 2024b): Drop And REscale, 361

Randomly drops a proportion of parameters and 362

rescales the remaining ones to reduce redundancy. 363

DELLA (Deep et al., 2024): Assigns dropout prob- 364

abilities to parameters based on their magnitudes 365

for pruning. TALL-Mask (Deep et al., 2024): Uses 366

a masking mechanism to filter out parameters rel- 367

evant to only a few tasks. PCB (DU et al., 2024): 368

Leverages parameter competition to optimize the 369

merging process. 370

Validation Set. Since OBIM requires a small 371

sample set for parameter saliency computation, we 372

hold out a validation set comprising portions of the 373

training and development sets from each bench- 374

mark. Specifically, we compute saliency using 375

data related to the model’s training task: AlpacaE- 376

val and MMLU for general models, GSM8K and 377

MATH for math models, and MBPP for code mod- 378

els. For post-pretrained models, saliency is com- 379

puted using a multilingual dataset consisting of C- 380

Eval, MMLU, and JP-LMEH. Details are provided 381

in Appendix A.4. 382

3https://github.com/Stability-AI/lm-evaluation-
harness/tree/jp-stable

4JSQuAD, JCommonsenseQA, JNLI, MARC-ja, XLSum-
ja, JCoLA, MGSM-ja, XWinograd-ja, and JAQKET
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Model Method General Math (acc) Code (pass@1) Avg.AlpacaEval MMLU GSM8K MATH HumanEval MBPP
LM - 82.72 53.34 45.79 0.14 30.48 31.40 40.65
Math - - - 63.08 11.60 - - -
Code - - - - - 23.78 27.20 -

LM
+ Math
+ Code

TA 78.93 51.04 58.45 9.88 18.29 29.80 41.07
TIES 80.53 54.30 62.55 9.54 21.95 30.40 43.21

DARE 75.00 54.12 58.00 9.20 29.27 31.40 42.83
DELLA 83.16 53.52 61.80 7.88 19.50 31.40 42.87

TALL-Mask 80.31 54.25 62.70 10.62 20.73 30.80 43.23
PCB 81.98 53.37 63.83 8.24 26.22 26.60 43.37

OBIM 81.23 54.39 68.23 12.50 25.61 29.40 45.23

Table 1: Performance comparison of SFT model merging. The results for each individual model are presented at the
top of the table, the lower section displays the results of merging the three models using different methods.

4.2 Main Results383

Results on SFT Models. The results are summa-384

rized in Table 1. We first present the performance385

of each individual model, followed by the results386

of merging the three task-specific experts using387

different methods. As shown in Table 1, OBIM388

achieves significant improvements in mathemati-389

cal reasoning, with a 5.15% gain on GSM8K and390

a 0.9% gain on MATH compared to the original391

math model. In contrast, many other methods fail392

to surpass the source math model. For other bench-393

marks, OBIM ranks first on MMLU and remains394

competitive across other tasks. However, its perfor-395

mance on code generation is relatively lower. We396

suspect this is because the general model, rather397

than the code model, performs best on code gen-398

eration, yet its saliency is computed using general399

data, leading to suboptimal preservation of coding400

ability. Overall, OBIM achieves the highest aver-401

age performance, outperforming the second-best402

method by 1.86%, demonstrating its effectiveness403

in merging models for task fusion.404

Model Method C-Eval MMLU JP-LMEH Avg.
Qwen2-7B - 83.51 69.22 69.19 73.97
ckpt-1 - 77.71 67.01 72.13 72.28
ckpt-2 - 75.48 67.05 71.69 71.41
ckpt-3 - 74.37 66.86 71.61 70.95

Qwen2-7B
+ ckpt-1
+ ckpt-2
+ ckpt-3

TA 76.15 68.47 71.90 72.17
TIES 76.52 67.92 71.93 72.12

DARE 78.97 68.85 71.21 73.01
DELLA 77.26 68.51 72.05 72.61

TALL-Mask 77.72 68.48 71.56 72.59
PCB 77.71 68.31 72.08 72.70

OBIM 80.46 69.89 72.14 74.16

Table 2: Performance comparison of post-pretrained
model merging. ckpt-1, ckpt-2 and ckpt-3 are the check-
points that achieve the best JP-LMEH results during
post-pretraining but exhibit performance degradation in
Chinese and English.

2 3 4 5 6
Number of models

72

73

74

75

Av
g.

OBIM
DARE
Qwen2-7B

2 3 4 5 6
Number of models

70

71

72

73

JP
-L

M
EH

OBIM
DARE
ckpt-1

Figure 3: Performance comparison of merging different
numbers of models between OBIM and DARE. The
left part presents the average performance across three
languages, while the right part shows the results for
Japanese capability. The green dotted line represents
the best performance of models before merging.

Results on Post-pretrained Models. As shown 405

in Table 2, checkpoints trained from Qwen2-7B 406

exhibit enhanced Japanese proficiency but experi- 407

ence a significant decline in the Chinese and En- 408

glish capabilities of the base model. The goal of 409

model merging is to restore Chinese and English 410

performance to the base model level while preserv- 411

ing the improved Japanese ability of the continu- 412

ally trained model. Our results show that while 413

no merging method fully restores C-Eval perfor- 414

mance to the base model level, OBIM achieves 415

the highest recovery rate, surpassing other meth- 416

ods by 1.49%. For English and Japanese, OBIM is 417

the only method that surpasses the base model on 418

MMLU and JP-LMEH, achieving improvements of 419

1.04% and 0.04% over other approaches. In terms 420

of overall multilingual performance, OBIM ranks 421

first across all benchmarks, producing a model with 422

the strongest overall capabilities. 423

To further validate the robustness of our method, 424

we evaluate the performance of merging different 425

numbers of models. Specifically, we select the five 426
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Method Intra-model Inter-model
General Math (acc) Code (pass@1)

Avg.
AlpacaEval MMLU GSM8K MATH HumanEval MBPP

TIES Magnitude
Disjoint Mean

80.53 54.30 62.55 9.54 21.95 30.40 43.21
TIES+OBM Saliency 79.03 54.44 64.29 10.52 26.83 30.80 44.32

TIES+IM Magnitude
Iterative merging

80.81 54.31 68.08 13.08 21.95 30.40 44.77
OBIM Saliency 81.23 54.39 68.23 12.50 25.61 29.40 45.23

Table 3: Ablation study on components in OBIM. Each method’s strategy for mitigating intra-model and inter-model
interference is listed in the columns Intra-model and Inter-model, respectively.

best checkpoints during post-pretraining and merge427

them with the base model. We compare our method428

with DARE, as well as the best-performing individ-429

ual models before merging, and present the results430

in Figure 35. The results indicate that performance431

declines as the number of merged models increases,432

likely due to increased interference among models.433

However, our method remains stable and achieves434

performance competitive with the best individual435

model in both the average and Japanese capability436

evaluations. In contrast, DARE underperforms by437

approximately 1%, demonstrating that our method438

more effectively mitigates interference when merg-439

ing multiple models.440

4.3 Ablation Study441

To assess the contributions of the two key compo-442

nents, OBM and IM, we conduct experiments us-443

ing SFT model merging settings. Since OBM and444

IM cannot perform merging independently, we use445

TIES as the baseline method and integrate OBM446

and IM with the weight consensus approach for447

resolving sign conflict, termed "Disjoint Mean," as448

well as the magnitude-based parameter trimming449

method in TIES, respectively. Details are provided450

in Appendix A.1.451

The results are presented in Table 3, where we452

also outline each method’s strategy for mitigating453

intra-model and inter-model interference. By com-454

paring TIES with TIES+OBM and TIES+IM with455

OBIM, where each pair employs the same method456

for reducing inter-model interference, we observe457

that methods utilizing saliency-based parameter458

selection outperform those relying on magnitude-459

based selection. This finding confirms the superior-460

ity of OBM. Furthermore, methods incorporating461

IM consistently outperform their counterparts us-462

ing the same intra-model approach. Specifically,463

TIES+IM surpasses TIES, and OBIM outperforms464

TIES+OBM, demonstrating the effectiveness of IM.465

In general, OBIM achieves the highest performance466

5Detailed results are provided in Appendix B

among all methods, proving that the combination of 467

OBM and IM can further enhance the performance. 468

4.4 Influence of the Validation Set 469

Samples in the validation set influence saliency 470

scores. To assess this impact, we replace the 471

samples used for computing the saliency of the 472

math model under the experimental settings of SFT 473

model merging and evaluate the merging perfor- 474

mance on two mathematical tasks. 475

As shown in Table 4, we compare the results 476

using task-related data from GSM8K and MATH 477

(Math), irrelevant data from MBPP (Code), and 478

a mixed dataset (Math+Code). All datasets con- 479

tain the same number of samples. Math achieves 480

the best performance, followed by Math+Code, 481

while Code performs the worst. This suggests that 482

using task-specific data for saliency computation 483

enhances task knowledge retention. We attribute 484

this to our assumption for saliency approximation, 485

which requires the first derivative to be approx- 486

imately zero. This condition implies that data 487

well learned by the model enables more accurate 488

saliency estimation. 489

Source Size Math (acc) Avg.GSM8K MATH
Math

100
68.23 12.50 40.37

Code 67.48 11.84 39.66
Math + Code 68.01 12.42 40.22

Table 4: Comparison of different validation sets used
for saliency computation. The winners and runners-up
are marked in bold font and underlined, respectively.

We also investigate the impact of sample size by 490

using different numbers of samples from the same 491

source. The results in Table 5 indicate that 100 492

samples yield the best performance, while using 493

either more or fewer samples leads to a decline. 494

However, the results with only 10 samples remain 495

competitive, suggesting that the method is effective 496

even with a limited number of samples. 497
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Source Size Math (acc) Avg.GSM8K MATH

Math

10 68.16 12.10 40.13
50 67.40 11.88 39.64
100 68.23 12.50 40.37
200 67.70 12.28 39.99

Table 5: Performance across different sample sizes. 100
samples achieve the highest performance, followed by
10 samples.

4.5 Influence of Iterative Merging Order498

We analyze how the order of iterative merging in-499

fluences performance. We conduct experiments500

based on the SFT model merging settings with four501

different merging orders: shifting the order using a502

rotation operation across model layers (Rotation),503

prioritizing the math model (Math First), placing504

the math model last (Math Last), and prioritizing505

the general language model (LM First). We evalu-506

ate the results on mathematical tasks.507

As shown in Table 6, Math First achieves the508

best performance, whereas Math Last performs the509

worst, and LM First also yields poor results. These510

findings suggest that the earlier a model is merged,511

the better its knowledge is preserved. However,512

while Rotation performs slightly worse than Math513

First, it still surpasses the original math model,514

demonstrating its robustness. We attribute this to515

the redundancy of parameters in LLMs, where core516

capabilities can be largely retained even when only517

a subset of layers is preserved.518

Iteration Order Math (acc) Avg.GSM8K MATH
Rotation 67.10 11.96 39.53

Math First 67.48 14.38 40.93
Math Last 61.71 2.06 31.89
LM First 63.15 3.14 33.15

Table 6: Performance comparison of different merging
orders in iterative merging.

5 Related Work519

Model merging has gained popularity in LLM re-520

search (Zhou et al., 2024; Yang et al., 2024b). By521

amalgamating multiple homologous LLMs into a522

single model, this technique has been applied to523

address several challenges, such as building multi-524

task experts (Cai et al., 2023; Wan et al., 2024b),525

detoxification (Hu et al., 2024; Zhang et al., 2023),526

and preference alignment (Lin et al., 2024; Rame527

et al., 2024). Model merging methods are primarily528

based on two fundamental approaches: weight av- 529

eraging (Wortsman et al., 2022) and task arithmetic 530

(Ilharco et al., 2023). 531

Weight-based model merging methods design 532

rules or matrices to determine merging coefficients. 533

For example, RegMean (Jin et al., 2022) optimizes 534

a linear regression problem for linear weights, 535

Fisher-Merging (Matena and Raffel, 2022) uses 536

the Fisher information matrix to assess parame- 537

ter importance. Some works explore the space 538

of these coefficients using parameter searching al- 539

gorithms, such as evolutionary algorithms (Akiba 540

et al., 2025) or Bayesian optimization (Liu et al., 541

2024). Although these methods demonstrate effec- 542

tiveness, they suffer from inefficiency: parameter 543

search is time-consuming, and solving the objec- 544

tives requires substantial computation resources. 545

Subspace-based model merging methods focus 546

on eliminating insignificant parameters and merg- 547

ing sparse models within the parameter subspace to 548

reduce interference. TIES (Yadav et al., 2024) trims 549

individual models based on parameter magnitudes, 550

while Model Breadcrumbs (Davari and Belilovsky, 551

2025) refines this by removing both low-magnitude 552

and high-magnitude outliers. DARE (Yu et al., 553

2024b) emphasizes the importance of rescaling af- 554

ter sparsification, and TALL-Mask (Wang et al., 555

2024) creates task-specific mask matrices based 556

on predefined thresholds to filter out irrelevant pa- 557

rameters. However, these methods are limited to 558

specific patterns, such as sign conflicts or threshold- 559

based filtering, and magnitude-based sparsification 560

remains suboptimal. To better address the inter- 561

ference problem, we propose a solution based on 562

parameter saliency sparsification and a mutually 563

exclusive iterative merging framework. 564

6 Conclusion 565

In this work, we propose OBIM, a novel merg- 566

ing method for LLMs that selectively retains rep- 567

resentative delta weights based on saliency and 568

iteratively integrates task vectors to reduce both 569

intra-model and inter-model interference. OBIM 570

achieves state-of-the-art performance in merg- 571

ing SFT models and post-pretraining checkpoints, 572

demonstrating its effectiveness and versatility. Ex- 573

tensive ablation studies further validate its key com- 574

ponents. Additionally, OBIM is computationally 575

efficient and memory-light, making it well-suited 576

for real-world applications. 577
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7 Limitations578

While our work provides valuable insights into579

LLM merging, several limitations should be noted:580

(1) The application of OBIM relies on models with581

identical architectures and shared initializations,582

limiting its applicability to diverse model types. (2)583

Although efficient, OBIM requires an additional584

validation set and incurs extra computational costs585

for saliency computation compared to magnitude-586

based methods. (3) Our analysis primarily focuses587

on interference from the perspective of parameter588

aggregation, with limited theoretical exploration,589

highlighting the need for further research in future590

work.591
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A Experimental Details825

A.1 Details of Baselines and Ablation Study826

To provide a better understanding of the baselines,827

we outline the methods used in previous works828

for addressing intra-model and inter-model inter-829

ference. We compare these methods with our ap-830

proach in Table 7, highlighting the innovation of831

our method. At the bottom of Table 7, we also832

provide the implementation of the methods used in833

our ablation study.834

Below is a brief introduction to each component.835

• Magnitude Pruning: Retains parameters836

with the largest magnitude values.837

• Random Drop and Rescale: Filters parame-838

ters using a Bernoulli distribution and rescales839

the remaining ones according to the drop rate.840

• Stochastic Magnitude Pruning: Assigns841

magnitude values to probabilities and retains842

parameters according to these probabilities.843

• Disjoint Mean: Elects parameters at each po- 844

sition based on the direction of summation, 845

then averages the parameters along that direc- 846

tion. 847

• Consensus Mask: Selects parameters using a 848

mask constructed by measuring the l1 distance 849

to the target task vector. 850

Method Intra-Model Inter-Model
TA / /

TIES Magnitude Pruning Disjoint Mean
DARE Random Drop and Rescale Disjoint Mean

DELLA Stochastic Magnitude Pruning Disjoint Mean
TALL-Mask / Consensus Mask

OBIM Saliency-based Pruning Iterative Merging
TIES+OBM Saliency-based Pruning Disjoint Mean

TIES+IM Magnitude Pruning Iterative Merging

Table 7: Comparison of methods for addressing intra-
model and inter-model interference.

A.2 Hyperparameter Configurations 851

In the SFT model merging experiments, the hy- 852

perparameters that need to be adjusted include the 853

retention ratio of parameters in OBM (nk%) and 854

the merging order (O). The search ranges and the 855

optimal settings for each hyperparameter are pro- 856

vided in Table 8. 857

In the post-pretraining model merging scenario, 858

the retention ratio nk% for merging K checkpoints 859

is set to 1
K , and the merging order is set to Rotation. 860

A.3 Datasets for Post-Pretraining 861

We collected and processed a dataset of over 200B 862

tokens comprising Japanese, Chinese, and English 863

texts for post-pretraining. The dataset includes text 864

from websites and publications, all of which are 865

publicly available. Below are the details of the data 866

sources: 867

• Japanese: C4-ja6, CC100-ja7, OSCAR-ja8, 868

CulturaX9, Wikipedia-ja10 869

• English: FineWeb11, Tiny-Textbooks12, Au- 870

toMathText13, Wikipedia-en14 871

6https://huggingface.co/datasets/systemk/c4-ja
7https://huggingface.co/datasets/statmt/cc100
8https://huggingface.co/datasets/ohtaman/oscar_ja_clean_filtered
9https://huggingface.co/datasets/uonlp/CulturalX

10https://huggingface.co/datasets/systemk/wiki-ja
11https://huggingface.co/datasets/HuggingFaceFW/fineweb
12https://huggingface.co/datasets/nampdn-ai/tiny-

textbooks
13https://huggingface.co/datasets/math-ai/AutoMathText
14https://huggingface.co/datasets/blo05/cleaned_wiki_en
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H-Param Searching Range Optimal Setting

nk%
[0.1, 0.15, 0.2, 0.25, 0.3,

0.35, 0.4, 0.45, 0.5]
{LM: 0.4, Math: 0.45, Code: 0.1}

O
[Rotation, LM First, Math First, Code First,

LM Last, Math last, Code Last]
Code Last

Table 8: Hyperparameter search ranges and optimal settings for the SFT model merging experiment.

• Chinese: CLUECorpus15, SkyPile16, MAP-872

CC17, Wanjuan18, Wikipedia-zh19873

• Parallel Corpus20: CCMatrix, JParaCrawl,874

WikiMatrix875

We follow the pretraining data processing ap-876

proach of DataComp-LM (Li et al., 2024). The877

data processing pipeline mainly consists of three878

steps:879

• Text Extraction: We extract clean text from880

raw content using rule-based tools such as881

HTML parsers and regular expressions.882

• Deduplication: We apply both locality-883

sensitive hashing (LSH) deduplication and884

semantic deduplication to remove redundant885

data.886

• Quality Filtering: We employ a FastText21887

binary classifier for each language to assess888

and filter data quality.889

After processing, we retain approximately 70B890

tokens for each language and 1B tokens from the891

parallel corpus as our post-pretraining dataset.892

We then trained Qwen2-7B on this dataset using893

64 A800 (80G) GPUs, with a training batch size894

of 4 million tokens per step for two weeks. Check-895

points were saved every 1,000 steps, and the total896

training duration was approximately 50,000 steps.897

We will release the trained model as open-source898

after the paper is accepted.899

A.4 Details of Validation Set900

The sample size of the validation set for each bench-901

mark is provided in Table 9.902

15https://github.com/brightmart/nlp_chinese_corpus
16https://huggingface.co/datasets/Skywork/SkyPile-150B
17https://huggingface.co/datasets/m-a-p/MAP-CC
18https://huggingface.co/datasets/facat/wanjuan
19https://huggingface.co/datasets/shaowenchen/wiki_zh
20https://opus.nlpl.eu
21https://github.com/facebookresearch/fastText

Model Benchmark Sample Size Total

LM
AlpacaEval 50

335
MMLU 285

Math
GSM8K 50

100
MATH 50

Code
HumanEval 0

50
MBPP 50

Post-pretrained
Model

MMLU 285
763C-Eval 260

JP-LMEH 218

Table 9: Validation Set Sizes. Note that HumanEval is
excluded since it only provides a test set.

A.5 Computational Resources 903

We measured the GPU usage and time cost in 904

OBIM, as shown in Table 11. GPUs used in our ex- 905

periments is NVIDIA-A800 (80G). The total time 906

is divided into three parts: the computation time 907

for Xl across all layers, which depends on the size 908

of the validation set; the time required for saliency 909

computation; and the time for iterative merging. 910

B Results on Merging Multiple Models 911

Table 10 presents the full results for merging 912

varying numbers of post-pretrained models using 913

OBIM and DARE. 914

Count Method CEVAL MMLU JP-LMEH Avg.

2
OBIM 81.87 69.41 71.85 74.38
DARE 81.20 69.16 71.92 74.09

3
OBIM 80.98 69.32 71.80 74.03
DARE 79.79 69.51 71.02 73.44

4
OBIM 80.46 69.89 72.14 74.16
DARE 78.97 68.85 71.21 73.01

5
OBIM 79.72 69.40 71.90 73.69
DARE 79.19 68.98 70.92 73.03

6
OBIM 79.72 69.66 71.90 73.76
DARE 78.90 69.05 70.99 72.98

Table 10: Detailed performance comparison of OBIM
and DARE across different numbers of merged models.

C Ethics Statement 915

This paper focuses on model merging techniques 916

for Large Language Models (LLMs) to enhance 917

their adaptability. While our work does not directly 918
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Model Count Model Size GPUs Computing Speed of Xl Saliency Computation Time Merging Time
3 13B 2 0.40 (s/sample) 50 (s) 2’03
6 7B 1 0.36 (s/sample) 20 (s) 2’01

Table 11: Computational resources for model merging with OBIM.

introduce new risks, it inherits the broader societal919

concerns associated with LLMs, such as AI safety,920

reliability, and potential biases in generated content.921

Beyond these considerations, we do not foresee922

additional ethical concerns arising from our work.923
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