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ABSTRACT

The recent rise of distributed diffusion models has been driven by the explosive
growth of data and the increasing demand for data generation. However, dis-
tributed diffusion models face unique challenges in resource-constrained environ-
ments. Existing approaches lack theoretical support, particularly with respect to
generation error in such settings. In this paper, we are the first to derive the gen-
eration error bound for distributed diffusion models with arbitrary pruning, not
assuming perfect score approximation. By analyzing the convergence of the score
estimation model trained with arbitrary pruning in a distributed manner, we high-
light the impact of complex factors such as model evolution dynamics and arbi-
trary pruning on the generation performance. This theoretical generation error
bound is linear in the data dimension d, aligning with state-of-the-art results in the
single-worker paradigm.

1 INTRODUCTION

Recently, distributed diffusion models have gained significant attention due to the explosive growth
of data and the growing interest in data generation (Vora et al.| 2024;|de Goede et al.,[2024). Specif-
ically, in federated settings, diffusion models are trained collaboratively across multiple workers
without the need to share personal sensitive data, such as images and audio, directly. This dis-
tributed approach enables large-scale data generation while avoiding the privacy risks and practical
costs of centralizing data (Tun et al., 2023).

In real-world scenarios, workers typically possess limited computational and communication re-
sources, which significantly hinder the performance (Zhang et al. 2021). When training a
parametrized neural network in the reverse process of diffusion models, it would be unaffordable
for resource-constrained workers to operate model updates. Some efforts have been made to ad-
dress this challenge. For example, |Li et al.| (2024) propose DistriFusion, a method that divides the
model input into multiple patches, each assigned to a GPU. This approach tackles the high computa-
tional costs involved in generating high-resolution images with diffusion models. Additionally, Lai
et al.| (2024) introduce an on-demand quantized energy-efficient distributed approach for training
diffusion-based models in mobile edge networks. Despite the efforts made by these studies, they
primarily focus on improving empirical performance, leaving the theoretical behavior as an open
problem.

The theoretical lack in the generation performance of distributed diffusion models is driven by the
increased complexity in training dynamics resulting from limited resources. The generation error
bound of the diffusion model heavily depends on the loss value of the neural network trained in the
reverse process (Benton et al.l 2024} |Chen et al.| 2023). And the coupling between the loss and the
gradient often reflects the convergence rate of the neural network (Zhou et al.l [2024). As a result,
accurately bounding the generation error requires describing the convergence rate of the parame-
terized neural network trained in the reverse process. However, resource limitations in distributed
systems may lead to insufficient training or incomplete transmission of local models (Zhou et al.,
2024 |Q1ao et al., 2023), which exacerbates global error accumulation and complicates the analysis
of convergence rates during the reverse process.

In this paper, we provide formal theoretical support for distributed diffusion models in resource-
constrained scenarios. To address the performance degradation caused by resource constraints, we
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consider introducing pruning operations when training score estimation model in a distributed man-
ner during the reverse process, and using coordinate-aware model aggregation (Zhou et al., [2024)
to reduce global error accumulation. To obtain the convergence rate during the reverse process, we
utilize the smoothness assumption to measure the inconsistency between the local and global gradi-
ents. We also implement a refined treatment of pruning errors and utilize the relationship between
iterative model updates to explore their cumulative entanglement. By analyzing the convergence of
the score estimation model and exploring the error between local and global training losses, we re-
veal the impact of complex factors such as the number of communication rounds and the number of
workers on the local score estimation error. Using this actual error, rather than the assumed constant
error in the single-worker paradigm (Benton et al., [2024; |Chen et al., 2023} |2022), we derive the
generation error bound for distributed learning diffusion models in resource-constrained scenarios.
Specifically, our main contributions can be summarized as follows:

* To the best of our knowledge, we are the first to incorporate the distributed learning dynamic
of the score estimation model during the reverse process into the analysis of the final genera-
tion error. We theoretically assess the discrepancy between the generated sample distribution and
the actual distribution for each worker using KL divergence. This generation error bound aligns
with the best-known results in the single-worker paradigm (Benton et al.,2024), exhibiting a linear
dependence on the data dimension d. Notably, our framework can be seamlessly integrated with
the theoretical error bounds of any diffusion model based on the single-worker paradigm under
the perfect fractional approximation assumption. This integration ensures that the theoretical error
bounds of similar distributed training architectures progress in tandem with advancements in the
theoretical error bounds of the single-worker paradigm.

* We also derive convergence bounds for distributed learning of the score estimation model under

arbitrary pruning, without relying on the bounded gradient assumption. It shows that the average
gradient norm can converge at a rate of O(ﬁ) showing the critical roles of the number of
local training steps S and the minimum parallel training degree I'* in enhancing convergence
efficiency.

2 RELATED WORK

In recent research, diffusion models (Song et al., [2020) have garnered widespread attention due
to their remarkable achievements across multiple fields, including computer vision (Harvey et al.,
2022)), natural language processing (Li et al.,|2022), temporal data modeling (Tashiro et al.,|2021)),
and multi-modal learning (Ramesh et al., 2022} Ho et al.|[2022). Particularly, some studies highlight
that diffusion models not only generate high-quality data but also surpass traditional Generative
Adversarial Networks in terms of stability and generation efficiency (Dhariwal & Nichol, 2021).

Recent works have extensively explored the theoretical performance of diffusion models. This pro-
vides a robust theoretical foundation for refining the model architecture and optimizing the training
process. Initial studies on the convergence of diffusion models often requires restrictive assumptions
about the data distribution, such as adherence to a log-Sobolev inequality (Yang & Wibisonol [2022),
or results in bounds that are either non-quantitative (Pidstrigachl 2022) or exponential (Block et al.,
2020) with respect to the problem parameters. Subsequent research has made significant improve-
ments. For instance, some studies have achieved polynomial convergence rates for diffusion models
without restrictive assumptions on the data distribution. Specifically, Chen et al.|(2022) obtain poly-
nomial error bounds in total variation (TV) distance, assuming that the score function is Lipschitz.
They employ the Girsanov change of measure framework to analyze the discrepancy between the
true and approximate reverse processes. Further advances are made by the work (Chen et al.l|2023),
which develop the Girsanov methodology further and introduce two important theorems: Theorem
2.1 shows that the KL divergence is linear in the data dimension but requires that V log g; be Lips-
chitz; Theorem 2.2 demonstrates that, under an early-stopping setting and with any data distribution
having a finite second moment, the error is quadratic in the data dimension. Moreover, Benton et al.
(2024) further improve the results under the early-stopping setting described in the work (Chen et al.,
2023)), achieving the current state-of-the-art error bound that is linear in the data dimension without
smoothness assumptions on the data distribution.

However, most current research on diffusion models focuses on a single worker, primarily enhancing
empirical performance or exploring theoretical attributes. With the advent of the big data era, dis-
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tributed training (Qiao et al., 2023} |Yuan et al., 2024) is emerging as a new trend, offering potential
solutions to the scalability challenges posed by increasing data volumes. In response, DistriFusion
is introduced in the work (Li et al.,[2024)), a method designed to run diffusion models across multiple
devices in parallel, significantly reducing the latency associated with generating individual samples
without compromising the quality of the generated images. Despite its practical effectiveness, the
theoretical performance of DistriFusion (Li et al., |2024)) is not explored. Additionally, Zhao et al.
(2023) proposes FedDDA, a data augmentation-based federated learning architecture that utilizes
diffusion models to generate data conforming to the global class distribution, thereby alleviating the
non-IID data problem. However, theoretical exploration of this approach is also lacking.

In summary, there is a theoretical gap in collaboratively training diffusion models with resource
constrains. To the best of our knowledge, we are the first to derive both convergence rate of the
collaboratively trained score estimation model and error evaluation of locally generated samples.

3 PRELIMINARIES

3.1 DIFFUSION MODELS

The initial phase of the diffusion model is designed to progressively transform the given data dis-
tribution qq, into a known prior distribution. This is referred to as the forward process, and it can
be described using the Ornstein-Uhlenbeck (OU) process via the stochastic differential equation
(SDE) (Pedrotti et al., [2023; [Benton et al., [2024):

dX, = —X,dt + V2dB:, Xo ~ qo (D)

where (B;);e[0,] denotes a standard Brownian motion on R?. Equation (ﬁ[) aligns with a method-
ology known as Denoising Diffusion Probabilistic Models (DDPMs) (Ho et al [2020), and is also
referred to as Variance Preserving SDE in (Song et all |2020). The OU process is favored for its
analytically tractable transition densities, and it holds that X;| X ~ N (Xge™, (1 — e72)1,).

We use ¢, (X¢),t € [0, 7] to denote the marginals of the forward process and then the reverse process
satisfies the SDE:

dXy = —{X; + 2Vlog q:(X;)}dt + V2dB;,  Xo ~ qo 2)

where (Bf/)te[o,T] is another standard Brownian motion on R¢. By inverting the time direction ¢
with 7' — t and setting X; = Y7 _, the reverse process @[) can be transformed to a forward one:

dY; = {Y; +2Vlogqr—(Y;)}dt + V2dB,, Yo~ qr (3)

where (B;)te[O,T] is the standard Brownian motion on R?. The process (Y;);e[o,7] can thus generate
samples from the distribution gy by sampling Y ~ gr.

Nevertheless, |[Benton et al.| (2024) pointed out that practical simulation of (3] necessitates overcom-
ing certain challenges, which we also consider in this paper:

(1) Score function estimation: Since the score function V¢;(X}) is unavailable, it is necessary to
learn an estimation sy (X4, t) of it. Specifically, the goal is to minimize the following loss function:

T
/ Eq, (x|l V1og qi(X¢) — so(Xy,t) ||*]dt 4)
0

While direct computation of () poses challenges, numerous score matching techniques (Hyvarinen
& Dayan, 2005} [Vincent, |2011) offer equivalent objectives that are more tractable. Among these,
denoising score matching (Vincent, 2011)) is utilized in this paper. Typically, we parameterize the
score function sy(Xy,t), where sy represents the score, using a neural network with a parameter
vector § € RP. To optimize these parameters, we minimize the loss function through traditional
SGD method over 6, effectively training the neural network to accurately estimate the score function
based on the input data X and time ¢.

(2) Unknown distribution approximation: Sampling from the distribution g7 is challenging due
to the inaccessibility of gp. Instead, sampling from the standard Gaussian presents a feasible alter-
native, as the OU process converges exponentially quickly to the standard Gaussian (Bakry et al.,
2014; |Chen et al ., [2023)).
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(3) Time discretization: Given that equation (3) characterizes a continuous-time process, practical
simulation requires the time variable to be discretized. This involves dividing the continuous time
into a sequence of discrete points 0 = ¢y < t; < 1o < --- < txg < 1. Subsequently, we can
initiate the process by sampling Y, from the standard Gaussian and then concentrate on solving the
SDE (also known as the exponential integrator/Zhang & Chen|(2022); De Bortoli|(2022); Chen et al.
(2023)) for each interval [tg,tgx4+1]) and k=0, -+ | K — 1:

dY;, = {V; + 2s9(Ys, , T — t3,) }dt + v/2d B, (5)

where (Bt)te[O,T] is a standard Brownian motion. It allows for the approximation of the continuous-
time dynamics of the process within each discrete interval, facilitating the practical simulation of
the model. And we denote the marginals of the process (3)) by ps.

(4) Early stopping requirement: Instead of running (5] to approximate the initial data distribution
qo, we opt to approximate the distribution ¢; as an early-stopping measure (Song et al.,2020). This
strategy is deemed acceptable because, for a sufficiently small 9, the discrepancy between gy and g
remains minimal. It is employed due to the potential for V log ¢; to rapidly increase, or “explode”,
as time ¢ approaches zero in non-smooth data distributions.

3.2 DISTRIBUTED LEARNING WITH ARBITRARY PRUNING

In the distributed learning framework, we consider a setup involving N workers and a central server.
These workers jointly undertake the task of learning a unified global model characterized by the
parameter 6. The objective is to optimize the following function:

LN
min F(0) := N ZEgnNDn [fn(0,&0)] (6)

OERP

=1
" =F,(6)

where F,, () is a loss function defined on the dataset D,, based on the worker-n specified f,(6,&,),
and &, signifies a data point sampled from the dataset D,,.

In this learning framework , each worker keeps its own local dataset and conducts training operations
with arbitrary pruning locally (Zhou et al., 2024). Communication with the server is restricted to
the exchange of size-reduced model parameters (or gradients). More specifically, for the ¢-th round
of the process, each worker-n performs model pruning 0, , o = 04 © my », after receiving the latest
global model parameter 6, € R” from the server, where m,,, € {0,1}? is a local mask generated
based on mask policy P. And then S steps of local training is performed to update pruned model
parameters. The update rule can be described as follows:

aq,n,s = aq,n,sfl - nvfn(eq,n,sflv gn,sfl) © mq,n (7)

Here, s ranges from 1 to .S, with 0, ,, o representing the starting parameter for each round of updates
at worker-n, and 7 denotes the local learning rate used for the updates.

Upon completion of a round of training (encompassing .S steps) by all workers, the server aggregates
all local parameters to form a new global model for the forthcoming round:

i 1 . .
o) = - Z 0g.n,S» for each coordinate 7 = 1,2,--- , D ®)

g+l ™ (1)
NI S

where N\ = {n : m},, = 1} and we denote I'* = min, NG| > 1.

4 DISTRIBUTED LEARNING OF DIFFUSION MODELS WITH ARBITRARY
PRUNING

When considering training a diffusion model across multiple workers in a distributed manner, the
first objective is to optimize the function described in equation (6) to obtain the score estimation
So,, (+). By employing denoising score matching (Vincent, 2011) (see Appendix for details), the
term F),(6) in equation @ can be expressed as
K—1
Fu(0) = > Ex, a1 %o Il 86Vt T = te) = Viog q(V o, [ Xn0) 7] (9)
k=0
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where v, = ti4+1 — ti is the length of the k-th discretized time interval, and ¢,, ¢, ¢ € [0, T denotes
the marginal of the forward process of worker-n. Therefore, X,, o is sampled from g, o by worker-
n,and Y, = X, 17—, ~ gn7—k However, due to the randomness in actual training, such
as sampling and noise randomness, we use f,,(6,&,,) to represent the local loss with randomness
during training. Specially, we assume the unbiasedness of f,, (6, &, ), which is common in distributed
scenarios, meaning that E[f,,(0,&,,)] = F,.(9).

As described in Section[3.2] after completing () rounds of distributed training (each with S steps), we
obtain the score function estimation sg,, (-). Starting from a pure noise state, the noise is gradually
transformed into a form that approximates the original data. For each worker n, this process follows
Equation (T0), which incorporates the worker indicator into Equation ().

dVoe = (Yot + 2500 (Yo, T — i) }dt + v2dB,, , (10)

where (Em)te[o,ﬂ is a standard Brownian motion, and we denote the marginals of the process
by pn +s. Specifically, the equation @) can be solved explicitly by

Yn,tk+1 = evki;n,tk + 2[6’}% - 1]89Q (?n,tkaT - tk) + 62'ch - 1 : en,k
where €, ~ N(0, I;). Further details can be found in Appendix@

To obtain the main theoretical results, we rely on the following core assumptions.

Assumption 1 (Lipschitzian gradient). Loss function F, (-)s are with Lipschitzian gradients. i.e.,
ForV0, ¢ € RP, it holds that

| VE(0) = V(o) IS L] 6—0|

Assumption 2 (Pruning-induced Error). For an arbitrary mask m,, , € {0, 1} and an arbitrary
model § € RP, we assume that there exists w* € [0, 1):

160—0©mng*<w?| 0]

Assumption 3 (Bounded Variance). For any model 0 and sample &, there exist o1 > 0 and o9 > 0:
E || Vfa(0.6) = VE.(0) [IP<0f,  E| VE(0) -~ VF(0) |*< o3

Assumption 4 (Data Distribution). The data distribution gy, o of each worker-n has finite second
moments, and is normalized so that Cov (g, 0) = I4.

These assumptions (Assumptions [T] to ) are widely used in studies on diffusion models and dis-
tributed learning. Assumption[I](Lian et al], is typically employed to ensure the stability and
solvability of optimization problems, as it guarantees that the changes in gradients will not increase
without bound. Assumption [2] (Zhou et al] [2024) guarantees that pruning operations do not de-
grade performance beyond a certain threshold, ensuring algorithm robustness. Assumption [3][Lian]|
restricts the influence of randomness on the optimization process. For Assumption [4]
its first part ensures the convergence of the forward process, while the second part simplifies result
descriptions, though it is not required for the analysis (Benton et al] [2024)).

Building on Assumptions [T}j3] mentioned above, we can establish the convergence bound for dis-
tributed learning of score estimation with arbitrary pruning.

Theorem 1 Under Assumptions [I{[3] the following convergence result holds for distributed learn-
ing of score estimation with arbitrary pruning, provided that the step size n satisfies n <

min{ 2715L, — 116§2L2 -, 1} where I'* = min, \qu\ > 1, and pruning factor satisfies
B(8L257+ B2 '
w e [0, %2)
=
~ N B[ VF(@®,) |
Q q=0
6(F(6y) — F(0 54nS L3w* 18 L2w?* 9nLNo?
( 0) (Q))_~_( ] 2_"_ 2)E||90||2+77 21
nSQ Q(l—2w?) Q1 —2w?) (')
InSL 3
(T + 5)(“? +03)
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Theorem [T]describes the rate at which the average gradient norm converges over all training rounds,
which serves one of our main bounds. The term %_QHGQ)) reflects the impact of iterative
updates on the convergence behavior, while the remaining terms capture the combined effects of
pruning operations, randomness, and local errors.

Specially, by tuning the appropriate step size 1) in Theorem [T} we can directly derive the following
result:

Corollary 1 Under Assumptions if the step size n satisfies n = 1/5—*, and pruning factor

satisfies w € [0, %) and we can further set Q > max{729"*SL? T'*S,3I'*(8SL? + %)}
to further derive the convergence result of Theorem([I}

] @l

52 EIVF@,) |

Q q=0

6(F(0o) — F(6g)) 2L%w? 18L%w* 5,  9LNg? 5, 5
< i S
- r=sQ i (Q(l — 2w?) - Q1 — 211)2))E 1o | +F*\/F*SQ i 3(01 +02)

Corollary[T|suggests that with an appropriately chosen step size 1) and a sufficient number of training
rounds (), the convergence rate of distributed learning for score estimation with arbitrary pruning

can be effectively dominated by O(ﬁ) Increasing key hyperparameters—such as the number

of training rounds (), the number of local training steps .5, and the minimum occurrences I'* of any
dimension parameter in the local model—results in tighter bounds on the average gradient norm.
However, convergence can still be negatively affected by factors such as pruning-induced error, the
gradient variance introduced by randomness, and discrepancies between local and global gradients.

When exploring the discrepancy between the distribution of the generated data and the true dis-
tribution of the original data, the following assumption is required for traditional single-worker

architecture (Benton et al.,[2024):

K—-1
Z ’)/kE ” Sg(Yn,tk,T - tk) - Vlqu(Yn,tk) ||2§ 652<:ore
k=0

However, this assumption may not fully capture the requirements of distributed diffusion model
training, as it overlooks the complexity of training score estimation models in practice. By carefully
addressing this, we clarify the influence of distributed training dynamics on the generated error
bound, as detailed in Corollary 2]

Corollary 2 Suppose Assumptions[Ifd| hold, T > 1, and there exists a constant C' > 0, and some
k > 0 such that for each discretized time point k = 0,--- | K — 1 we have v, < kmin{1,T —
tit+1}. Then under the same settings of 1) and Q as in Corollary |l| for each worker-n, using the
collaboratively learned model 0 aforementioned, it yields the following result when approximating
the initial data distribution:

KL(Qn,6 H pn,tK)

VIFSQL>w* 3 /T*SQL*w* 3LNo? N 5yT*5Q
3Q(1 — 2w?) Q1 —2w?) 2T 18

+ || Fu(Bo) — F(8o) || +02 || g — 0o || +C(T — 8) + xdT + k*dK + de~?T)

—O(F(6o) + ( )E || 6o 1> + (0F +03)

In Corollary 2] the term || F,,(60) — F(6o) || +02 || 6 — 6o || captures the local-global error dis-
crepancy. The term C'(T — ¢) arises from using denoising score matching to address the discretized
form of Equation (@) while kdT + x%dK is due to time discretization approximations, and de 27
governs the convergence of the forward process. The remaining terms are interpreted as the global
loss associated with g which results from the distributed learning of score estimation with arbitrary
pruning. Corollary ] highlights how the training dynamics of the score estimation model affect the
final generation error. This further demonstrates that the ideal constant error assumption on score
approximation (Benton et al} [2024) is inadequate for practical distributed training scenarios.
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Remark 1 (Suitable choice of Q, T and K ).Consider the most extreme case when o7 = 03 = 0,
which means that the target loss fmenon of all workers is the same and the error caused by random
sampling is negligible. We introduce € to rewrite the KL error in C0rollaryE|as KL(qn.s || Prtyx) =

O(E + (YL | WISQLIW R || gy || 425N 1 O(T — 6) + wdT + w2dK +de™>). At
this point, for T > 1,6 < 1, K > log(1/6), and some k. = © (%(1/6)), if we set () = O(Fﬁf),

T = O(min{2 log(4£), %}) and K = G(M'H(L%W), we have KL(qp 5 || Pn.ic) = O(€2).

5 THEORETICAL GUARANTEE

In this section, we outline the proofs of the main theoretical results, with a focus on Theorem |I| and
Corollary 2]

5.1 PROOF SKETCH OF THEOREMIII

Utilizing the Lipschitzian gradient assumption, we start the proof by analyzing the change in the
loss function during one round as the model transitions from ¢, to 041:

L
E[F(qurl)] - E[F(eq)] < ]E<VF(9q)79q+1 - 9q> + EE H 0q+1 - aq ”2 (11)

B@ (@
1 B2q

The first challenge in the theoretical analysis is bounding the terms B;q) and Béq) . Based on the local
update (7) and the global model aggregation (8), the key to analyzing these terms lies in measuring

the inconsistency B:gQ) between the workers’ and the server’s gradients:
(@) _@ 2 4 (9)
Bl < /B VFO,) |+ B
3L

NL 2 2 L 2,.2

By < ? aizz"l + 2SR | E@,) |7+ B
D .

B =3 E| |N()| 3 ZVF“ gna—1) = VED (6)] ])°
i=1

neN® s=1

Since each worker trains on its own data, differences in local update direction naturally arise, and
multiple local steps further exacerbate these discrepancies. Moreover, the arbitrary pruning oper-
ations of local models introduce dimensional inconsistencies in the submodels trained by different
workers, necessitating a more refined analysis, which significantly increases the complexity.

Measuring Inconsistency Between the Local and Global Gradients Utilizing the Cauchy-

Schwarz inequality and the Lipschitzian gradient assumption, we aim to transform the gradient

deviation, represented by Béq), into a corresponding deviation in the model parameters:

S
B =3 | S S VED Opnsmr) = VED (0] 2

i=1 N()lneNéi)szl
D S772 S
— (4) _ () 2
<D 2 2 EIVE Oune) = VED0) |
1=1 | q | TLEN(Z) s=1
q
1 S
2 2 9
S’ﬂ SL™- N(i) Z ZE H v‘gq,n,s—l - Veq H (12)

| q | nGNéi) s=1
Note that the term EE || 6., s—1 — 0, ||* above satisfies the following inequality:

E || 9q7n78—1 - aq ||2:]E || 9q,n,s—1 - eq,n,O + oq,mO - 9q ||2
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<2E H 9%%8*1 - 9q,n,0 ”2 +2E || 911 O Mp,q — eq ||2 (13)

Biq) Béq)

The Biq) term reflects the model evolution caused by local multistep iterative training, while the

Bé‘” term represents the error resulting from local arbitrary pruning. Collectively, these two terms
lead to the difference between the local model 6, ., 1 at any step s — 1 (s = 1,---,5) and the
global model 6, at the beginning of the current round g.

Exploring the Cumulative Entanglement of Arbitrary Pruning Operations and Local Multi-
step Training Local multistep training causes the gradient to cumulatively affect the model update
trajectory. Although the common bounded gradient assumption simplifies the analysis, it overlooks
the cumulative impact of factors like random sampling noise. Relying solely on Assumption 2]
to describe the pruning error neglects the model evolution dynamics, introducing additional non-
deterministic dependencies in the final convergence result and making it less intuitive (Zhou et al.,

2024). Based on the above considerations, we deal with Biq) and Béq) as follows:

s—2

Bé(lq) =2E || _Uzvfn(eq,mjvfn,j) ©mgn [
=0
s—1
S2772(3 -1) ZE | VfuOgni-1,8n5-1) = VE(Ogn,j-1) + VE(Ogn,5-1) = VEFa(0q)
j=1

+ VE,(0g) — VF(6,) + VF(0,) ||

s—1
<8 (s —1)*(07 + 03) + 81" L7 (s = 1) Y E (| 6gnj—1 — 04 | +80°(s = 1)’E | VF(8,) ||*
j=1
B{Y <20’E || 0, ||2
=2w > Ogeims |I?
NS,
211}2 S—1
ST Z E| Og—1,n,0 =1 Z vfn(eq—l,n,jvgn,j) ©mg—1,n ||2
‘Nq_1| neN®, =0
9 2772 S—1
2 2 2
<y 3 Bl ©marn I 4 3 E I Y Vil ) )
| qfl‘ neN®, | q71| neN®, =0

When bounding the term Bflq), we avoid the bounded gradient assumption used by Zhou et al.[(2024)
due to the complexity of the model evolution trajectory in practice. Instead, we utilize the existing
Lipschitzian gradient and bounded variance assumptions, also proposed in their work, to derive the

bound. Additionally, we have made a more refined treatment of the bound of Béq), relaxing it to the

scaled sum of the accumulation of Bé(n over rounds and the norm of the initial model. This treatment
makes the final result independent of the average model norm throughout training, improving upon
the work of|Zhou et al.| (2024). This improvement played a key role in the subsequent revelation of
the impact of complex factors on the local score estimation error.

Next, we further bound Zqu_Ol Béq) as follows:

Q-1 Q-1
> B <ntSL? -y (z) > ZEH Vbyn.s—1 =V, |
q=0 q= O| | EN(gZ)S 1
202 20272, 4 252 &
n°5°Q 61°S* L w S
= (0F +03) + 1—721[121}3 160 11> + Z E || VF(6,) |? (14)
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By summing B\? and B’ from q = 0 to Q — 1, and substituting B{? into both terms, we can then
select an appropriate step size 7 to obtain the final convergence result.

5.2 PROOF SKETCH OF COROLLARY[2]

According to Corollary [T} we can obtain the following result:

F(be)
T"SQL%w'  3yT78Q L2 4 » 3LNo? | 5T°5Q
15)
where F(0g) = Z Z YE || oo (Ynt, T — ti) — V1ogq(Yn ¢, | Xno0) ||* represents the

n=1 k=0
global loss on the trained score estimation model 6.

Therefore to relax the constant assumption on the local score estimation error (Benton et al., 2024)),
which is Z VRE || 896 Yo,tes T—tr) =V 10g q(Yn 1) [|°< €2ore» we must additionally account for

two types of errors: the loss error introduced by denoising score matching, and the discrepancy
between the global loss F'(6g) and the local loss F, (6¢).

The former is discussed in detail in Appendix[B] and we only list the result, which is

K-1
Z ’YkE || SQQ( n tk7T_tk) VIqu( n, tk) ||2

k=0
K-—1 K-—1

WE || 0o (Yot T — t) = V1og q(Yn 1, | Xn0) 2 + Y C = Fu(0g) + C(T - )
k=0 k=0

where C'is a constant. As for the latter, through the constructor h(t) = 6y +t(8¢g — o), it holds that
F(0g) — F(6) = / VER)T (0 — bo)dt (16)

Fu(60) — Fo(6o) / VE,(h(t)T (0o — bo)dt (17)

By subtracting the two equations, applying the norm and the bounded variance assumption, we
obtain

| Fn(0q) = F(0e) <] Fn(fo) = F(6o) || +o2 || 0o — bo || (18)

By utilizing the aforementioned inequalities, we derive Corollary [2| which extends the theoreti-
cal results of Benton et al.|(2024) on diffusion models in the single-worker paradigm to resource-
constrained distributed scenarios.

6 CONCLUSION

In this paper, we provide the first generation error bound for distributed diffusion models, without
assuming perfect score approximation. This theoretical bound is linear in the data dimension d,
aligning with state-of-the-art results from the single-worker paradigm. Furthermore, it theoretically
demonstrates how distributed training dynamics affect generation performance.

Our work enhances theoretical understanding of distributed diffusion models, it also reveals some
mterestlng phenomena. For example, as discussed in Remark [T} suitable () helps tighten the bound
on O(e?). This depends on the specific scenario, i.e., the target loss function of all workers is the
same and the error caused by random sampling is negligible. This also shows that the diffusion
model training has low tolerance for errors.
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A NOTATION TABLE

In Table[T] we summarize the main notations in this paper.

Table 1: Notations and Descriptions

Notations Descriptions

T The total time of noise scheduling

t The current time of noise scheduling

K The total number of discretized time interval of noise scheduling

tr The k-th discretized time point of noise scheduling, and it holds 0 = £y < t1 < 5
< <tg <T

Xt The data of worker-n at time ¢ of noise scheduling, such as image data

Yo The data of worker-n, which satisfies Y,, ; = X, 7,

qi,t €10,T] The marginals of the forward process

d The dimension of data

(Bt)telo,m The standard Brownian motion on R¢

(Bt)telo,m The standard Brownian motion on R¢

(B;s)Le[O,T] The standard Brownian motion on R¢

sg( Xy, t) The score approximation which can be parameterized by a neural network with
a parameter vector § € R

D The dimension of model parameter 6, § € R”

Q The total communication round for training the score approximation sg

q The current communication round for training the score approximation sy

S The number of local steps during two communication rounds

N The total number of workers

Nél) The set of workers for which the value of coordinate-: in the mask is non-zero,
and Nél) ={n: m;n =1}

I The minimum occurrences of any dimension parameter in the local model,

fn(eq,n,sa gn,s)

and I = ming ; [NJ”| > 1
The loss of worker-n on data sample &,  in the step s of round ¢

F,(0) The loss function of worker-n, and F,,(0) = E¢, wp, [fn(0,&n)]
My.n The local mask of worker-n generated by mask policy, and m,, ,, € {0, 1}P
n The step size for training the score approximation sg

B EQUIVALENT OBJECTIVE WITH DENOISING SCORE MATCHING

First, we considered the following loss function:

N K-1

1
w2
n=1k

where Zf:_ol YE || 86V, T —tr) —V1og q(Yn 1, ) ||? can be considered as the time-discretized
version of the loss function (). Since the score function V log ¢, +(-), we alternatively consider a
denoising score matching objective, which is derived following:

’YkE ” Se(Yn,th - tk) - VIOgQ(Yn,tk> ||2 (19)
=0

E || s6(Xn.i,t) — Viogq(Xne) ||*
=E || (X, 1) [|* +E || Viog q(Xne) | —2E{s0(Xp, 1), Viog g(Xn.e))

)

:E || se(Xn,tvt) ||2 +]E || VIOg q(X’ﬂ t) ||2 _2]E EQn,t\0<89(Xn,tvt)3V]~Og qn,t|0(Xn,t|Xn,0)>

3 dn,0
X, —etX
=E || 56(Xn1,t) > +E || Viog q(Xn1) [|* +2Eq, oEq, .0 (50(Xnt, 1), n’iT,ztn,O>
Xn,t - 67tXn,0 d
=E || so(Xn,t:t) + e 12 +E || Vlog ¢(Xn.e) |12 S

12
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Xn,t - e_t)(n,O
PG

:E || se(Xn,tvt) - VIOg qn,t|0(Xn,t|Xn,()) ||2 +Ct (20)

where C} is a constant independent of 6. Let C' = mtax C}, then it holds that

=E [ s6(Xnt,t) +

| MoKl
NZ YE || 89(Yntes T — t) — Viog q(Yos,) |I?
n=1 k=0
| N K- | K-
SNZ YE || s6(Yntys T — tr) — Viog ¢(Yn 1, | Xno) |I> + NZ e
n=1 k=0 n=1 k=0
L&
=5 2 (Fa(®) +C(T —4)) an

Il
_

n

Therefore, as measures of learning loss, Equations (9) and (I9) are equivalent because the only
difference between them is a constant.

C SOLUTION TO EQUATION (10)

Consider the Equation (T0):
AV, = (Yot + 2500 (Yo, T — i) }dt + v2dB,, ,
And we multiply both sides of the Equation by e~ to get

d(e Vo s) = 2500 (Yos, T — 1) }d(e ™) + V26 B, ; (22)

For each time interval [y, tx11], we perform an integration operation to derive the following result:
tkt1

e Y = e Y+ 2800 (Vg T — ti) Je ™t — e7t1) 4 V/2 e *dB,, (23)
tk

And then the following Equation (24) can be derived by multiplying both sides of the Equation (23)
by efr+1:

Yotrir = €Yt 4+ 207 — 1)sgq (Yo, T — 1) + Ve — Ly, 24)
where v, = tp41 —tp and €, 1 ~ N(0,1,). And Equation is exactly the solution to Equation

D PROOF OF THEOREM [I]

Building on Assumption we can straightforwardly deduce that the function F'(-) is also L-smooth,
satisfying the following inequality:

L
E[F(eq-&-l)] - E[F(eq)] < ]E<VF(9q)v9q+1 - 9q> + EE H 9q+1 - 9q ”2 (25)

(a)
qu ng)

Now, we consider the situation where I'* > 1, and we first discuss the bound of BYI):

F(04), 0041 = 0q)

(v
. (i) ;
Z E(VF(0,),0, —6%)

q

B(Q) —

13
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:ZE<VF(Z) a (Z) Z ZU fn qn,s—17§n,s—1)>
=1 ‘ eN(z)s 1
D . 1 ‘
=D E(VFO0),~—5 D ZWFS)(%,n,H»
i=1 |Ng”| nen( s=1
D .
=- Y E(VFY (o, Z Zn [VED By ns-1) — VED (0,)])
i=1 | q neN“S 1
D
+) E(V ,—nSVF®(0,))
=1
D
77 7 7
o5 LBl 2 SOTED Byr) — TED ()] I
=1 q N().s 1
D
— SnE || VF(6,) | + Z | VED(@0,) |
~ g vEE P+ R S SUVED Byms) — VEOG)] P
q 26 < |N l)| q, n q
=1 eN(l)s 1
577 2 (9)
—E | VFE®,) | +ﬁB (26)
where
B =Y E| |Nl)| > ZVF“ wms—1) = VED (0,)] |

=1 €N(z) s=1

And we next consider how to bound Béq):

L& ,
By =3 ZE 1032, — 05 117

9 Z z)| Z 9§fl,s - 95;” ||2

q nGN(g”
D
L 1 4 i i i
=52 El N S (080 5o =0V Ogins—1.En5-1) - mf)) — 6 |2
i=1 | q | ent®
L 1 (1) (i) 112
:E (z) Z vafn q, 7L,S—17£TL,S—1) + (i) Z oq,n,O - 9q H
| nen( s=1 | Vg ‘nEN.gi)

g Z va,f qn,s—hfn,s—l) H2

| nEN()s 1

L

= Z Z Vf q,n,sfh é-n}sfl) - VFr(f) (eq,n,sfl) + VFél) (aq,n,sfl)

q nEN()S 1
_vae) VF@( 2 I?

3Ln? &
< E E |
-2 I |

2

D
=1

D
=1

D
i=1

> Z D(Ogms—1:€n5-1) = VED Oy me-1)] |1

N( N()sl

14
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D
3L i i
) oD S (VED (s 1) - VED@) IP
=1 N ‘ eN(t)s 1
3L &
PRl 3 ZWF” ) I
i=1 |Ng”| neN(® s=1
3NLSn*0? 3L52772 s 3L L@

Therefore, discussing the bound of BS? will help us explore B’ and B{:

B?Eq)—z TSl Z ZVF“ gn.s—1) = VED (0)] |1

q €N()sl

D
Z Z ZEII VED (Ggn5-1) — VED (6,) |2
= neny’

(
q ) s=1

S
1
SrSL 1IN Z ZE I V6qn,5-1 = V04 |I” (28)

nGN,g” s=1

And it holds that
E| Oq,n,s—1 — 04 H2§2E [ Og.n,s—1 = Ogn,0 H2 +2E || 0q.n,0 = 04 H2
=2E || 6¢,n,5—1 — bq,n,0 H2 +2E || 6 © Mg — 04 ||2
=2E || Og,n,s-1 — Og,n,0 ||2 +2w’E Il 64 ”2

Biq) Béq)
We bound B flq) and Béq) separately:
s—2
Bz(lq) =2E || _nzvfn(eq,nmfn,j) ©Mmgn H2
§=0
s—1
<2%(s = 1) D E || VulOgn—1:€ng-1) = VEu(Ogni-1) + VEu(Ogn,i-1) = VEn(0y)
j=1
+VE,(0,) —VF(0,)+VF(,) |
s—1
<8n*(s —1)*(0f +03) + 80 L7 (s = 1) D _E || 04 -1 — b 1> +80°(s — 1)°E | VF(6,) ||*
j=1
E 1 6, H2
Z 9(1 1,n,S H
‘ q— l‘ neN(jl
1 S—1
SW Z E H 9(1—1,”,0 -1 Z vfn,(eq—l,n,jy E'n,,j) © Mg—1,n ||2
q-1 77'€N(5Q1 J=0
2 21> i
o 2 Elbomenn PG D B Viala-rng€us) I
| q71| neN® ‘ qf'l| neN® 7=0
g q—1 g g—1
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2128 —
<20E | I 470 N > DBl VialBamtmg i) I

neN®, J=0

218
§2w2E [ qul ||2 N(i Z Z]E | Vfn(0 g1, &n, ]) (aqfl-,nyj)*‘

| q—1‘7,€N<2 j=0

VEn(Og-1m) — VEn(0y_1) + VE, (0, )—VF(e D)+ VE@B, 1) |2

8 SL
<2u?E || 041 |2 +80°52(0% + 03) + " M ZEH Og-1m5 — g1 |
q—l nGN() 7=0

+872S°E || VF(6,-1) |

Summing from ¢ = 1 to @ for E || 6, ||* yields

Q
D El6°
q=1

Q Q
2 2 202 2 2 87725L2 2
<2w? Y R || 01 | +87°5% D (0F +03) + > E EH Og—1.n.5 = Og1 |

a=1 g=1 a=1 N q 1\ neN®, J=0

Q
+87°S*> B || VF(0,1) |?

q=1

Therefore, we have

Q
(1-20%) ) E| 6, |
q=1

87]25L2 —
<20°E | 6 | +8n2522 ol +03) + Z D D Ellbyn; =6

NG| v =
Q-1
+8n°5% Y "E | VF(0,) |? (29)
q=0
Summing from s = 1 to S for Eq. Z9) yields
(1 —2w?) ZZE | 6, |I?
g=1s=1
2 2 2¢3 2 877252[/2 < 2
<2w’SE | 6o || +8n°S Y (0% +Z T ST E| g — 0 |
g=1 q=0 | | EN(gi) s=0
Q-1
+87°S* Y "E | VF(0,) |I? (30)
q=0

Next summing from s = 1to Sand g = 1to Q for E || 0,,,.s—1 — 6, ||?, then substituting Eq.
into it yields

S

Q
ZZE l Og.n.s—1— 04 ||2

g=1s=1

16
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<2E H eq,n’sfl - aq,n»O ”2 +2E || eq’n,o - 9q ||2
Q S Q S
SRS
qg=1s=1 qg=1 s=1
Q S
B )N (RS 3 S TN
q=1 s=1 q=1s=1
Q Q S Q
<8725 (0% +03) + 82 L2S2 Y D E || Ognsm1 — Oy |2 480252 Y E || VF(8,) |2
qg=1 g=1 s=1 q=1
20?2 < L g2s2L?
+ W(QWQS]E I 6o 7 Jr8772532:(01 +03) + Z ETOIE Z Z]E 1 64,5 — 04 |17
q=1 q=0 |Nq | ENé i) s=0
Q-1
+8°5% Y "E || VF(6,) [1%) GD
q=0

Summing all n € Néi) for Eq. yields

Q S
Z Z Z]E H 04%8—1 - ‘9q ||2

q=1 neN“) s=1

Q S
<877253le (o +03) +80°L>S* Y% " > Ell by — 0, |° +80°S° Y INPIE || VF(,) |I°
g=1

q=1 s= 1n€N(i)

q=1
'S 16725%w> Y9 N |02 +03) 16 2
]V(” E 2 1 ]V(z)ﬂi F 2
T g N E N0 [”+ o WW%IIW(M
16 252L2 2 ¢
T Z > ZEH Ogon,s—1 — O |I? (32)
= TLEN(Z)S 1

2@27r2,..2
Let Hy =1 — 8p2L2%S? — %, then Eq. || can be rewritten as

Q S
0 S S B Gpeer — 6, |2

q=1 nEN(gi) s=1
Q
16n253w? . 4wt S .
B0 ) S IND (03 + 03) + 1o INIE || b |

<(81?S3 + o2

q=1

Q-1
1612 S3w? i
+ (87°S° + W) Z |Nq( B || VF(6,) |
q=0

2 < 3(8L2S2+11632L2w2 > then it holds
1—2w?2
1 3
<2
Hy =2
16252020 1
27202
L Lo7o w1
Bl + 5 =3

2g272, 2
Let Hy = 1 — 8 [?§2 — W00 S Lw > 2

Then we can further derive

Q S
ST S TE O — g |

q=1 nGN;i) s=1
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Q-1
INDIE || VE@6,) 17 (33)
q=0

Q
S i 2 2 6w 7 2
Sopp 2 INPliet + o) + > INOIE] 6o I +52

According to Eq. (28)

Q-1 Q-1
S <ppsrr Yy —— > ZEH VOyms1— Vb, |
q=0 q=0 | | N()s 1

Substitute Eq. (33) into the above inequality, and we have

Q-1 Q-1
> B <ifSL? Y (z > Z]EH VOans-1 = Voq |
q=0 q=0 |N EN()s 1
2 g2 2¢272, 4 2 2 Q
n°S°Q , o 9 61n°S° L w 2, S 9
S5 (‘H"’%)‘*‘WE | 60 [I° + Z]EH VE(0,) | (34)

Then it holds that for Eq.

L=
9 ZE H 9q+1 - eq H2

q=0
Q-1
_ Z Béq)
q=0

2 L N2 2 2L L

q=0
3n°SLQNo? 37]252L 9 37]25 LQ, , 9 9252 L3w* 9
=T o2 Z E [ VE(0,) | f(% +03) + WE [ 6o |l

22
¢ 5L ZEHVF 6) I

25 LONg2 2927, 282134 2S2L
3n2SLQNao?  3n°S Q(U%Jr 2)4_97757“’1@”90“2 977S ZEIIVF ) 117

=T a(r) 1 72T T o
(35)
And it holds for Eq. (26)
Q-1
E(VF(04),0q+1 — 04)
q=0
Q-1
— B](-q)
q=0
Sn = —
<=5 D E|VE@) I+ Z
q=0 =0
Q-1 2 Q 1
nS nSQ 3nSL2w*
<- > E | VF(0,) |I” +T(U§ +03) + WE | 6o |12 +* Z E || VF(6,) |I”
q=0 q=0
(36)
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Then summing from ¢ = 0 to @ — 1 for Eq. (25) and substituting Eq. (33)-(36) yields
F(0q) — F(6o)

Q-1 <!
< ]E<VF(9q)a0q+1 - 9q> + 9 E || 9q+1 - aq ||2
q=0 q=0
(_nS 977252 Z E | VE@,) |? + 3*SLQNo} (SWQSQLQ N nSQ)( 2 4 o2)
=\ 2(T*)2 4 g T
977252L3 4 3773[;2 4 9
E | 6
Let H; = —% + @ < —% <= n < ﬁ and multiply both sides of the inequality sign in

the above inequality by SLQ and rearrange the terms around to get

ZE I VE@®,) |I”

< 6(F (90)— F(0q)) +(54775'L3w4 N 18L2w* E || 6o |2 + 9nLNU%+
S 0sQ QU—2uw?) " QU1 —2uw?) " 10T T ()2
ISL 3
(—5— + )0t +03)
where w € [0,*%2) and n < min{gL7, \/3(8L252+11552L2 mept ,1}. This completes the proof of
1—2w2

Theorem[I}

E PROOF OF COROLLARY [I]
Ifn =,/ SQ, it must satisfy the following inequalities:

F*
Il G
SQ = 27SL

16SL2w?
* 2
ke V ST e 02 S+ )

And if we further make Q > I'*S, we have vVI'*S < /Q.

= Q > 729" SL?

54nSL3u;4 548 L3w? 1 2Lt d InSL _ 9SL  _ 1 _ 1 we

Using the relationship 5ri=5,2y = 51=3.2) * 3757 = o(i—se?) aMd —5 2 27SL — 6

have

1
0 > E| VF(@,) |
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where Nio) dominates the convergence rate.

F PROOF OF COROLLARY [2]

According to Corollary |1} we can obtain the following result:
F(6q)
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*SQL*w*  3yT*SQL?*w* 3LN 5¢/T*5Q
—O(F(0) + (e e+ 2SO g gy + 2N SIS 0 )

(37

Now we need to bound the discrepancy between local and global errors || F(0g) — F,(0g) |-
Consider function h(t) = 6y + t(6g — 6o), then it holds that

F6o) — F(60) = / VE(h(t)T (0 — Bo)dt (38)

Fo(0g) — Fu(60) = / VE, (h(t)) (0g — o) dt (39)

Subtract the two equations and take the norm to get

| Fn(0q) = F(0e) <] Fn(fo) — F(60) || +o2 || 0 — bo || (40)

Then based on 1)), (37) and (@0), we can describe the score estimation error as

Z%EHSOQ Yot T — i) — Viog q(Yns,) |2

_ K—
< Z Y E H S04 (Yn7tk’T - tk) — Vlog q(Ymtk'XmO) ||2 + Z 7C

( Q)+ C(T —9)

<F(0Q)+ || Fu(fq) — F(0q) | +C(T" = 6)

B T°SQL2w*  3yT"8QL%w* 3LNo? 5JT°5Q, ,

=O(F(B) + 30(1—20%) Q1 —2u?) o= T 1 iter)
+ || Fu(00) = F(60) || +02 || 6 — b0 || +C(T = 6)) 41)

And according to the Theorem 1 in the work Benton et al| (2024), the Corollary 2] holds.

)E || 6o I* +

G EXPERIMENTS

G.1 EXPERIMENTAL SETUP

We conduct experiments using the Cifar-10 (Krizhevsky et al] [2009) SVHN (Netzer et all [20TT),
and Fashion-MNIST (Xiao et al| [2017) datasets. To simulate a distributed learning scenario, we

partition the training data among 10 workers. As described in Section 3.]] DDPM

can be viewed as a special case of our work, so we consider its distributed version (known as
FedDM [2024)) under resource-constrained conditions. In the experiments, we mainly
consider two pruning techniques: Random Pruning (R) and Top-k Pruning (T) based on model
weight. In particular, in order to explore the heterogeneity of pruning policy caused by resource dif-
ferences among workers, we set for different pruning levels named F (Full), L (Large), M (Medium)
and S (Small):

e F: All workers with full model;
 L: 80% workers with full model, and 20% workers with 75% model parameters;

e M: 60% workers with full model, 20% workers with 80% model parameters, and 20%
workers with 75% model parameters;

S: 60% workers with full model, and 40% workers with 75% model parameters.

We utilize multiple metrics to evaluate the performance of distributed training diffusion models with
different pruning levels: Training loss is used to assess the convergence for distributed learning of
score estimation. Additionally, the Inception Score (IS) and Fréchet Inception Distance (FID) are
employed to evaluate the quality of data generation.
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Figure 1: Training loss of FedDM under the random pruning with different pruning levels
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Figure 2: Training loss of FedDM under the Top-k pruning with different pruning levels

In the training stage of obtaining a score estimation, we use the U-Net backbone containing residual
blocks [2023). And we use the following settings unless otherwise stated: The number
of communication rounds () is set as 300, the local training steps S are configured as 5 epochs for
Cifar-10 and 2 epochs for both SVHN and Fashion-MNIST, and the step size 7 is 0.0001.

All the experiments s are implemented in PyTorch 2.5.1, Python 3.12, Cuda 12.1. And we run them
on a Cloud Server with Intel(R) Xeon(R) Platinum 8358P CPU and total 10 RTX 3090 GPUs in
Ubuntu 22.04.

G.2 MODEL CONVERGENCE FOR DISTRIBUTED LEARNING OF SCORE ESTIMATION

We assess the convergence for distributed learning of score estimation on the above three datasets,
using Random (R) and Top-k (T) pruning techniques. Specifically, we establish four pruning lev-
els (F, L, M, and S) to observe the effects on convergence behavior. This series of experiments
is designed to systematically evaluate how various levels of model sparsity influence the training
dynamics.

Figures|[I]and 2]illustrate the impact of different pruning strategies and pruning levels on the conver-
gence rate of the distributed training diffusion model across three datasets. Overall, the training loss
in all settings is effectively reduced as the number of communication rounds increases, verifying
the effectiveness of the coordinate-wise aggregation method. Under both pruning strategies, as the
degree of pruning increases (denoted by F, L, M, S), the training loss requires more communication
rounds to decrease effectively, and the total reduction diminishes. This is because the reduced model
introduces additional errors, which slows the convergence rate to a certain extent.

G.3 DATA GENERATION QUALITY

We assess the performance of distributed training DDPM (known as FedDM) with different pruning
levels on the above three datasets. Specifically, we establish four pruning levels (F, L, M, and S) and
utilize two indicators, IS and FID, to observe and compare the average data generation quality.

As shown in Table[Z] the experimental results demonstrate that pruning significantly impacts the per-
formance of diffusion models in distributed learning, with the effects closely related to the pruning
strategy, dataset complexity, and model heterogeneity. On complex datasets such as CIFAR-10 and
SVHN, the full model (FedDM-F) achieves the best performance, while increased pruning levels
lead to a substantial decline in the quality of random pruning (R-FedDM)), as indicated by decreased
IS scores and increased FID values, particularly at high pruning levels (e.g., S). In contrast, Top-k
pruning (T-FedDM) better preserves model performance by retaining critical parameters, resulting
in smaller increases in FID and performance closer to the full model, especially at moderate prun-
ing levels (e.g., M). For simpler datasets like Fashion-MNIST, where the data distribution is less
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Table 2: IS and FID comparison of FedDM with different pruning levels.

Cifar-10 SVHN Fashion-MNIST

IS (1) FID (1) IS (1) FID (1) IS (1) FID (1)
FedDM-F | 459£0.13 7373 | 279+£0.04 16336 | 3.58+008  87.59
" RFedDM-L | 3954012 10359 | 276£0.04 9378 | 347+£0.04 5370
RFedDM-M | 4.014008 10453 | 2604004 12747 | 3324008 5231
R-FedDM-S | 3.60£0.07 11121 | 2534005 12057 | 3464007  49.94
| TFedDM-L | 4394008 8375 | 2724004 15719 | 3.59+£0.07 8785
TFedDM-M | 4544£0.10 8042 | 255+0.05 14627 | 3.5440.06  100.69

T-FedDM-S | 4.31£0.13 84.98 2.51+£0.06 193.84 | 3.63+£0.07 109.83

complex, pruning has a relatively smaller impact, and the performance difference between random
pruning and Top-k pruning is minimal. Additionally, on Fashion-MNIST, higher pruning levels
unexpectedly improve FID values. This phenomenon can be attributed to the lower capacity re-
quirements of simple data distributions, where high pruning reduces redundant parameters, acting
as a regularization effect to prevent overfitting, thus smoothing the generated distribution and mak-
ing it closer to the real distribution. Model heterogeneity introduced by pruning is another critical
factor affecting global performance, with random pruning more likely to cause aggregation errors,
while Top-k pruning alleviates this issue to some extent. Overall, Top-k pruning proves more advan-
tageous for complex datasets, while random pruning is better suited for resource-constrained scenar-
ios involving simpler tasks. Future work can focus on optimizing pruning strategies and aggregation
algorithms to further balance model efficiency and performance across various data distributions and
task requirements.

H SOME ADDITIONAL DISCUSSION

Relaxed Assumptions and Improved Convergence Result: In deriving the convergence rate for
training the score estimation model in a distributed manner, our proof builds on the work of Zhou
et al., with the following key differences: 1) We eliminate their reliance on the bounded gradient
assumption by modeling the iteration relationship. 2) By carefully handling the pruning error, we
achieve the ultimate goal of gradient descent-based methods, allowing the final average gradient
norm to converge to a little constant. Compared to their result, which converges only to a scaled

version of é Zqul E || 6, ||, our approach transforms the uncertain dependency in the conver-
gence result into a deterministic one. 3) We achieve a convergence rate of O(ﬁ) by adjusting

parameters such as the step size 7, improving upon their result of O(%)

Error Bound Refinement and Controllable Convergence: Directly using our analytical frame-
work to integrate the theoretical results of [Zhou et al.| (2024) (Theorem 1 in their paper) with the
single-worker diffusion model generation error bound, we obtain the following error bound:

S3LN(0? +02) L2NG 3L NVQ 1 &
( 1 : 2)_|_ + - 7ZE”0(1 H2+
25(T) MV/Q T Q=

| Fn(60) — F(6o) || +o2 || 0g — 0o || +C(T — 6) + kdT + *dK + de™*")

KL(QH,(S H pn,tK) :O(F(eo) —+

The above error bound includes an uncertainty term é ZqQ:1 E || 6, ||*, which prevents the bound
from being tightened by adjusting (). This limitation restricts their ability to improve the error
bound in collaborative training. In contrast, our approach eliminates this uncertainty by leveraging
the model iteration relationship, transforming it into a deterministic dependency. We also show that
the error bound can be effectively tightened by adjusting @, as discussed in our Remark [} This
offers a clear advantage over their results.
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Unified Analytical Framework to Bridge Diffusion Models and Distributed Learning: We pro-
pose a novel framework that bridges these two areas of diffusion models and distributed learning,
providing the first unified approach to connect their theoretical foundations. Specifically, we pro-
pose a simple yet effective analytical approach based on function construction (Lines 460-465) to
bridge the theoretical error bounds between distributed diffusion model training and single-worker
diffusion model training. Notably, this analytical approach is applicable to any generation error
bound obtained under the assumption on perfect score approximation in a single-worker paradigm.
We chose to integrate with the work of [Benton et al.| (2024) as their results represent the current
state-of-the-art results in a single-worker paradigm. In fact, as long as the theoretical generation er-
ror bound in the single-worker mode based on the perfect score assumption is developed into a better
result, our analytical framework allows for an immediate extension to the corresponding distributed
training error bound.

Limitations and Future Work: There are still some limitations in our work, which inspire some
future research directions. As discussed in Remark smaller w? helps tighten the bound on O(e?),
which limits the level of pruning. Therefore, in practice, how to directly strike a balance between
resource consumption and error tolerance is still worth exploring. Therefore, it is necessary to
design a suitable pruning strategy according to the specific task to balance model performance and
resource consumption. Additionally, resource constraints are only considered when training the
score estimation model during the reverse process. However, noise schedule during the forward
process may still encounter similar constraints, which we will leave for the future.
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