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Abstract

For a few years, some of the most important
conferences have started using checklists as a
support for author submissions. The utility of
these checklists is twofold. First, it can be used
as a self-assessment tool for authors, providing
them references on how to improve the qual-
ity of their submissions. In addition, reviewers
can also use checklists to assist them during
the review task. Although useful, filling out
the checklist is usually a time-consuming task,
as it is done manually. LLMs can be a power-
ful tool for providing assistance for this task
due to their capacity to emulate human-like rea-
soning. This paper presents a study of three
different LLMs for the author checklist comple-
tion task: GPT-3.5-turbo, DeepSeek-R1, and
Llama-3. The results show that, while for some
checklist points LLMs can accurately respond
and simulate human responses, there is still a
significant gap in the responses provided by the
authors and LLMs. Moreover, the experimen-
tation shows discrepancies between the results
provided by the different models, which are
especially noticeable in smaller LLMs.

1 Introduction

Peer review is one of the pillars of scientific publi-
cation. By subjecting research outputs to indepen-
dent expert evaluation, peer review not only acts
as a quality control mechanism but also promotes
the refinement of manuscripts through constructive
feedback (Kelly et al., 2014). This collaborative
process improves methodological rigor, supports
the identification of potential biases, and facilitates
dissemination. Although essential, peer review
can be very time-consuming, as it is performed
manually by experts and requires time and dedica-
tion. Moreover, since it is a voluntary task, several
researchers decline to participate in this process
(Kelly, 2023).

In order to assist reviewers with this tedious pro-
cess, some conferences have started providing re-

view checklists to authors for them to self-verify
the quality and reproducibility of their work. In the
context of Al research, some of the most relevant
conferences in the area, such as NeurIPS (NeurIPS,
2025) or AAAI (AAAI, 2024) have started provid-
ing authors with reproducibility checklists. The
utility of these checklists is twofold. First, they
can be helpful for reviewers since they provide
guidelines on aspects to assess during the review
process. Secondly, they can be useful to authors to
self-evaluate their work before making a submis-
sion, and subsequently correct and improve their
work.

Additionally, the surge of large language mod-
els (LLMs) has significantly impacted the research
landscape (Liao et al., 2024). Models such as
GPT-3.5 or GPT-4 (Radford et al., 2018) and, espe-
cially, their chat version, ChatGPT, have drastically
changed the way we work and research. In addi-
tion to ChatGPT, several LLM-powered research-
oriented tools have appeared to assist researchers
in tasks such as searching (Srinivas et al., 2022),
writing (Paperguide, 2024), and reviewing (Heckel
et al., 2023). This has led to the establishment of
guidelines on how these powerful tools should be
used in research such that they can help researchers
without replacing them. These guidelines vary be-
tween forums. For example, the well-known re-
search journal “Nature”, establishes in its publica-
tion policy that safe Al tools can be used to assist
reviewers in their process, but should not be used
to generate entire reviews since the researchers’
knowledge is invaluable and irreplaceable (Nature,
2024).

In this context, this paper presents a benchmark-
ing on the performance of different LLMs for the
completion of reviewing checklists. Section 2 pro-
vides an overview of the related works, and sets the
building foundation of our work. Section 3 presents
the methodology followed, describing the data and
the LLMs that were used, as well as the followed



procedure. The results of the study are presented
in Section 4, while conclusions and future lines of
research are described in Section 5.

2 Related Works

The PRISMA statement (Page et al., 2021), first
addressed in 2009, was one of the first attempts
to develop review checklists specifically designed
for research papers. The idea of using checklists
to ensure better quality research papers quickly
spread within the research community, leading top-
tier conferences such as Neur[PS(NeurIPS, 2025)
and AAAI (AAALI 2024) to design their own re-
view checklists. More recently, Dodge et al. (2019)
focused on the development of checklists specifi-
cally geared toward Al research and, more specifi-
cally, to the reproducibility of the work presented
in these papers. In 2020, Dodge and Smith (2020)
published the “NLP Reproducibility Checklist”,
focused on addressing reproducibility aspects of
machine learning and, more specifically, Natural
Language Processing (NLP) models. The impact
of this checklist was then evaluated in Magnusson
et al. (2023). According to the authors, the inclu-
sion of checklists not only improved the overall
quality of the submissions, but also encouraged
the authors to provide more details on their work.
In addition, it also encouraged other conference
committees to develop their own checklists.

More recently, LLMs have disrupted the research
scene, subsequently affecting the review process.
Evans et al. (2024) focused on comparing the use
of LLMs with respect to human performance to an-
alyze and summarize research articles. According
to the authors, the results show a poor correlation,
thus supporting the idea that expert knowledge is
indispensable and irreplaceable. Other works, such
as Liang et al. (2023) explore the use of LLMs to
automatically generate peer reviews. The authors
compare the overlap between human and LLM-
generated revisions, leading to the discovery of
significant biases in the reviews generated by the
LLM due to their issues regarding deeper under-
standing. However, the goal of this work is not to
replace the role of human reviewers but to provide
useful feedback to authors for further improvement.
Liu and Shah (2023) also focused on the applica-
tion of LLMs in the review process, conducting an
exploratory study on three different aspects: iden-
tifying errors, verifying checklists, and choosing
the “better” paper. Regarding checklist verification,

the authors conducted an evaluation using GPT-4
in 15 NeurIPS articles, achieving 86.6% precision.
More recently, Goldberg et al. (2024) aimed to re-
place the author’s role for checklist completion in
NeurIPS’24 submissions. Although the core ob-
jective of this work is similar to ours, they focus
on evaluating the user experience after receiving
feedback from the LLLM on the checklist points.
Subsequently, the authors do not compare the re-
sponses provided by the LLM (in this case, GPT-4)
with the actual responses of the authors. Moreover,
they rely exclusively on GPT-4, not considering
other free-to-use LLMs.

3 Benchmarking LLMs for Automatic
Checklist Completion

This work presents a benchmark on the perfor-
mance of different LLMs on completion of the
review checklist. The goal is to assess whether
LLM:s can accurately reflect the behavior of human
reviewers and whether they are capable of under-
standing the content of the papers and answering
questions that require a deeper level of compre-
hension (i.e., whether the authors explore the lim-
itations of the approach, or whether the abstract
clearly summarizes the content). Three different
LLMs were considered for benchmarking: GPT-
3.5-turbo, Llama-3 (Grattafiori et al., 2024), and
DeepSeek-R1 (DeepSeek-Al et al., 2025). These
three models present different sizes and features,
with GPT-3.5-turbo being the largest one (175B pa-
rameters) and DeepSeek-R1 having the least param-
eters (7B). This model selection serves twofold pur-
pose. First, it sets a basis to assess whether smaller
models can also be used for research-related tasks,
since GPT-4 is usually the preferred model as ev-
idenced in the literature. Secondly, it also opens
the opportunity for the development of free-to-use
research tools based on open-source LL.Ms.
Human-completed checklists are required to
compare whether the LLM achieves the same
conclusions on the aspects evaluated. Therefore,
NeurIPS’22 accepted papers are selected to con-
duct the experimentation, since they include, in
addition to the paper itself, the checklist filed by
the authors as an appendix. Therefore, the check-
list submitted by the author can be considered the
ground truth, and the responses provided by the
LLMs to the same questions are expected to be
as similar as possible. According to the confer-
ence guidelines, the authors must respond to each



For all authors...

(a) Do the main claims made in the
abstract and introduction
accurately reflect the paper's
contributions and scope?

(b) Did you describe the limitations
of your work?

(c) Did you discuss any potential
negative societal impacts of your
work ?

(d) Have you read the ethics review
guidelines and ensured that your
paper conforms to them?

Listing 1: Author checklist section.

If you are including theoretical
results ...

(a) Did you state the full set of
assumptions of all theoretical
results?

(b) Did you include complete proofs of
all theoretical results?

Listing 2: Theoretical results checklist section.

checklist point with “Yes”, “No” and “N/A”. Addi-
tionally, authors can provide evidence and indicate
where in the article a certain criterion is met or not.
The NeurIPS’22 review checklist contains several
questions, which are divided into five categories.
The first category presents a series of questions
aimed at the authors that are shown in Listing 1.
These first series of points address the content as-
pects of the paper, especially points (a) to (c). Re-
garding point (d), the answer to this question may
not be inferred from the actual content of the paper,
and therefore the LLM is expected to fail to answer
correctly to this point.

The second block refers to theoretical results, as
depicted in Listing 2. In this case, both questions
can be answered based on the content of the pa-
per. However, the answer to these questions may
not be trivial since it requires a deep level of un-
derstanding. First, it requires the LLM to discern
whether the paper reports theoretical results and
which are. Then, on the basis of the theoretical
results extracted, the LLMs must answer the pro-
posed questions. Subsequently, these questions
may be a good reference point to assess the reason-
ing capacity of the studied LLMs.

The third block of questions, described in List-
ing 3, addresses the information required for the
experimentation and evaluation process. Although
the previous section required a deeper level of un-
derstanding, the questions in this section are more

If you ran experiments...

(a) Did you include the code,
and instructions needed to
reproduce the main experimental
results?

(b) Did you specify all the
details?

(c) Did you report error bars?

(d) Did you include the total
of compute and the type of
resources used?

data ,

training

amount

Listing 3: Experiments checklist section.

If you are using existing assets, or
curating/releasing new assets ...
(a) If your work uses existing assets,

did you cite the creators?

(b) Did you mention the license of the
assets?

(c) Did you include any new assets
either in the supplemental material
or as a URL?

(d) Did you discuss whether and how
consent was obtained from people
whose data you're using/curating?

(e) Did you discuss whether the data
you are using/curating contains
personally identifiable information
or offensive content?

Listing 4: Assets checklist section.

concise and targeted, thus requiring a lower level of
understanding. Subsequently, LLMs are expected
to perform well in answering these points. The
fourth and final block of the checklist refers to the
work’s assets, which are outlined in Listing 4. Simi-
larly to the previous block, the answer to these ques-
tions should ideally be explicitly declared in the
paper and therefore should not require a high level
of understanding. It should be noted that the orig-
inal checklist comprises five blocks of questions,
the last relating to crowd-sourcing or research con-
ducted with human subjects. These questions all
address aspects external to the paper and therefore
it would be impossible to accurately answer them
just from the content itself. Therefore, they are not
considered in our work, since a human reviewer
would not be capable of answering them either.

3.1 Methodology

Figure 1 outlines the workflow of the procedure per-
formed. The research paper and the review check-
list act as input. The checklist is then filed by both
the author and the LLM, leading to two different
versions of the same checklist. In the case of the
author, this checklist is filed not only on the basis
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Figure 1: Overview of the conducted workflow.

of the content of the paper but also on personal
criteria and contextual knowledge, which the LLM
and the reviewer lack. In the case of the LLM, the
answers are purely based on the content of the pa-
per, similar to how an external reviewer would do
it.

According to the conference guidelines and as
previously stated, authors are required to respond
to each checklist point, but are not required to pro-
vide evidence supporting their response. In our ex-
periments, since we wanted to assess whether the
answers provided by the LLM are actually based on
the content of the paper and not a product of hallu-
cination, we explicitly ask in the prompt to indicate
the evidence in the content in which the answer
is based. Moreover, we introduce an additional
layer of granularity to the responses, distinguish-
ing between whether a point is “fully covered” or
“partially covered” in the paper. The response is re-
turned in JSON format for further processing. For
easier processing, each part of the checklist is asked
individually, leading to four different prompts: one
for the authors checklist, one for the theoretical
results, one for the experiments, and one for the
assets. Appendix A provides the detailed prompts
per checklist section and LLM.

Once the LLM checklist is clean and processed,
it can then be compared with the human-filed
checklist to assess whether the results provided
by the LLM are comparable and resemble human
criteria.

3.2 Data Processing

As stated at the beginning of this Section, the cor-
pus of accepted NeurIPS’22 papers is used as a
benchmark for the experimentation. The scraping
was first performed to retrieve both the metadata

of each paper, along with the file files of the article
in PDF format. A total of 2,671 papers were first
retrieved. The second step comprises the extraction
of the author checklist from the PDF file. First, us-
ing the PyPDF library, each PDF file is converted
to plain text for further processing. Then, using a
set of regular expressions, each checklist section
along with the authors’ response to each point is
stored.

Once the authors’ checklist (or base checklist)
is extracted, the LLM is queried to fill the check-
list based on the content of the paper. In order
to complete this task, each LLM is fed with its
corresponding prompt containing the checklist and
instructions on how to fill it, along with the content
of the paper. Since the paper contains the authors’
filled checklist, this content has to be truncated be-
fore querying the LLM. In preliminary trials, this
content was not truncated from the article, and the
results and the evidence provided directly pointed
to the results provided by the authors. Therefore,
the LLM was not responding to the checklist trying
to reason over the content of the article, but rather
by replicating the answers provided by the authors.

After collecting the LLM results, parsing and
post-processing steps are required to extract the
clean content from the LLM responses. Despite
being explicitly declared in the prompt, which is
the expected response format, GPT-3.5-turbo is
the only model that provides the response as a
JSON file with the specified fields. In the case
of DeepSeek-R1 and Llama-3, some of the speci-
fied fields suffered mutations in the response pro-
cess (for example, the field “point” was replaced
by “question”), and variations in the format of the
responses. For example, the responses for the au-
thors’ checklist are returned as a list of entries, but
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Figure 2: Comparison per LLM on the entire checklist per section w.r.t. to the base checklist.

for the assets checklist, the responses are provided
as a set of independent entries. In some cases, some
malformations were detected in the JSON files con-
tained in the responses. Therefore, extensive and
detailed post-processing was required to obtain the
clean results for further comparison. After post-
processing, of the 2,671 initial papers, only 575
papers could be fully processed by the three LLMs
without errors.

4 Evaluation

As stated in Section 3, three different LLMs are
considered for the benchmarking: GPT-3.5-turbo,
Llama-3, and DeepSeek-R1. For GPT-3.5-turbo,
the /Im' Python package was used to query and
retrieve responses. For Llama-3 and DeepSeek-R1,
Ollama was used. The complete code for scrapping
and preprocessing the data, together with the snip-
pets for the execution and post-processing steps for
each model, is available on GitHub 2.

After post-processing, an additional homoge-
nization step was required to allow a direct com-
parison between the baseline checklist (filled by
the authors) and the LLM-filled checklist. Since
the authors could reply with "N/A", but this an-
swer is unreachable by LLMs without external
context, "N/A" has been mapped to the "No" an-
swer. Additionally, the granular answers "partially"
and "fully" have been mapped to the "Yes" answer,
since the authors are not required to make this dis-
tinction.

"https://pypi.org/project/lim/

*https://github.com/eamadord/LLMReproducibilityChecklist

4.1 General comparison

Figure 2 provides the results per checklist section
for each LLM. The results show a disparity in the
behavior of each LLM with respect to the block in
question. As expected, the first block of questions,
targeted towards the authors, was the most difficult
to answer by the LLM, with only GPT-3.5-turbo
reaching over 50% of coincidence in the answers.
In the case of the second block (theoretical results)
and the third block (experiments), the coincidence
proportion by LLM is almost identical in both cases.
Regarding the questions related to theoretical re-
sults, which were expected to be a bit challenging
due to the level of comprehension they require, al-
most all LLMs behaved equally. This may also
be due to the fact that this is the smallest block
comprising only a couple of questions, opposite to
the five that comprise the third block. Moreover,
with regard to the third block, the results are fairly
similar in the three LLMs, with Llama-3 achiev-
ing the best results. Finally, with respect to the
fourth block (assets), there is a significant disparity
between the performance of the three LLMs. Al-
though DeepSeek-R1 achieved a coincidence value
of more than 70%, the coincidence achieved by
GPT-3.5-turbo is lower than 40%. Considering that
GPT-3.5-turbo is the biggest model and therefore
was expected to have the best performance of all
three, this is a very remarkable finding. Moreover,
the GPT-3.5-turbo did not show any remarkable
improvement in performance with respect to the
other two smaller models.

Figure 3 provides a closer look at the coinci-
dence achieved by LLM with respect to each of
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Figure 3: Comparison per LLM on the questions per section w.r.t to the base checklist. In blue, the results achieved
by DeepSeek-R1, in yellow the results achieved by GPT-3.5-turbo and, in green, the results achieved by llama-3.



the questions in each section. Regarding the first
block of questions, which addressed author-related
aspects, GPT-3.5-turbo performed significantly bet-
ter. This is especially noticeable in questions that
require a higher level of abstraction and understand-
ing. Although the coincidence with respect to the
baseline in questions such as Do the main claims
made in the abstract and introduction accurately
reflect the paper’s contribution and scope? or Did
you describe the limitations of your work? is close
to 80% for GPT-3.5-turbo, it barely exceeds 30%
for the other two. This behavior demonstrates that,
for more complex and human-like questions that
require a higher level of abstraction, small LLMs
may be insufficient. In the third question, all three
LLM:s achieved similar results, but this is directly
related to a bias in the data, since around 70% of
the responses in the baseline checklist for this ques-
tion are either "No" or "N/A", which both map to
"No". Therefore, both DeepSeek-R1 and Llama-3
systematically replied "No" to this question, which
directly relates to the coincidence in the results.

In the second block of questions, there is a
slightly higher homogeneity among the responses
provided by the LLMs. However, it should be noted
that the coincidence is close to 50% for all mod-
els. Although the answer to both questions can be
inferred from the content of the paper and is not
subject to contextual aspects, it is worth noting that
both questions require a high level of abstraction,
making them difficult to reply.

Regarding the experimental results block (Fig-
ure 3c), there is a notable disparity among the re-
sponses provided for the different questions. From
a general perspective, GPT-3.5-turbo has the high-
est coincidence with respect to the results provided
by the authors. This is especially noticeable in the
reproducibility question, in which the coincidence
achieved by GPT-3.5-turbo to the question Did you
include the code, data, and instructions needed to
reproduce the main experimental results? is around
80%, while for Llama-3 and DeepSeek-R1 does
not even reach the 40%. For the remaining ques-
tions, all coincidences are close to 50%. In the case
of the question Did you include error bars?, this
low value may be due to the negative responses
provided for all models to this question, since it re-
lates to the content of graphical elements within the
paper, which may not be properly rendered when
converted to plain text.

Finally, with respect to the asset-related block of
questions, there is a striking difference between the
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Figure 4: Proportion of “fully” vs “partially” answers
per LLM.

performance of the different models per question.
In the last two questions, regarding consent and the
removal of identifiable information, the high coin-
cidence in the responses provided by DeepSeek-R1
is actually the result of a bias in the data, since
more than 90% of the samples received a negative
response (either “No” or “N/A”) from the authors,
while DeepSeek-R1 answer negatively for all sam-
ples, thus leading to a significant overleap. Since
these questions are related to contextual aspects
and may not be easily inferred from the content of
the article, the low coincidence by GPT-3.5-turbo,
which answered positively for more than 85% of
the samples, may be due to hallucinations in the
inference process.

4.2 Response comparison

In addition to answering positively or negatively
to each point in the checklist, LLMs were also
queried to provide an additional level of granular-
ity, answering “fully” or “partially”. The goal of
this additional level of granularity is to serve as an
indicator to authors on whether a point in the check-
list is fully met or certain changes are required to
fully address the point. Figure 4 depicts the pro-
portion of “fully met” vs. “partially met” answers
per LLM and section. It can be observed that for
DeepSeek-R1 and Llama-3, the “fully” response is
less featured, with the exception of the questions
related to assets, to which Llama-3 used the “fully”
answer in around half of the samples. GPT-3.5-
turbo is the only LLLM that consistently uses both
answers in all fields. Therefore, the responses pro-
vided by both Llama-3 and DeepSeek-R1 tend to be
more negative in terms of point completion. This
may be due to these LLMs not having the same ca-



Model
GPT-3.5-turbo

Evidence

The paper clearly states
and discusses all assump-
tions made in deriving the-
oretical results

Response
“fully”

Llama-3 “partially” | The paper assumes that
the dataset is random and
independent, but does not
explicitly state this as-
sumption

The text does not mention
any theoretical results or

their assumptions

DeepSeek-R1 | “not at all”

Table 1: Example of the responses of the different LLMs
for the same sample to the question Does the paper state
the full set of assumptions of all theoretical results?

pacity to handle big contexts, and therefore missing
important information within the paper that may
lead to correctly and accurately answering each
point.

An example of this mismatch in the responses
is provided in Table 1, where the response for the
same question on the same sample is provided in
the different LLMs. Although GPT-3.5-turbo and
Llama-3 both responded positively to this point,
their responses regarding the level of completion of
the given point are different. GPT-3.5-turbo states
that all assumptions are clearly discussed, while
Llama-3 argues that the paper assumes that the
dataset is random and independent and points to
Section 2.1 within the paper for further evidence.
However, this argument does not actually apply
to the content of the paper and may be actually a
product of hallucination due to the repeated use
of terms “independent variables” and “random fea-
tures” within the article, which incorrectly leads to
the provided response. This phenomenon occurs
in multiple samples, which may show a pattern
of potential hallucinations in the responses pro-
vided by Llama-3. After reviewing the evidence
and the results achieved by the different LL.Ms,
the GPT-3.5 turbo clearly showed the most reliable
performance.

5 Conclusions and Future Work

This paper shows a first attempt to benchmark the
behavior of LLMs for the author checklist comple-
tion task. These checklists are a useful tool not
only for reviewers, but also for authors, since they
enable self-assessment of the quality of their work
and also their compliance with respect to the con-
ference guidelines. LLMs can act as assistants to

both authors and reviewers in this task, because of
their human-like reasoning capacities. This paper
provides a study of three different LLMs: GPT-3.5-
turbo, Llama-3, and DeepSeek-R1 for the checklist
completion task in the context of the NeurIPS 2022
conference. This study prompts the checklists into
the LLMs, and compares the responses provided by
the LLMs with respect to human-filled checklists.
The study shows that LLMs are still far from accu-
rately emulating human behavior, since the answer
to some of the checklist points relies on contextual
aspects, and thus can not be inferred directly from
the paper. In addition, the results show that the
GPT-3.5-turbo achieved the best performance from
a general perspective, with Llama-3 and DeepSeek-
R1 matching performance for some of the points.

Furthermore, in addition to answering “Yes” or
“No” at each point, LLMs were asked to indicate
whether each point was met “fully” or “partially”
and to provide evidence supporting this point. GPT-
3.5-turbo provided both answers in a relatively sim-
ilar proportion, while Llama-3 and DeepSeek-R1
tended to answer “partially” to most points. Look-
ing at the evidence provided by the models, Llama-
3 suffered hallucinations, providing supporting evi-
dence that related to aspects that were not described
in the paper. This phenomenon may be related to
a smaller size in terms of both the parameters and
context window.

Future works include extending the study to
other LLMs, to extract more complete and clearer
behavior patterns on their suitability for the task.
Moreover, it would be interesting to assess whether
there is a difference in the performance of general-
use LLMs, such as those studied in this paper, with
respect to LLMs trained specifically for research,
such as Nous-Hermes23. In the same vein, the
benchmark could also be extended to cover the
checklists of different conferences, such as AAAI
This would provide a wider vision on the actual
capacities of LLMs for this task.

Finally, another line of research would be the
development of LLM-built assistance frameworks
to assist authors, as well as reviewers, in author
completion tasks. In addition, the results of these
checklists can also be returned as feedback to the
authors, helping them detect potential gaps in their
work.

3https://ollama.com/library/nous-hermes2



Limitations

The main limitation of this work is the fact that the
results of this study are very local and therefore
the behavior patterns extracted in this study can-
not be extrapolated to any conference. Although
this idea could have been explored for different
conference checklists, only NeurIPS ones were
available. Additionally, the post-processing of the
LLM outputs has been one of the most challenging
points of the process, since despite the expected out-
put format being explicitly declared in the prompt,
only GPT-3.5-turbo actually produced valid out-
puts. For Llama-3 and DeepSeek-R1, hand-crafted
rules needed to be devised to extract the informa-
tion from the provided output into a structured for-
mat that could subsequently be used for compari-
son. This issue resulted in a significant loss of valid
samplings, leaving only 1/5 of the total amount of
samples for comparison. Finally, since only three
LLMs and one checklist example were considered
for the study, the extracted patterns are bounded to
just the context of the study and, therefore, may not
be an indicator of the behavior of similar models.
For example, even though they are the same size, it
cannot be ascertained whether Qwen3 will behave
like Llama-3 or will have a different behavior.
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A Prompts per LLM
This Appendix presents the

A.1 GPT-3.5-Turbo Prompts

Author Checklist "Check whether the attached
file meets the points on this checklist. Return the
results in JSON format, where for each point in the
checklist report whether it is met fully, partially or
not at all in a field called ’score’. Provide evidence
for each point as well in another JSON field called
‘evidence’. Checklist: -Do the main claims made
in the abstract and introduction accurately reflect
the paper’s contributions and scope? -Does the
paper describe the limitations of the work? -Does
the paper discuss any potential negative societal
impacts of your work? -Does the paper address the
ethics review guidelines?"

Theoretical Results Checklist "Check whether
the attached file meets the points on this checklist.
Return the results in JSON format, where for each
point in the checklist report whether it is met fully,
partially or not at all in a field called ’score’. Pro-
vide evidence for each point as well in another
JSON field called ’evidence’. Checklist: -Does the
paper state the full set of assumptions of all theo-
retical results? -Does the paper include complete
proofs of all theoretical results”

Experiments Checklist Check whether the at-
tached file meets the points on this checklist. Return
the results in JSON format, where for each point
in the checklist report whether it is met fully, par-
tially or not at all in a field called ’score’. Provide
evidence for each point as well in another JSON
field named ’evidence’. Checklist: -Does the pa-
per include the code, data, and instructions needed
to reproduce the main experimental results? -Are
all the training details specified? -Are error bars
reported? -Is the total amount of compute and the
type of resources used included in the paper

Assets Checklist Check whether the attached file
meets the points on this checklist. Return the re-
sults in JSON format, where for each point in the
checklist report whether it is met fully, partially or
not at all in a field called ’score’. Provide evidence
for each point as well in another JSON field named
‘evidence’. Checklist: -If the work references exist-
ing assets, are these assets properly cited? -Is the
license of the assets mentioned? -Are new assets in-
cluded either in the supplemental material or in the
URL? -Does the paper discuss whether and how
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the consent was obtained from people whose data is
used/curated? -Does the paper discuss whether the
data used/curated contains personally identifiable
information or offensive content?

A.2 Llama-3 Prompts

Author Checklist From this paper text, tell me
whether it meets the points of the following check-
list. Return the results in JSON format, where for
each point in the checklist report whether it is met
fully, partially or not at all in a field called ’score’.
Provide evidence for each point as well in another
JSON field called ’evidence’. Checklist: -Do the
main claims made in the abstract and introduction
accurately reflect the paper’s contributions and
scope? -Does the paper describe the limitations of
the work? -Does the paper discuss any potential
negative societal impacts of your work? -Does the
paper address the ethics review guidelines?

Theoretical Results Checklist From this paper
text, tell me whether it meets the points of the fol-
lowing checklist. Return the results in JSON format,
where for each point in the checklist report whether
it is met fully, partially or not at all in a field called
'score’. Provide evidence for each point as well in
another JSON field called ’evidence’. Checklist:
-Does the paper state the full set of assumptions
of all theoretical results? -Does the paper include
complete proofs of all theoretical results

Experiments Checklist From this paper text, tell
me whether it meets the points of the following
checklist. Return the results in JSON format, where
for each point in the checklist report whether it is
met fully, partially or not at all in a field called
'score’. Provide evidence for each point as well in
another JSON field named ’evidence’. Checklist:
-Does the paper include the code, data, and instruc-
tions needed to reproduce the main experimental
results? -Are all the training details specified? -
Are error bars reported? -Is the total amount of
compute and the type of resources used included in
the paper

Assets Checklist From this paper text, tell me
whether it meets the points of the following check-
list. Return the results in JSON format, where
for each point in the checklist report whether it is
met fully, partially or not at all in a field called
'score’. Provide evidence for each point as well in
another JSON field named ’evidence’. Checklist:
-If the work references existing assets, are these



assets properly cited? -Is the license of the assets
mentioned? -Are new assets included either in the
supplemental material or in the URL? -Does the
paper discuss whether and how the consent was
obtained from people whose data is used/curated?
-Does the paper discuss whether the data used/cu-
rated contains personally identifiable information
or offensive content?

A.3 DeepSeek-R1 Prompts

Author Checklist The following text is part of
a research article: text. From the previous text,
tell me whether it meets the points of the following
checklist. Return the results in JSON format, where
for each point in the checklist, copy its content in
a field called “point”, and then report whether the
point is met fully, partially or not at all in a field
called ’score’. Provide evidence for each point
as well in another JSON field called ’evidence’.
Checklist: -Do the main claims made in the ab-
stract and introduction accurately reflect the pa-
per’s contributions and scope? -Does the paper
describe the limitations of the work? -Does the pa-
per discuss any potential negative societal impacts
of your work? -Does the paper address the ethics
review guidelines?

Theoretical Results Checklist The following
text is part of a research article: text. From the
previous text, tell me whether it meets the points of
the following checklist. Return the results in JSON
format, where for each point in the checklist, copy
its content in a field called “point”, and then report
whether the point is met fully, partially or not at
all in a field called ’score’. Provide evidence for
each point as well in another JSON field called
‘evidence’. Checklist: -Does the paper state the full
set of assumptions of all theoretical results? -Does
the paper include complete proofs of all theoretical
results

Experiments Checklist The following text is
part of a research article: text. From the previ-
ous text, tell me whether it meets the points of the
following checklist. Return the results in JSON for-
mat, where for each point in the checklist, copy its
content in a field called “point”, and then report
whether the point is met fully, partially or not at
all in a field called ’score’. Provide evidence for
each point as well in another JSON field named
‘evidence’. Checklist: -Does the paper include the
code, data, and instructions needed to reproduce
the main experimental results? -Are all the training
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details specified? -Are error bars reported? -Is the
total amount of compute and the type of resources
used included in the paper

Assets Checklist The following text is part of a
research article: text. From the previous text, tell
me whether it meets the points of the following
checklist. Return the results in JSON format, where
for each point in the checklist, copy its content in
a field called “point”, and then report whether
the point is met fully, partially or not at all in a
field called ’score’. Provide evidence for each
point as well in another JSON field named ’evi-
dence’. Checklist: -If the work references existing
assets, are these assets properly cited? -Is the li-
cense of the assets mentioned? -Are new assets
included either in the supplemental material or in
the URL? -Does the paper discuss whether and how
the consent was obtained from people whose data is
used/curated? -Does the paper discuss whether the
data used/curated contains personally identifiable
information or offensive content?
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