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Abstract001

For a few years, some of the most important002
conferences have started using checklists as a003
support for author submissions. The utility of004
these checklists is twofold. First, it can be used005
as a self-assessment tool for authors, providing006
them references on how to improve the qual-007
ity of their submissions. In addition, reviewers008
can also use checklists to assist them during009
the review task. Although useful, filling out010
the checklist is usually a time-consuming task,011
as it is done manually. LLMs can be a power-012
ful tool for providing assistance for this task013
due to their capacity to emulate human-like rea-014
soning. This paper presents a study of three015
different LLMs for the author checklist comple-016
tion task: GPT-3.5-turbo, DeepSeek-R1, and017
Llama-3. The results show that, while for some018
checklist points LLMs can accurately respond019
and simulate human responses, there is still a020
significant gap in the responses provided by the021
authors and LLMs. Moreover, the experimen-022
tation shows discrepancies between the results023
provided by the different models, which are024
especially noticeable in smaller LLMs.025

1 Introduction026

Peer review is one of the pillars of scientific publi-027

cation. By subjecting research outputs to indepen-028

dent expert evaluation, peer review not only acts029

as a quality control mechanism but also promotes030

the refinement of manuscripts through constructive031

feedback (Kelly et al., 2014). This collaborative032

process improves methodological rigor, supports033

the identification of potential biases, and facilitates034

dissemination. Although essential, peer review035

can be very time-consuming, as it is performed036

manually by experts and requires time and dedica-037

tion. Moreover, since it is a voluntary task, several038

researchers decline to participate in this process039

(Kelly, 2023).040

In order to assist reviewers with this tedious pro-041

cess, some conferences have started providing re-042

view checklists to authors for them to self-verify 043

the quality and reproducibility of their work. In the 044

context of AI research, some of the most relevant 045

conferences in the area, such as NeurIPS (NeurIPS, 046

2025) or AAAI (AAAI, 2024) have started provid- 047

ing authors with reproducibility checklists. The 048

utility of these checklists is twofold. First, they 049

can be helpful for reviewers since they provide 050

guidelines on aspects to assess during the review 051

process. Secondly, they can be useful to authors to 052

self-evaluate their work before making a submis- 053

sion, and subsequently correct and improve their 054

work. 055

Additionally, the surge of large language mod- 056

els (LLMs) has significantly impacted the research 057

landscape (Liao et al., 2024). Models such as 058

GPT-3.5 or GPT-4 (Radford et al., 2018) and, espe- 059

cially, their chat version, ChatGPT, have drastically 060

changed the way we work and research. In addi- 061

tion to ChatGPT, several LLM-powered research- 062

oriented tools have appeared to assist researchers 063

in tasks such as searching (Srinivas et al., 2022), 064

writing (Paperguide, 2024), and reviewing (Heckel 065

et al., 2023). This has led to the establishment of 066

guidelines on how these powerful tools should be 067

used in research such that they can help researchers 068

without replacing them. These guidelines vary be- 069

tween forums. For example, the well-known re- 070

search journal “Nature”, establishes in its publica- 071

tion policy that safe AI tools can be used to assist 072

reviewers in their process, but should not be used 073

to generate entire reviews since the researchers’ 074

knowledge is invaluable and irreplaceable (Nature, 075

2024). 076

In this context, this paper presents a benchmark- 077

ing on the performance of different LLMs for the 078

completion of reviewing checklists. Section 2 pro- 079

vides an overview of the related works, and sets the 080

building foundation of our work. Section 3 presents 081

the methodology followed, describing the data and 082

the LLMs that were used, as well as the followed 083
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procedure. The results of the study are presented084

in Section 4, while conclusions and future lines of085

research are described in Section 5.086

2 Related Works087

The PRISMA statement (Page et al., 2021), first088

addressed in 2009, was one of the first attempts089

to develop review checklists specifically designed090

for research papers. The idea of using checklists091

to ensure better quality research papers quickly092

spread within the research community, leading top-093

tier conferences such as NeurIPS(NeurIPS, 2025)094

and AAAI (AAAI, 2024) to design their own re-095

view checklists. More recently, Dodge et al. (2019)096

focused on the development of checklists specifi-097

cally geared toward AI research and, more specifi-098

cally, to the reproducibility of the work presented099

in these papers. In 2020, Dodge and Smith (2020)100

published the “NLP Reproducibility Checklist”,101

focused on addressing reproducibility aspects of102

machine learning and, more specifically, Natural103

Language Processing (NLP) models. The impact104

of this checklist was then evaluated in Magnusson105

et al. (2023). According to the authors, the inclu-106

sion of checklists not only improved the overall107

quality of the submissions, but also encouraged108

the authors to provide more details on their work.109

In addition, it also encouraged other conference110

committees to develop their own checklists.111

More recently, LLMs have disrupted the research112

scene, subsequently affecting the review process.113

Evans et al. (2024) focused on comparing the use114

of LLMs with respect to human performance to an-115

alyze and summarize research articles. According116

to the authors, the results show a poor correlation,117

thus supporting the idea that expert knowledge is118

indispensable and irreplaceable. Other works, such119

as Liang et al. (2023) explore the use of LLMs to120

automatically generate peer reviews. The authors121

compare the overlap between human and LLM-122

generated revisions, leading to the discovery of123

significant biases in the reviews generated by the124

LLM due to their issues regarding deeper under-125

standing. However, the goal of this work is not to126

replace the role of human reviewers but to provide127

useful feedback to authors for further improvement.128

Liu and Shah (2023) also focused on the applica-129

tion of LLMs in the review process, conducting an130

exploratory study on three different aspects: iden-131

tifying errors, verifying checklists, and choosing132

the “better” paper. Regarding checklist verification,133

the authors conducted an evaluation using GPT-4 134

in 15 NeurIPS articles, achieving 86.6% precision. 135

More recently, Goldberg et al. (2024) aimed to re- 136

place the author’s role for checklist completion in 137

NeurIPS’24 submissions. Although the core ob- 138

jective of this work is similar to ours, they focus 139

on evaluating the user experience after receiving 140

feedback from the LLM on the checklist points. 141

Subsequently, the authors do not compare the re- 142

sponses provided by the LLM (in this case, GPT-4) 143

with the actual responses of the authors. Moreover, 144

they rely exclusively on GPT-4, not considering 145

other free-to-use LLMs. 146

3 Benchmarking LLMs for Automatic 147

Checklist Completion 148

This work presents a benchmark on the perfor- 149

mance of different LLMs on completion of the 150

review checklist. The goal is to assess whether 151

LLMs can accurately reflect the behavior of human 152

reviewers and whether they are capable of under- 153

standing the content of the papers and answering 154

questions that require a deeper level of compre- 155

hension (i.e., whether the authors explore the lim- 156

itations of the approach, or whether the abstract 157

clearly summarizes the content). Three different 158

LLMs were considered for benchmarking: GPT- 159

3.5-turbo, Llama-3 (Grattafiori et al., 2024), and 160

DeepSeek-R1 (DeepSeek-AI et al., 2025). These 161

three models present different sizes and features, 162

with GPT-3.5-turbo being the largest one (175B pa- 163

rameters) and DeepSeek-R1 having the least param- 164

eters (7B). This model selection serves twofold pur- 165

pose. First, it sets a basis to assess whether smaller 166

models can also be used for research-related tasks, 167

since GPT-4 is usually the preferred model as ev- 168

idenced in the literature. Secondly, it also opens 169

the opportunity for the development of free-to-use 170

research tools based on open-source LLMs. 171

Human-completed checklists are required to 172

compare whether the LLM achieves the same 173

conclusions on the aspects evaluated. Therefore, 174

NeurIPS’22 accepted papers are selected to con- 175

duct the experimentation, since they include, in 176

addition to the paper itself, the checklist filed by 177

the authors as an appendix. Therefore, the check- 178

list submitted by the author can be considered the 179

ground truth, and the responses provided by the 180

LLMs to the same questions are expected to be 181

as similar as possible. According to the confer- 182

ence guidelines, the authors must respond to each 183
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For a l l a u t h o r s . . .
( a ) Do t h e main c l a i m s made i n t h e

a b s t r a c t and i n t r o d u c t i o n
a c c u r a t e l y r e f l e c t t h e paper ' s
c o n t r i b u t i o n s and scope ?

( b ) Did you d e s c r i b e t h e l i m i t a t i o n s
o f your work ?

( c ) Did you d i s c u s s any p o t e n t i a l
n e g a t i v e s o c i e t a l i m p a c t s o f your
work ?

( d ) Have you r e a d t h e e t h i c s r ev i e w
g u i d e l i n e s and e n s u r e d t h a t your
p a p e r conforms t o them ?

Listing 1: Author checklist section.

I f you a r e i n c l u d i n g t h e o r e t i c a l
r e s u l t s . . .

( a ) Did you s t a t e t h e f u l l s e t o f
a s s u m p t i o n s o f a l l t h e o r e t i c a l
r e s u l t s ?

( b ) Did you i n c l u d e c o m p l e t e p r o o f s o f
a l l t h e o r e t i c a l r e s u l t s ?

Listing 2: Theoretical results checklist section.

checklist point with “Yes”, “No” and “N/A”. Addi-184

tionally, authors can provide evidence and indicate185

where in the article a certain criterion is met or not.186

The NeurIPS’22 review checklist contains several187

questions, which are divided into five categories.188

The first category presents a series of questions189

aimed at the authors that are shown in Listing 1.190

These first series of points address the content as-191

pects of the paper, especially points (a) to (c). Re-192

garding point (d), the answer to this question may193

not be inferred from the actual content of the paper,194

and therefore the LLM is expected to fail to answer195

correctly to this point.196

The second block refers to theoretical results, as197

depicted in Listing 2. In this case, both questions198

can be answered based on the content of the pa-199

per. However, the answer to these questions may200

not be trivial since it requires a deep level of un-201

derstanding. First, it requires the LLM to discern202

whether the paper reports theoretical results and203

which are. Then, on the basis of the theoretical204

results extracted, the LLMs must answer the pro-205

posed questions. Subsequently, these questions206

may be a good reference point to assess the reason-207

ing capacity of the studied LLMs.208

The third block of questions, described in List-209

ing 3, addresses the information required for the210

experimentation and evaluation process. Although211

the previous section required a deeper level of un-212

derstanding, the questions in this section are more213

I f you r a n e x p e r i m e n t s . . .
( a ) Did you i n c l u d e t h e code , da t a ,

and i n s t r u c t i o n s needed t o
r e p r o d u c e t h e main e x p e r i m e n t a l
r e s u l t s ?

( b ) Did you s p e c i f y a l l t h e t r a i n i n g
d e t a i l s ?

( c ) Did you r e p o r t e r r o r b a r s ?
( d ) Did you i n c l u d e t h e t o t a l amount

o f compute and t h e t y p e o f
r e s o u r c e s used ?

Listing 3: Experiments checklist section.

I f you a r e u s i n g e x i s t i n g a s s e t s , o r
c u r a t i n g / r e l e a s i n g new a s s e t s . . .

( a ) I f your work u s e s e x i s t i n g a s s e t s ,
d i d you c i t e t h e c r e a t o r s ?

( b ) Did you ment ion t h e l i c e n s e o f t h e
a s s e t s ?

( c ) Did you i n c l u d e any new a s s e t s
e i t h e r i n t h e s u p p l e m e n t a l m a t e r i a l

o r a s a URL?
( d ) Did you d i s c u s s whe the r and how

c o n s e n t was o b t a i n e d from p e o p l e
whose d a t a you ' r e u s i n g / c u r a t i n g ?

( e ) Did you d i s c u s s whe the r t h e d a t a
you a r e u s i n g / c u r a t i n g c o n t a i n s
p e r s o n a l l y i d e n t i f i a b l e i n f o r m a t i o n

o r o f f e n s i v e c o n t e n t ?

Listing 4: Assets checklist section.

concise and targeted, thus requiring a lower level of 214

understanding. Subsequently, LLMs are expected 215

to perform well in answering these points. The 216

fourth and final block of the checklist refers to the 217

work’s assets, which are outlined in Listing 4. Simi- 218

larly to the previous block, the answer to these ques- 219

tions should ideally be explicitly declared in the 220

paper and therefore should not require a high level 221

of understanding. It should be noted that the orig- 222

inal checklist comprises five blocks of questions, 223

the last relating to crowd-sourcing or research con- 224

ducted with human subjects. These questions all 225

address aspects external to the paper and therefore 226

it would be impossible to accurately answer them 227

just from the content itself. Therefore, they are not 228

considered in our work, since a human reviewer 229

would not be capable of answering them either. 230

3.1 Methodology 231

Figure 1 outlines the workflow of the procedure per- 232

formed. The research paper and the review check- 233

list act as input. The checklist is then filed by both 234

the author and the LLM, leading to two different 235

versions of the same checklist. In the case of the 236

author, this checklist is filed not only on the basis 237
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Figure 1: Overview of the conducted workflow.

of the content of the paper but also on personal238

criteria and contextual knowledge, which the LLM239

and the reviewer lack. In the case of the LLM, the240

answers are purely based on the content of the pa-241

per, similar to how an external reviewer would do242

it.243

According to the conference guidelines and as244

previously stated, authors are required to respond245

to each checklist point, but are not required to pro-246

vide evidence supporting their response. In our ex-247

periments, since we wanted to assess whether the248

answers provided by the LLM are actually based on249

the content of the paper and not a product of hallu-250

cination, we explicitly ask in the prompt to indicate251

the evidence in the content in which the answer252

is based. Moreover, we introduce an additional253

layer of granularity to the responses, distinguish-254

ing between whether a point is “fully covered” or255

“partially covered” in the paper. The response is re-256

turned in JSON format for further processing. For257

easier processing, each part of the checklist is asked258

individually, leading to four different prompts: one259

for the authors checklist, one for the theoretical260

results, one for the experiments, and one for the261

assets. Appendix A provides the detailed prompts262

per checklist section and LLM.263

Once the LLM checklist is clean and processed,264

it can then be compared with the human-filed265

checklist to assess whether the results provided266

by the LLM are comparable and resemble human267

criteria.268

3.2 Data Processing269

As stated at the beginning of this Section, the cor-270

pus of accepted NeurIPS’22 papers is used as a271

benchmark for the experimentation. The scraping272

was first performed to retrieve both the metadata273

of each paper, along with the file files of the article 274

in PDF format. A total of 2,671 papers were first 275

retrieved. The second step comprises the extraction 276

of the author checklist from the PDF file. First, us- 277

ing the PyPDF library, each PDF file is converted 278

to plain text for further processing. Then, using a 279

set of regular expressions, each checklist section 280

along with the authors’ response to each point is 281

stored. 282

Once the authors’ checklist (or base checklist) 283

is extracted, the LLM is queried to fill the check- 284

list based on the content of the paper. In order 285

to complete this task, each LLM is fed with its 286

corresponding prompt containing the checklist and 287

instructions on how to fill it, along with the content 288

of the paper. Since the paper contains the authors’ 289

filled checklist, this content has to be truncated be- 290

fore querying the LLM. In preliminary trials, this 291

content was not truncated from the article, and the 292

results and the evidence provided directly pointed 293

to the results provided by the authors. Therefore, 294

the LLM was not responding to the checklist trying 295

to reason over the content of the article, but rather 296

by replicating the answers provided by the authors. 297

After collecting the LLM results, parsing and 298

post-processing steps are required to extract the 299

clean content from the LLM responses. Despite 300

being explicitly declared in the prompt, which is 301

the expected response format, GPT-3.5-turbo is 302

the only model that provides the response as a 303

JSON file with the specified fields. In the case 304

of DeepSeek-R1 and Llama-3, some of the speci- 305

fied fields suffered mutations in the response pro- 306

cess (for example, the field “point” was replaced 307

by “question”), and variations in the format of the 308

responses. For example, the responses for the au- 309

thors’ checklist are returned as a list of entries, but 310
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Figure 2: Comparison per LLM on the entire checklist per section w.r.t. to the base checklist.

for the assets checklist, the responses are provided311

as a set of independent entries. In some cases, some312

malformations were detected in the JSON files con-313

tained in the responses. Therefore, extensive and314

detailed post-processing was required to obtain the315

clean results for further comparison. After post-316

processing, of the 2,671 initial papers, only 575317

papers could be fully processed by the three LLMs318

without errors.319

4 Evaluation320

As stated in Section 3, three different LLMs are321

considered for the benchmarking: GPT-3.5-turbo,322

Llama-3, and DeepSeek-R1. For GPT-3.5-turbo,323

the llm1 Python package was used to query and324

retrieve responses. For Llama-3 and DeepSeek-R1,325

Ollama was used. The complete code for scrapping326

and preprocessing the data, together with the snip-327

pets for the execution and post-processing steps for328

each model, is available on GitHub 2.329

After post-processing, an additional homoge-330

nization step was required to allow a direct com-331

parison between the baseline checklist (filled by332

the authors) and the LLM-filled checklist. Since333

the authors could reply with "N/A", but this an-334

swer is unreachable by LLMs without external335

context, "N/A" has been mapped to the "No" an-336

swer. Additionally, the granular answers "partially"337

and "fully" have been mapped to the "Yes" answer,338

since the authors are not required to make this dis-339

tinction.340

1https://pypi.org/project/llm/
2https://github.com/eamadord/LLMReproducibilityChecklist

4.1 General comparison 341

Figure 2 provides the results per checklist section 342

for each LLM. The results show a disparity in the 343

behavior of each LLM with respect to the block in 344

question. As expected, the first block of questions, 345

targeted towards the authors, was the most difficult 346

to answer by the LLM, with only GPT-3.5-turbo 347

reaching over 50% of coincidence in the answers. 348

In the case of the second block (theoretical results) 349

and the third block (experiments), the coincidence 350

proportion by LLM is almost identical in both cases. 351

Regarding the questions related to theoretical re- 352

sults, which were expected to be a bit challenging 353

due to the level of comprehension they require, al- 354

most all LLMs behaved equally. This may also 355

be due to the fact that this is the smallest block 356

comprising only a couple of questions, opposite to 357

the five that comprise the third block. Moreover, 358

with regard to the third block, the results are fairly 359

similar in the three LLMs, with Llama-3 achiev- 360

ing the best results. Finally, with respect to the 361

fourth block (assets), there is a significant disparity 362

between the performance of the three LLMs. Al- 363

though DeepSeek-R1 achieved a coincidence value 364

of more than 70%, the coincidence achieved by 365

GPT-3.5-turbo is lower than 40%. Considering that 366

GPT-3.5-turbo is the biggest model and therefore 367

was expected to have the best performance of all 368

three, this is a very remarkable finding. Moreover, 369

the GPT-3.5-turbo did not show any remarkable 370

improvement in performance with respect to the 371

other two smaller models. 372

Figure 3 provides a closer look at the coinci- 373

dence achieved by LLM with respect to each of 374
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(a) Coincidence w.r.t base checklist for the author block
of questions.

(b) Coincidence w.r.t base checklist for the theoretical
results block of questions.

(c) Coincidence w.r.t base checklist for the experiments
block of questions.

(d) Coincidence w.r.t base checklist for the assets block of
questions.

Figure 3: Comparison per LLM on the questions per section w.r.t to the base checklist. In blue, the results achieved
by DeepSeek-R1, in yellow the results achieved by GPT-3.5-turbo and, in green, the results achieved by llama-3.
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the questions in each section. Regarding the first375

block of questions, which addressed author-related376

aspects, GPT-3.5-turbo performed significantly bet-377

ter. This is especially noticeable in questions that378

require a higher level of abstraction and understand-379

ing. Although the coincidence with respect to the380

baseline in questions such as Do the main claims381

made in the abstract and introduction accurately382

reflect the paper’s contribution and scope? or Did383

you describe the limitations of your work? is close384

to 80% for GPT-3.5-turbo, it barely exceeds 30%385

for the other two. This behavior demonstrates that,386

for more complex and human-like questions that387

require a higher level of abstraction, small LLMs388

may be insufficient. In the third question, all three389

LLMs achieved similar results, but this is directly390

related to a bias in the data, since around 70% of391

the responses in the baseline checklist for this ques-392

tion are either "No" or "N/A", which both map to393

"No". Therefore, both DeepSeek-R1 and Llama-3394

systematically replied "No" to this question, which395

directly relates to the coincidence in the results.396

In the second block of questions, there is a397

slightly higher homogeneity among the responses398

provided by the LLMs. However, it should be noted399

that the coincidence is close to 50% for all mod-400

els. Although the answer to both questions can be401

inferred from the content of the paper and is not402

subject to contextual aspects, it is worth noting that403

both questions require a high level of abstraction,404

making them difficult to reply.405

Regarding the experimental results block (Fig-406

ure 3c), there is a notable disparity among the re-407

sponses provided for the different questions. From408

a general perspective, GPT-3.5-turbo has the high-409

est coincidence with respect to the results provided410

by the authors. This is especially noticeable in the411

reproducibility question, in which the coincidence412

achieved by GPT-3.5-turbo to the question Did you413

include the code, data, and instructions needed to414

reproduce the main experimental results? is around415

80%, while for Llama-3 and DeepSeek-R1 does416

not even reach the 40%. For the remaining ques-417

tions, all coincidences are close to 50%. In the case418

of the question Did you include error bars?, this419

low value may be due to the negative responses420

provided for all models to this question, since it re-421

lates to the content of graphical elements within the422

paper, which may not be properly rendered when423

converted to plain text.424

Finally, with respect to the asset-related block of425

questions, there is a striking difference between the426

Figure 4: Proportion of “fully” vs “partially” answers
per LLM.

performance of the different models per question. 427

In the last two questions, regarding consent and the 428

removal of identifiable information, the high coin- 429

cidence in the responses provided by DeepSeek-R1 430

is actually the result of a bias in the data, since 431

more than 90% of the samples received a negative 432

response (either “No” or “N/A”) from the authors, 433

while DeepSeek-R1 answer negatively for all sam- 434

ples, thus leading to a significant overleap. Since 435

these questions are related to contextual aspects 436

and may not be easily inferred from the content of 437

the article, the low coincidence by GPT-3.5-turbo, 438

which answered positively for more than 85% of 439

the samples, may be due to hallucinations in the 440

inference process. 441

4.2 Response comparison 442

In addition to answering positively or negatively 443

to each point in the checklist, LLMs were also 444

queried to provide an additional level of granular- 445

ity, answering “fully” or “partially”. The goal of 446

this additional level of granularity is to serve as an 447

indicator to authors on whether a point in the check- 448

list is fully met or certain changes are required to 449

fully address the point. Figure 4 depicts the pro- 450

portion of “fully met” vs. “partially met” answers 451

per LLM and section. It can be observed that for 452

DeepSeek-R1 and Llama-3, the “fully” response is 453

less featured, with the exception of the questions 454

related to assets, to which Llama-3 used the “fully” 455

answer in around half of the samples. GPT-3.5- 456

turbo is the only LLM that consistently uses both 457

answers in all fields. Therefore, the responses pro- 458

vided by both Llama-3 and DeepSeek-R1 tend to be 459

more negative in terms of point completion. This 460

may be due to these LLMs not having the same ca- 461
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Model Response Evidence
GPT-3.5-turbo “fully” The paper clearly states

and discusses all assump-
tions made in deriving the-
oretical results

Llama-3 “partially” The paper assumes that
the dataset is random and
independent, but does not
explicitly state this as-
sumption

DeepSeek-R1 “not at all” The text does not mention
any theoretical results or
their assumptions

Table 1: Example of the responses of the different LLMs
for the same sample to the question Does the paper state
the full set of assumptions of all theoretical results?

pacity to handle big contexts, and therefore missing462

important information within the paper that may463

lead to correctly and accurately answering each464

point.465

An example of this mismatch in the responses466

is provided in Table 1, where the response for the467

same question on the same sample is provided in468

the different LLMs. Although GPT-3.5-turbo and469

Llama-3 both responded positively to this point,470

their responses regarding the level of completion of471

the given point are different. GPT-3.5-turbo states472

that all assumptions are clearly discussed, while473

Llama-3 argues that the paper assumes that the474

dataset is random and independent and points to475

Section 2.1 within the paper for further evidence.476

However, this argument does not actually apply477

to the content of the paper and may be actually a478

product of hallucination due to the repeated use479

of terms “independent variables” and “random fea-480

tures” within the article, which incorrectly leads to481

the provided response. This phenomenon occurs482

in multiple samples, which may show a pattern483

of potential hallucinations in the responses pro-484

vided by Llama-3. After reviewing the evidence485

and the results achieved by the different LLMs,486

the GPT-3.5 turbo clearly showed the most reliable487

performance.488

5 Conclusions and Future Work489

This paper shows a first attempt to benchmark the490

behavior of LLMs for the author checklist comple-491

tion task. These checklists are a useful tool not492

only for reviewers, but also for authors, since they493

enable self-assessment of the quality of their work494

and also their compliance with respect to the con-495

ference guidelines. LLMs can act as assistants to496

both authors and reviewers in this task, because of 497

their human-like reasoning capacities. This paper 498

provides a study of three different LLMs: GPT-3.5- 499

turbo, Llama-3, and DeepSeek-R1 for the checklist 500

completion task in the context of the NeurIPS 2022 501

conference. This study prompts the checklists into 502

the LLMs, and compares the responses provided by 503

the LLMs with respect to human-filled checklists. 504

The study shows that LLMs are still far from accu- 505

rately emulating human behavior, since the answer 506

to some of the checklist points relies on contextual 507

aspects, and thus can not be inferred directly from 508

the paper. In addition, the results show that the 509

GPT-3.5-turbo achieved the best performance from 510

a general perspective, with Llama-3 and DeepSeek- 511

R1 matching performance for some of the points. 512

Furthermore, in addition to answering “Yes” or 513

“No” at each point, LLMs were asked to indicate 514

whether each point was met “fully” or “partially” 515

and to provide evidence supporting this point. GPT- 516

3.5-turbo provided both answers in a relatively sim- 517

ilar proportion, while Llama-3 and DeepSeek-R1 518

tended to answer “partially” to most points. Look- 519

ing at the evidence provided by the models, Llama- 520

3 suffered hallucinations, providing supporting evi- 521

dence that related to aspects that were not described 522

in the paper. This phenomenon may be related to 523

a smaller size in terms of both the parameters and 524

context window. 525

Future works include extending the study to 526

other LLMs, to extract more complete and clearer 527

behavior patterns on their suitability for the task. 528

Moreover, it would be interesting to assess whether 529

there is a difference in the performance of general- 530

use LLMs, such as those studied in this paper, with 531

respect to LLMs trained specifically for research, 532

such as Nous-Hermes23. In the same vein, the 533

benchmark could also be extended to cover the 534

checklists of different conferences, such as AAAI. 535

This would provide a wider vision on the actual 536

capacities of LLMs for this task. 537

Finally, another line of research would be the 538

development of LLM-built assistance frameworks 539

to assist authors, as well as reviewers, in author 540

completion tasks. In addition, the results of these 541

checklists can also be returned as feedback to the 542

authors, helping them detect potential gaps in their 543

work. 544

3https://ollama.com/library/nous-hermes2
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Limitations545

The main limitation of this work is the fact that the546

results of this study are very local and therefore547

the behavior patterns extracted in this study can-548

not be extrapolated to any conference. Although549

this idea could have been explored for different550

conference checklists, only NeurIPS ones were551

available. Additionally, the post-processing of the552

LLM outputs has been one of the most challenging553

points of the process, since despite the expected out-554

put format being explicitly declared in the prompt,555

only GPT-3.5-turbo actually produced valid out-556

puts. For Llama-3 and DeepSeek-R1, hand-crafted557

rules needed to be devised to extract the informa-558

tion from the provided output into a structured for-559

mat that could subsequently be used for compari-560

son. This issue resulted in a significant loss of valid561

samplings, leaving only 1/5 of the total amount of562

samples for comparison. Finally, since only three563

LLMs and one checklist example were considered564

for the study, the extracted patterns are bounded to565

just the context of the study and, therefore, may not566

be an indicator of the behavior of similar models.567

For example, even though they are the same size, it568

cannot be ascertained whether Qwen3 will behave569

like Llama-3 or will have a different behavior.570

References571

AAAI. 2024. Aaai reproducibility checklist.572

DeepSeek-AI, Aixin Liu, Bei Feng, Bing Xue, Bingx-573
uan Wang, Bochao Wu, Chengda Lu, Chenggang574
Zhao, Chengqi Deng, Chenyu Zhang, Chong Ruan,575
Damai Dai, Daya Guo, Dejian Yang, Deli Chen,576
Dongjie Ji, Erhang Li, Fangyun Lin, Fucong Dai,577
Fuli Luo, Guangbo Hao, Guanting Chen, Guowei578
Li, H. Zhang, Han Bao, Hanwei Xu, Haocheng579
Wang, Haowei Zhang, Honghui Ding, Huajian Xin,580
Huazuo Gao, Hui Li, Hui Qu, J. L. Cai, Jian Liang,581
Jianzhong Guo, Jiaqi Ni, Jiashi Li, Jiawei Wang,582
Jin Chen, Jingchang Chen, Jingyang Yuan, Junjie583
Qiu, Junlong Li, Junxiao Song, Kai Dong, Kai Hu,584
Kaige Gao, Kang Guan, Kexin Huang, Kuai Yu, Lean585
Wang, Lecong Zhang, Lei Xu, Leyi Xia, Liang Zhao,586
Litong Wang, Liyue Zhang, Meng Li, Miaojun Wang,587
Mingchuan Zhang, Minghua Zhang, Minghui Tang,588
Mingming Li, Ning Tian, Panpan Huang, Peiyi Wang,589
Peng Zhang, Qiancheng Wang, Qihao Zhu, Qinyu590
Chen, Qiushi Du, R. J. Chen, R. L. Jin, Ruiqi Ge,591
Ruisong Zhang, Ruizhe Pan, Runji Wang, Runxin592
Xu, Ruoyu Zhang, Ruyi Chen, S. S. Li, Shanghao593
Lu, Shangyan Zhou, Shanhuang Chen, Shaoqing Wu,594
Shengfeng Ye, Shengfeng Ye, Shirong Ma, Shiyu595
Wang, Shuang Zhou, Shuiping Yu, Shunfeng Zhou,596
Shuting Pan, T. Wang, Tao Yun, Tian Pei, Tianyu Sun,597

W. L. Xiao, Wangding Zeng, Wanjia Zhao, Wei An, 598
Wen Liu, Wenfeng Liang, Wenjun Gao, Wenqin Yu, 599
Wentao Zhang, X. Q. Li, Xiangyue Jin, Xianzu Wang, 600
Xiao Bi, Xiaodong Liu, Xiaohan Wang, Xiaojin Shen, 601
Xiaokang Chen, Xiaokang Zhang, Xiaosha Chen, 602
Xiaotao Nie, Xiaowen Sun, Xiaoxiang Wang, Xin 603
Cheng, Xin Liu, Xin Xie, Xingchao Liu, Xingkai Yu, 604
Xinnan Song, Xinxia Shan, Xinyi Zhou, Xinyu Yang, 605
Xinyuan Li, Xuecheng Su, Xuheng Lin, Y. K. Li, 606
Y. Q. Wang, Y. X. Wei, Y. X. Zhu, Yang Zhang, Yan- 607
hong Xu, Yanhong Xu, Yanping Huang, Yao Li, Yao 608
Zhao, Yaofeng Sun, Yaohui Li, Yaohui Wang, Yi Yu, 609
Yi Zheng, Yichao Zhang, Yifan Shi, Yiliang Xiong, 610
Ying He, Ying Tang, Yishi Piao, Yisong Wang, Yix- 611
uan Tan, Yiyang Ma, Yiyuan Liu, Yongqiang Guo, 612
Yu Wu, Yuan Ou, Yuchen Zhu, Yuduan Wang, Yue 613
Gong, Yuheng Zou, Yujia He, Yukun Zha, Yunfan 614
Xiong, Yunxian Ma, Yuting Yan, Yuxiang Luo, Yuxi- 615
ang You, Yuxuan Liu, Yuyang Zhou, Z. F. Wu, Z. Z. 616
Ren, Zehui Ren, Zhangli Sha, Zhe Fu, Zhean Xu, 617
Zhen Huang, Zhen Zhang, Zhenda Xie, Zhengyan 618
Zhang, Zhewen Hao, Zhibin Gou, Zhicheng Ma, Zhi- 619
gang Yan, Zhihong Shao, Zhipeng Xu, Zhiyu Wu, 620
Zhongyu Zhang, Zhuoshu Li, Zihui Gu, Zijia Zhu, 621
Zijun Liu, Zilin Li, Ziwei Xie, Ziyang Song, Ziyi 622
Gao, and Zizheng Pan. 2025. Deepseek-v3 technical 623
report. 624

Jesse Dodge, Suchin Gururangan, Dallas Card, Roy 625
Schwartz, and Noah A. Smith. 2019. Show Your 626
Work: Improved Reporting of Experimental Results. 627
ArXiv:1909.03004 [cs]. 628

Jesse Dodge and Noah A. Smith. 2020. Guest post: 629
Reproducibility at emnlp 2020. 630

Julia Evans, Jennifer D’Souza, and Sören Auer. 2024. 631
Large language models as evaluators for scientific 632
synthesis. In Proceedings of the 20th Conference 633
on Natural Language Processing (KONVENS 2024), 634
pages 1–22, Vienna, Austria. Association for Com- 635
putational Linguistics. 636

Alexander Goldberg, Ihsan Ullah, Thanh Gia Hieu 637
Khuong, Benedictus Kent Rachmat, Zhen Xu, Is- 638
abelle Guyon, and Nihar B. Shah. 2024. Use- 639
fulness of LLMs as an Author Checklist Assis- 640
tant for Scientific Papers: NeurIPS’24 Experiment. 641
ArXiv:2411.03417 [cs]. 642

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri, 643
Abhinav Pandey, Abhishek Kadian, Ahmad Al- 644
Dahle, Aiesha Letman, Akhil Mathur, Alan Schel- 645
ten, Alex Vaughan, Amy Yang, Angela Fan, Anirudh 646
Goyal, Anthony Hartshorn, Aobo Yang, Archi Mi- 647
tra, Archie Sravankumar, Artem Korenev, Arthur 648
Hinsvark, Arun Rao, Aston Zhang, Aurelien Ro- 649
driguez, Austen Gregerson, Ava Spataru, Baptiste 650
Roziere, Bethany Biron, Binh Tang, Bobbie Chern, 651
Charlotte Caucheteux, Chaya Nayak, Chloe Bi, 652
Chris Marra, Chris McConnell, Christian Keller, 653
Christophe Touret, Chunyang Wu, Corinne Wong, 654
Cristian Canton Ferrer, Cyrus Nikolaidis, Damien Al- 655
lonsius, Daniel Song, Danielle Pintz, Danny Livshits, 656
Danny Wyatt, David Esiobu, Dhruv Choudhary, 657

9

https://aaai.org/conference/aaai/aaai-25/aaai-25-reproducibility-checklist/
http://arxiv.org/abs/2412.19437
http://arxiv.org/abs/2412.19437
http://arxiv.org/abs/2412.19437
https://doi.org/10.48550/arXiv.1909.03004
https://doi.org/10.48550/arXiv.1909.03004
https://doi.org/10.48550/arXiv.1909.03004
https://2020.emnlp.org/blog/2020-05-20-reproducibility
https://2020.emnlp.org/blog/2020-05-20-reproducibility
https://2020.emnlp.org/blog/2020-05-20-reproducibility
https://aclanthology.org/2024.konvens-main.1/
https://aclanthology.org/2024.konvens-main.1/
https://aclanthology.org/2024.konvens-main.1/
https://doi.org/10.48550/arXiv.2411.03417
https://doi.org/10.48550/arXiv.2411.03417
https://doi.org/10.48550/arXiv.2411.03417
https://doi.org/10.48550/arXiv.2411.03417
https://doi.org/10.48550/arXiv.2411.03417


Dhruv Mahajan, Diego Garcia-Olano, Diego Perino,658
Dieuwke Hupkes, Egor Lakomkin, Ehab AlBadawy,659
Elina Lobanova, Emily Dinan, Eric Michael Smith,660
Filip Radenovic, Francisco Guzmán, Frank Zhang,661
Gabriel Synnaeve, Gabrielle Lee, Georgia Lewis An-662
derson, Govind Thattai, Graeme Nail, Gregoire Mi-663
alon, Guan Pang, Guillem Cucurell, Hailey Nguyen,664
Hannah Korevaar, Hu Xu, Hugo Touvron, Iliyan665
Zarov, Imanol Arrieta Ibarra, Isabel Kloumann, Is-666
han Misra, Ivan Evtimov, Jack Zhang, Jade Copet,667
Jaewon Lee, Jan Geffert, Jana Vranes, Jason Park,668
Jay Mahadeokar, Jeet Shah, Jelmer van der Linde,669
Jennifer Billock, Jenny Hong, Jenya Lee, Jeremy Fu,670
Jianfeng Chi, Jianyu Huang, Jiawen Liu, Jie Wang,671
Jiecao Yu, Joanna Bitton, Joe Spisak, Jongsoo Park,672
Joseph Rocca, Joshua Johnstun, Joshua Saxe, Jun-673
teng Jia, Kalyan Vasuden Alwala, Karthik Prasad,674
Kartikeya Upasani, Kate Plawiak, Ke Li, Kenneth675
Heafield, Kevin Stone, Khalid El-Arini, Krithika Iyer,676
Kshitiz Malik, Kuenley Chiu, Kunal Bhalla, Kushal677
Lakhotia, Lauren Rantala-Yeary, Laurens van der678
Maaten, Lawrence Chen, Liang Tan, Liz Jenkins,679
Louis Martin, Lovish Madaan, Lubo Malo, Lukas680
Blecher, Lukas Landzaat, Luke de Oliveira, Madeline681
Muzzi, Mahesh Pasupuleti, Mannat Singh, Manohar682
Paluri, Marcin Kardas, Maria Tsimpoukelli, Mathew683
Oldham, Mathieu Rita, Maya Pavlova, Melanie Kam-684
badur, Mike Lewis, Min Si, Mitesh Kumar Singh,685
Mona Hassan, Naman Goyal, Narjes Torabi, Niko-686
lay Bashlykov, Nikolay Bogoychev, Niladri Chatterji,687
Ning Zhang, Olivier Duchenne, Onur Çelebi, Patrick688
Alrassy, Pengchuan Zhang, Pengwei Li, Petar Va-689
sic, Peter Weng, Prajjwal Bhargava, Pratik Dubal,690
Praveen Krishnan, Punit Singh Koura, Puxin Xu,691
Qing He, Qingxiao Dong, Ragavan Srinivasan, Raj692
Ganapathy, Ramon Calderer, Ricardo Silveira Cabral,693
Robert Stojnic, Roberta Raileanu, Rohan Maheswari,694
Rohit Girdhar, Rohit Patel, Romain Sauvestre, Ron-695
nie Polidoro, Roshan Sumbaly, Ross Taylor, Ruan696
Silva, Rui Hou, Rui Wang, Saghar Hosseini, Sa-697
hana Chennabasappa, Sanjay Singh, Sean Bell, Seo-698
hyun Sonia Kim, Sergey Edunov, Shaoliang Nie, Sha-699
ran Narang, Sharath Raparthy, Sheng Shen, Shengye700
Wan, Shruti Bhosale, Shun Zhang, Simon Van-701
denhende, Soumya Batra, Spencer Whitman, Sten702
Sootla, Stephane Collot, Suchin Gururangan, Syd-703
ney Borodinsky, Tamar Herman, Tara Fowler, Tarek704
Sheasha, Thomas Georgiou, Thomas Scialom, Tobias705
Speckbacher, Todor Mihaylov, Tong Xiao, Ujjwal706
Karn, Vedanuj Goswami, Vibhor Gupta, Vignesh707
Ramanathan, Viktor Kerkez, Vincent Gonguet, Vir-708
ginie Do, Vish Vogeti, Vítor Albiero, Vladan Petro-709
vic, Weiwei Chu, Wenhan Xiong, Wenyin Fu, Whit-710
ney Meers, Xavier Martinet, Xiaodong Wang, Xi-711
aofang Wang, Xiaoqing Ellen Tan, Xide Xia, Xin-712
feng Xie, Xuchao Jia, Xuewei Wang, Yaelle Gold-713
schlag, Yashesh Gaur, Yasmine Babaei, Yi Wen,714
Yiwen Song, Yuchen Zhang, Yue Li, Yuning Mao,715
Zacharie Delpierre Coudert, Zheng Yan, Zhengxing716
Chen, Zoe Papakipos, Aaditya Singh, Aayushi Sri-717
vastava, Abha Jain, Adam Kelsey, Adam Shajnfeld,718
Adithya Gangidi, Adolfo Victoria, Ahuva Goldstand,719
Ajay Menon, Ajay Sharma, Alex Boesenberg, Alexei720
Baevski, Allie Feinstein, Amanda Kallet, Amit San-721

gani, Amos Teo, Anam Yunus, Andrei Lupu, An- 722
dres Alvarado, Andrew Caples, Andrew Gu, Andrew 723
Ho, Andrew Poulton, Andrew Ryan, Ankit Ramchan- 724
dani, Annie Dong, Annie Franco, Anuj Goyal, Apara- 725
jita Saraf, Arkabandhu Chowdhury, Ashley Gabriel, 726
Ashwin Bharambe, Assaf Eisenman, Azadeh Yaz- 727
dan, Beau James, Ben Maurer, Benjamin Leonhardi, 728
Bernie Huang, Beth Loyd, Beto De Paola, Bhargavi 729
Paranjape, Bing Liu, Bo Wu, Boyu Ni, Braden Han- 730
cock, Bram Wasti, Brandon Spence, Brani Stojkovic, 731
Brian Gamido, Britt Montalvo, Carl Parker, Carly 732
Burton, Catalina Mejia, Ce Liu, Changhan Wang, 733
Changkyu Kim, Chao Zhou, Chester Hu, Ching- 734
Hsiang Chu, Chris Cai, Chris Tindal, Christoph Fe- 735
ichtenhofer, Cynthia Gao, Damon Civin, Dana Beaty, 736
Daniel Kreymer, Daniel Li, David Adkins, David 737
Xu, Davide Testuggine, Delia David, Devi Parikh, 738
Diana Liskovich, Didem Foss, Dingkang Wang, Duc 739
Le, Dustin Holland, Edward Dowling, Eissa Jamil, 740
Elaine Montgomery, Eleonora Presani, Emily Hahn, 741
Emily Wood, Eric-Tuan Le, Erik Brinkman, Este- 742
ban Arcaute, Evan Dunbar, Evan Smothers, Fei Sun, 743
Felix Kreuk, Feng Tian, Filippos Kokkinos, Firat 744
Ozgenel, Francesco Caggioni, Frank Kanayet, Frank 745
Seide, Gabriela Medina Florez, Gabriella Schwarz, 746
Gada Badeer, Georgia Swee, Gil Halpern, Grant 747
Herman, Grigory Sizov, Guangyi, Zhang, Guna 748
Lakshminarayanan, Hakan Inan, Hamid Shojanaz- 749
eri, Han Zou, Hannah Wang, Hanwen Zha, Haroun 750
Habeeb, Harrison Rudolph, Helen Suk, Henry As- 751
pegren, Hunter Goldman, Hongyuan Zhan, Ibrahim 752
Damlaj, Igor Molybog, Igor Tufanov, Ilias Leontiadis, 753
Irina-Elena Veliche, Itai Gat, Jake Weissman, James 754
Geboski, James Kohli, Janice Lam, Japhet Asher, 755
Jean-Baptiste Gaya, Jeff Marcus, Jeff Tang, Jen- 756
nifer Chan, Jenny Zhen, Jeremy Reizenstein, Jeremy 757
Teboul, Jessica Zhong, Jian Jin, Jingyi Yang, Joe 758
Cummings, Jon Carvill, Jon Shepard, Jonathan Mc- 759
Phie, Jonathan Torres, Josh Ginsburg, Junjie Wang, 760
Kai Wu, Kam Hou U, Karan Saxena, Kartikay Khan- 761
delwal, Katayoun Zand, Kathy Matosich, Kaushik 762
Veeraraghavan, Kelly Michelena, Keqian Li, Ki- 763
ran Jagadeesh, Kun Huang, Kunal Chawla, Kyle 764
Huang, Lailin Chen, Lakshya Garg, Lavender A, 765
Leandro Silva, Lee Bell, Lei Zhang, Liangpeng 766
Guo, Licheng Yu, Liron Moshkovich, Luca Wehrst- 767
edt, Madian Khabsa, Manav Avalani, Manish Bhatt, 768
Martynas Mankus, Matan Hasson, Matthew Lennie, 769
Matthias Reso, Maxim Groshev, Maxim Naumov, 770
Maya Lathi, Meghan Keneally, Miao Liu, Michael L. 771
Seltzer, Michal Valko, Michelle Restrepo, Mihir Pa- 772
tel, Mik Vyatskov, Mikayel Samvelyan, Mike Clark, 773
Mike Macey, Mike Wang, Miquel Jubert Hermoso, 774
Mo Metanat, Mohammad Rastegari, Munish Bansal, 775
Nandhini Santhanam, Natascha Parks, Natasha 776
White, Navyata Bawa, Nayan Singhal, Nick Egebo, 777
Nicolas Usunier, Nikhil Mehta, Nikolay Pavlovich 778
Laptev, Ning Dong, Norman Cheng, Oleg Chernoguz, 779
Olivia Hart, Omkar Salpekar, Ozlem Kalinli, Parkin 780
Kent, Parth Parekh, Paul Saab, Pavan Balaji, Pe- 781
dro Rittner, Philip Bontrager, Pierre Roux, Piotr 782
Dollar, Polina Zvyagina, Prashant Ratanchandani, 783
Pritish Yuvraj, Qian Liang, Rachad Alao, Rachel 784
Rodriguez, Rafi Ayub, Raghotham Murthy, Raghu 785

10



Nayani, Rahul Mitra, Rangaprabhu Parthasarathy,786
Raymond Li, Rebekkah Hogan, Robin Battey, Rocky787
Wang, Russ Howes, Ruty Rinott, Sachin Mehta,788
Sachin Siby, Sai Jayesh Bondu, Samyak Datta, Sara789
Chugh, Sara Hunt, Sargun Dhillon, Sasha Sidorov,790
Satadru Pan, Saurabh Mahajan, Saurabh Verma,791
Seiji Yamamoto, Sharadh Ramaswamy, Shaun Lind-792
say, Shaun Lindsay, Sheng Feng, Shenghao Lin,793
Shengxin Cindy Zha, Shishir Patil, Shiva Shankar,794
Shuqiang Zhang, Shuqiang Zhang, Sinong Wang,795
Sneha Agarwal, Soji Sajuyigbe, Soumith Chintala,796
Stephanie Max, Stephen Chen, Steve Kehoe, Steve797
Satterfield, Sudarshan Govindaprasad, Sumit Gupta,798
Summer Deng, Sungmin Cho, Sunny Virk, Suraj799
Subramanian, Sy Choudhury, Sydney Goldman, Tal800
Remez, Tamar Glaser, Tamara Best, Thilo Koehler,801
Thomas Robinson, Tianhe Li, Tianjun Zhang, Tim802
Matthews, Timothy Chou, Tzook Shaked, Varun803
Vontimitta, Victoria Ajayi, Victoria Montanez, Vijai804
Mohan, Vinay Satish Kumar, Vishal Mangla, Vlad805
Ionescu, Vlad Poenaru, Vlad Tiberiu Mihailescu,806
Vladimir Ivanov, Wei Li, Wenchen Wang, Wen-807
wen Jiang, Wes Bouaziz, Will Constable, Xiaocheng808
Tang, Xiaojian Wu, Xiaolan Wang, Xilun Wu, Xinbo809
Gao, Yaniv Kleinman, Yanjun Chen, Ye Hu, Ye Jia,810
Ye Qi, Yenda Li, Yilin Zhang, Ying Zhang, Yossi Adi,811
Youngjin Nam, Yu, Wang, Yu Zhao, Yuchen Hao,812
Yundi Qian, Yunlu Li, Yuzi He, Zach Rait, Zachary813
DeVito, Zef Rosnbrick, Zhaoduo Wen, Zhenyu Yang,814
Zhiwei Zhao, and Zhiyu Ma. 2024. The llama 3 herd815
of models.816

Max Heckel, Keith Hermann, Erica Price, and Ryan817
Montalvo. 2023. Scisummary: Use ai to summarize818
scientific articles.819

Diana Kelly. 2023. Peer review: Problematic or promis-820
ing? Econ. Labour Relat. Rev., 34(2):193–198.821

J Kelly, T Sadeghieh, and K Adeli. 2014. Peer review822
in scientific publications: Benefits, critiques, & a823
survival guide. EJIFCC, 25(3):227–243.824

Weixin Liang, Yuhui Zhang, Hancheng Cao, Binglu825
Wang, Daisy Ding, Xinyu Yang, Kailas Vodrahalli,826
Siyu He, Daniel Smith, Yian Yin, Daniel McFarland,827
and James Zou. 2023. Can large language models828
provide useful feedback on research papers? A large-829
scale empirical analysis. ArXiv:2310.01783 [cs].830

Zhehui Liao, Maria Antoniak, Inyoung Cheong, Evie831
Yu-Yen Cheng, Ai-Heng Lee, Kyle Lo, Joseph Chee832
Chang, and Amy X. Zhang. 2024. Llms as research833
tools: A large scale survey of researchers’ usage and834
perceptions.835

Ryan Liu and Nihar B. Shah. 2023. ReviewerGPT? An836
Exploratory Study on Using Large Language Models837
for Paper Reviewing. ArXiv:2306.00622 [cs].838

Ian Magnusson, Noah A. Smith, and Jesse Dodge. 2023.839
Reproducibility in NLP: What Have We Learned840
from the Checklist? In Findings of the Associ-841
ation for Computational Linguistics: ACL 2023,842
pages 12789–12811, Toronto, Canada. Association843
for Computational Linguistics.844

Nature. 2024. Artificial intelligence (ai) - editorial poli- 845
cies. 846

NeurIPS. 2025. Neurips reproducibility checklist. 847

Matthew J Page, Joanne E McKenzie, Patrick M 848
Bossuyt, Isabelle Boutron, Tammy C Hoffmann, 849
Cynthia D Mulrow, Larissa Shamseer, Jennifer M 850
Tetzlaff, Elie A Akl, Sue E Brennan, Roger Chou, 851
Julie Glanville, Jeremy M Grimshaw, Asbjørn 852
Hróbjartsson, Manoj M Lalu, Tianjing Li, Eliz- 853
abeth W Loder, Evan Mayo-Wilson, Steve Mc- 854
Donald, Luke A McGuinness, Lesley A Stew- 855
art, James Thomas, Andrea C Tricco, Vivian A 856
Welch, Penny Whiting, and David Moher. 2021. 857
The PRISMA 2020 statement: an updated guide- 858
line for reporting systematic reviews. BMJ, 372. 859
Publisher: BMJ Publishing Group Ltd _eprint: 860
https://www.bmj.com/content/372/bmj.n71.full.pdf. 861

Paperguide. 2024. Paperguide: The ai research assis- 862
tant. 863

Alec Radford, Karthik Narasimhan, Tim Salimans, and 864
Ilya Sutskever. 2018. Improving language under- 865
standing by generative pre-training. 866

Aravind Srinivas, Johnny Ho, Andy Konwinsky, and 867
Denis Yarats. 2022. Perplexity ai. 868

11

http://arxiv.org/abs/2407.21783
http://arxiv.org/abs/2407.21783
http://arxiv.org/abs/2407.21783
https://scisummary.com/
https://scisummary.com/
https://scisummary.com/
https://doi.org/10.48550/arXiv.2310.01783
https://doi.org/10.48550/arXiv.2310.01783
https://doi.org/10.48550/arXiv.2310.01783
https://doi.org/10.48550/arXiv.2310.01783
https://doi.org/10.48550/arXiv.2310.01783
http://arxiv.org/abs/2411.05025
http://arxiv.org/abs/2411.05025
http://arxiv.org/abs/2411.05025
http://arxiv.org/abs/2411.05025
http://arxiv.org/abs/2411.05025
https://doi.org/10.48550/arXiv.2306.00622
https://doi.org/10.48550/arXiv.2306.00622
https://doi.org/10.48550/arXiv.2306.00622
https://doi.org/10.48550/arXiv.2306.00622
https://doi.org/10.48550/arXiv.2306.00622
https://doi.org/10.18653/v1/2023.findings-acl.809
https://doi.org/10.18653/v1/2023.findings-acl.809
https://doi.org/10.18653/v1/2023.findings-acl.809
https://www.nature.com/nature-portfolio/editorial-policies/ai
https://www.nature.com/nature-portfolio/editorial-policies/ai
https://www.nature.com/nature-portfolio/editorial-policies/ai
https://neurips.cc/public/guides/PaperChecklist
https://doi.org/10.1136/bmj.n71
https://doi.org/10.1136/bmj.n71
https://doi.org/10.1136/bmj.n71
https://paperguide.ai/
https://paperguide.ai/
https://paperguide.ai/
https://www.perplexity.ai/


A Prompts per LLM869

This Appendix presents the870

A.1 GPT-3.5-Turbo Prompts871

Author Checklist "Check whether the attached872

file meets the points on this checklist. Return the873

results in JSON format, where for each point in the874

checklist report whether it is met fully, partially or875

not at all in a field called ’score’. Provide evidence876

for each point as well in another JSON field called877

’evidence’. Checklist: -Do the main claims made878

in the abstract and introduction accurately reflect879

the paper’s contributions and scope? -Does the880

paper describe the limitations of the work? -Does881

the paper discuss any potential negative societal882

impacts of your work? -Does the paper address the883

ethics review guidelines?"884

Theoretical Results Checklist "Check whether885

the attached file meets the points on this checklist.886

Return the results in JSON format, where for each887

point in the checklist report whether it is met fully,888

partially or not at all in a field called ’score’. Pro-889

vide evidence for each point as well in another890

JSON field called ’evidence’. Checklist: -Does the891

paper state the full set of assumptions of all theo-892

retical results? -Does the paper include complete893

proofs of all theoretical results"894

Experiments Checklist Check whether the at-895

tached file meets the points on this checklist. Return896

the results in JSON format, where for each point897

in the checklist report whether it is met fully, par-898

tially or not at all in a field called ’score’. Provide899

evidence for each point as well in another JSON900

field named ’evidence’. Checklist: -Does the pa-901

per include the code, data, and instructions needed902

to reproduce the main experimental results? -Are903

all the training details specified? -Are error bars904

reported? -Is the total amount of compute and the905

type of resources used included in the paper906

Assets Checklist Check whether the attached file907

meets the points on this checklist. Return the re-908

sults in JSON format, where for each point in the909

checklist report whether it is met fully, partially or910

not at all in a field called ’score’. Provide evidence911

for each point as well in another JSON field named912

’evidence’. Checklist: -If the work references exist-913

ing assets, are these assets properly cited? -Is the914

license of the assets mentioned? -Are new assets in-915

cluded either in the supplemental material or in the916

URL? -Does the paper discuss whether and how917

the consent was obtained from people whose data is 918

used/curated? -Does the paper discuss whether the 919

data used/curated contains personally identifiable 920

information or offensive content? 921

A.2 Llama-3 Prompts 922

Author Checklist From this paper text, tell me 923

whether it meets the points of the following check- 924

list. Return the results in JSON format, where for 925

each point in the checklist report whether it is met 926

fully, partially or not at all in a field called ’score’. 927

Provide evidence for each point as well in another 928

JSON field called ’evidence’. Checklist: -Do the 929

main claims made in the abstract and introduction 930

accurately reflect the paper’s contributions and 931

scope? -Does the paper describe the limitations of 932

the work? -Does the paper discuss any potential 933

negative societal impacts of your work? -Does the 934

paper address the ethics review guidelines? 935

Theoretical Results Checklist From this paper 936

text, tell me whether it meets the points of the fol- 937

lowing checklist. Return the results in JSON format, 938

where for each point in the checklist report whether 939

it is met fully, partially or not at all in a field called 940

’score’. Provide evidence for each point as well in 941

another JSON field called ’evidence’. Checklist: 942

-Does the paper state the full set of assumptions 943

of all theoretical results? -Does the paper include 944

complete proofs of all theoretical results 945

Experiments Checklist From this paper text, tell 946

me whether it meets the points of the following 947

checklist. Return the results in JSON format, where 948

for each point in the checklist report whether it is 949

met fully, partially or not at all in a field called 950

’score’. Provide evidence for each point as well in 951

another JSON field named ’evidence’. Checklist: 952

-Does the paper include the code, data, and instruc- 953

tions needed to reproduce the main experimental 954

results? -Are all the training details specified? - 955

Are error bars reported? -Is the total amount of 956

compute and the type of resources used included in 957

the paper 958

Assets Checklist From this paper text, tell me 959

whether it meets the points of the following check- 960

list. Return the results in JSON format, where 961

for each point in the checklist report whether it is 962

met fully, partially or not at all in a field called 963

’score’. Provide evidence for each point as well in 964

another JSON field named ’evidence’. Checklist: 965

-If the work references existing assets, are these 966
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assets properly cited? -Is the license of the assets967

mentioned? -Are new assets included either in the968

supplemental material or in the URL? -Does the969

paper discuss whether and how the consent was970

obtained from people whose data is used/curated?971

-Does the paper discuss whether the data used/cu-972

rated contains personally identifiable information973

or offensive content?974

A.3 DeepSeek-R1 Prompts975

Author Checklist The following text is part of976

a research article: text. From the previous text,977

tell me whether it meets the points of the following978

checklist. Return the results in JSON format, where979

for each point in the checklist, copy its content in980

a field called “point”, and then report whether the981

point is met fully, partially or not at all in a field982

called ’score’. Provide evidence for each point983

as well in another JSON field called ’evidence’.984

Checklist: -Do the main claims made in the ab-985

stract and introduction accurately reflect the pa-986

per’s contributions and scope? -Does the paper987

describe the limitations of the work? -Does the pa-988

per discuss any potential negative societal impacts989

of your work? -Does the paper address the ethics990

review guidelines?991

Theoretical Results Checklist The following992

text is part of a research article: text. From the993

previous text, tell me whether it meets the points of994

the following checklist. Return the results in JSON995

format, where for each point in the checklist, copy996

its content in a field called “point”, and then report997

whether the point is met fully, partially or not at998

all in a field called ’score’. Provide evidence for999

each point as well in another JSON field called1000

’evidence’. Checklist: -Does the paper state the full1001

set of assumptions of all theoretical results? -Does1002

the paper include complete proofs of all theoretical1003

results1004

Experiments Checklist The following text is1005

part of a research article: text. From the previ-1006

ous text, tell me whether it meets the points of the1007

following checklist. Return the results in JSON for-1008

mat, where for each point in the checklist, copy its1009

content in a field called “point”, and then report1010

whether the point is met fully, partially or not at1011

all in a field called ’score’. Provide evidence for1012

each point as well in another JSON field named1013

’evidence’. Checklist: -Does the paper include the1014

code, data, and instructions needed to reproduce1015

the main experimental results? -Are all the training1016

details specified? -Are error bars reported? -Is the 1017

total amount of compute and the type of resources 1018

used included in the paper 1019

Assets Checklist The following text is part of a 1020

research article: text. From the previous text, tell 1021

me whether it meets the points of the following 1022

checklist. Return the results in JSON format, where 1023

for each point in the checklist, copy its content in 1024

a field called “point”, and then report whether 1025

the point is met fully, partially or not at all in a 1026

field called ’score’. Provide evidence for each 1027

point as well in another JSON field named ’evi- 1028

dence’. Checklist: -If the work references existing 1029

assets, are these assets properly cited? -Is the li- 1030

cense of the assets mentioned? -Are new assets 1031

included either in the supplemental material or in 1032

the URL? -Does the paper discuss whether and how 1033

the consent was obtained from people whose data is 1034

used/curated? -Does the paper discuss whether the 1035

data used/curated contains personally identifiable 1036

information or offensive content? 1037
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