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Abstract

We study a shallow variant of XNet, a neural architecture whose activation functions
are derived from the Cauchy integral formula. While prior work focused on
deep variants, we show that even a single-layer XNet exhibits near-exponential
approximation rates—exceeding the polynomial bounds of MLPs and spline-based
networks such as Kolmogorov–Arnold Networks (KANs).
Empirically, XNet reduces approximation error by over 600× on discontinuous
functions, achieves up to 20,000× lower residuals in physics-informed PDEs,
and improves policy accuracy and sample efficiency in PPO-based reinforcement
learning—while maintaining comparable or better computational efficiency than
KAN baselines.
These results demonstrate that expressive approximation can stem from princi-
pled activation design rather than depth alone, offering a compact, theoretically
grounded alternative for function approximation, scientific computing, and control.

1 Introduction

As deep learning models grow increasingly large and resource-intensive, there is renewed interest in
shallow architectures that combine theoretical rigor with practical efficiency. In particular, scientific
applications such as PDE solving, symbolic regression, and control require models that are not only
expressive but also interpretable, sample-efficient, and robust to irregularities.

Traditional universal approximators like shallow MLPs [5, 10] suffer from slow convergence [1, 7],
especially in high dimensions. Recent efforts such as Kolmogorov–Arnold Networks (KANs) [19]
improve expressivity via spline-based activations, but still rely on multi-layer composition and
struggle with discontinuities due to their smooth basis structure.
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In this work, we study a principled single-layer variant of XNet, a neural architecture built on the
Cauchy activation function introduced in [16]:

ϕ(x) =
λ1x+ λ2

x2 + d2
, λ1, λ2, d ∈ R.

While [16] proposed Cauchy activations as a plug-and-play component for general deep architectures,
we focus on the shallow, single-layer setting and provide the first theoretical analysis of its approxi-
mation rates. We prove that even a single-layer XNet achieves arbitrarily high-order convergence
O(N−r) for any r > 0 on real-analytic functions, and demonstrate its effectiveness across function
approximation, PDE solving, and reinforcement learning tasks.

These rational functions—derived from the Cauchy integral formula—yield smooth, localized,
and trainable basis elements, enabling XNet to approximate irregular, high-dimensional, and even
discontinuous functions with far fewer neurons and no depth.

Main theoretical result. We prove that XNet achieves arbitrarily fast convergence O(N−p) for
any p > 0 on smooth target functions. In contrast, classical ReLU networks are limited by the
curse of dimensionality with rate O(N−2r/d) (for target smoothness r and input dimension d), and
spline-based KANs achieve O(N−k) constrained by the fixed spline degree k. XNet’s analytic
Cauchy basis functions overcome both limitations by enabling tunable, high-order approximation in
a single layer. See Section 3.2 for the formal result and Appendix A.5 for the proof.

Figure 1 illustrates this convergence behavior: as the number of neurons N increases, XNet maintains
a significantly steeper error decay rate compared to ReLU and KAN.

Figure 1: Comparison of approximation rates. XNet achieves O(N−p) with p = 4, outperforming
ReLU (O(N−2r/d) with r = 1, d = 2) and KAN (O(N−k) with k = 2). Log-log plot shows
approximation error versus neuron count N .

Empirical results: Across three domains, XNet outperforms strong baselines:

• Function approximation: over 600× lower MSE on discontinuous targets.
• PDE solving: over 10,000× lower error than deep MLPs in PINN settings. (see Ap-

pendix A.1 for computational analysis)
• Reinforcement learning: faster convergence and higher rewards under PPO.

These findings challenge the depth-centric paradigm, showing that activation design alone can
enable expressive, compact, and theoretically grounded models—often with computational efficiency
comparable to or better than multi-layer alternatives.

Why this matters now. As foundation models encounter scaling bottlenecks, there is renewed
interest in shallow networks that combine interpretability, efficiency, and provable expressivity. XNet
exemplifies this direction by achieving strong performance without depth or overparameterization.

[16] introduced the Cauchy activation and established its universal approximation properties. Building
on this foundation, we establish new convergence rates in dual function spaces (Theorem 3.2; proof
in Appendix A.5), proving O(N−r) for any r > 0 on real-analytic functions—the first such result for
shallow XNet. While our analysis focuses on single-layer networks, [16] demonstrated the modularity
of Cauchy activations in deeper architectures (multi-layer MLPs, CNNs, ResNets) on MNIST and
CIFAR-10.
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Together, these results challenge the depth-centric paradigm, showing that principled activation design
alone can yield compact, expressive models for scientific and symbolic AI.

2 Related Work

Universal Approximation and Expressive Efficiency. Shallow MLPs with non-polynomial acti-
vations are universal approximators [5, 10], but their approximation efficiency degrades in high
dimensions [1, 26]. Recent work improves expressivity through spline [19], rational [3], and
interpolant-based [23] activations. Parametric activations [2, 15] offer adaptability, but often in-
crease complexity or lack convergence guarantees. XNet addresses this gap by connecting activation
design with provable, high-order approximation in a shallow architecture.

Structured Activation Networks. KANs [19] approximate functions via learnable B-splines
along edges, enabling efficient approximation with compositional depth. However, their reliance on
spline smoothness and fixed grid resolution limits adaptability to discontinuities or noise. Recent
applications span time-series [25], RL [11], and generative modeling [9]. In contrast, XNet provides
analytic, localized responses with no depth or grid assumptions.

Rational and Complex-Valued Models. Rational activations [4, 3] have been used to improve
approximation power via learnable Padé-like functions. However, these approaches are primarily
heuristic and often lack theoretical guarantees beyond empirical smooth function fitting. Our work
draws from complex analysis—specifically the Cauchy integral formula—to derive rational activations
with localized and tunable responses. This analytic foundation enables high-order approximation in
both classical and dual function spaces, distinguishing XNet from prior rational models.

Scientific Machine Learning and Operator Learning. PINNs [22] and neural operators [17, 14]
enable learning in scientific domains, but often rely on deep networks, spectral bias, or task-specific
assumptions. Spectral solvers [8] and low-rank architectures [27] improve convergence, but require
expert tuning. XNet offers a shallow alternative with strong theoretical grounding and minimal
tuning—achieving fast convergence across physics-informed and control tasks.

3 Theoretical Foundations of XNet

3.1 Limitations of Spline-Based KANs

Kolmogorov–Arnold Networks (KANs) [19] implement the classical Kolmogorov superposition
theorem [13] via spline-based edge activations:

f(x) =
∑
q

Φq

(∑
p

ϕq,p(xp)

)
, ϕ(x) = wbb(x) + ws

∑
i

ciBi(x),

where Bi(x) are B-spline basis functions. While KANs offer adaptive local representations and
O(N−k) convergence for spline degree k, they suffer from poor generalization near discontinuities,
require multi-layer structures, and incur high computational costs due to spline interpolation and grid
dependencies.

3.2 Cauchy Basis Architecture (XNet)

This section analyzes a shallow variant of XNet, a neural architecture built on Cauchy basis activations
derived from the Cauchy integral formula:

ϕ(x) =
λ1x+ λ2

x2 + d2
, with trainable λ1, λ2, d.

This yields localized, tunable, and analytically smooth responses. Below, we present the theoretical
foundations supporting its expressivity.
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(1) Approximation Efficiency. XNet achieves arbitrarily fast convergence O(N−p) on smooth
target functions, where the convergence exponent p > 0 depends on the analyticity (i.e., smoothness)
of the target. This surpasses the O(N−2r/d) rate of ReLU MLPs [1, 26] and the O(N−k) rate of
spline-based KANs [19], where r is the Sobolev smoothness and d is the input dimension.

See Appendix A.2 for a detailed derivation.

(2) Localization and Noise Adaptivity. Cauchy activations exhibit rational decay O(1/x), yielding
naturally localized basis functions:

ϕi(x) =
λ1,i(x− µi) + λ2,i

(x− µi)2 + d2i
.

By adjusting the parameter di, neurons can adapt their receptive field: small di captures sharp
discontinuities, while large di smooths over noisy regions. Unlike B-splines, which require predefined
grid partitions, XNet offers neuron-wise adaptivity for heterogeneous signals.

See Appendix A.3 for analytical expressions and derivative properties.

(3) Comparison with B-Spline KANs. We contrast the analytical and computational properties of
XNet (Cauchy basis) and Kolmogorov–Arnold Networks (B-spline basis) in Table 1.

Table 1: Comparison of XNet vs. B-spline KANs

Aspect Cauchy Basis (XNet) B-spline (KAN)

Approximation Rate O(N−p), arbitrary p > 0 O(N−k), limited by degree k
Basis Adaptivity Continuous, localized, trainable Grid-constrained, piecewise
Matrix Structure Dense (condition number O(N)) Sparse (condition number O(1))
Derivative Computation Closed-form, differentiable w.r.t. d2 Piecewise, non-smooth
Architectural Cost Single-layer, low parameter count Multi-layer, higher cost

This comparison highlights XNet’s key advantages over KANs: global analytical structure, tunable
locality, and full differentiability—without reliance on grid resolution. For further details on matrix
conditioning and gradient properties, see Appendix A.4.

(4) Cauchy Approximation Theorem.
Theorem 3.1 (Th.1 in [16]). Let f(z1, . . . , zd) be analytic on open U ⊂ Cd. Then for any ε > 0,
there exists a finite sum:

sup
z∈U

∣∣∣∣∣f(z)−
N∑

k=1

λk∏d
j=1(ξ

j
k − zj)

∣∣∣∣∣ < ε, with ε = O(N−p).

This theorem shows that Cauchy activation functions can approximate analytic functions with
arbitrarily high order. The specific form

ϕ(x) =
λ1x+ λ2

x2 + d2

was introduced in [16] as a simplified instantiation.

While the above result applies to partial fractions, it does not directly yield rates for XNet. Our
Theorem 3.2 provides the first constructive O(N−r) rate for single-layer XNet on real-analytic
functions f ∈ Cω(K) over compact domains K ⊂ Rd.

(5) New Result: High-Order Approximation of XNet. We now prove that a one-hidden-layer
neural network using Cauchy activations inherits the same approximation rate.
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Theorem 3.2 (High-Order Approximation of XNet). Let K ⊂ Rd be compact, and let f ∈ Cω(K)

be real analytic. Let Φ =
{

λ1x+λ2

x2+d2

}
be the Cauchy activation family. Then for any r > 0, there

exists a one-hidden-layer XNet function fN ∈ span(Φ) such that

∥f − fN∥C0(K) = O(N−r).

This is a new result: while Theorem 2 in [16] shows that XNet is universal, it does not quantify
convergence rate. Our theorem gives an explicit O(N−r) bound for real-analytic f .

Sketch. (1) Use the Cauchy approximation theorem to approximate any 1D analytic function with
rate O(N−r); (2) Represent multivariate polynomials using (w⊤x)k, reducing to the 1D case; (3)
Approximate f by polynomials, then apply Step (2). See Appendix A.5 for details.

Remark 3.3. While our theorem assumes f ∈ Cω(K) (real-analytic), empirical results (Section
4.1.1) show XNet performs well even on discontinuous functions like the Heaviside step. This aligns
with classical results on rational approximation to non-smooth functions (e.g., [20, 24] for |x|α),
which demonstrate near-exponential rates. Extending our theoretical framework to broader function
classes is an important direction for future work.

(6) Neuron Efficiency at Arbitrary Approximation Orders. We show that one-hidden-layer XNet
achieves convergence rates of O(N−r) for any desired order r > 0. To achieve an approximation
error of ϵ, the number of required neurons satisfies:

N = O
(
ϵ−1/r

)
, ∀r > 0.

This tunable convergence order distinguishes XNet from classical architectures: ReLU MLPs are
fixed at r = 1/d [1], while spline-based KANs are limited by spline degree k, i.e., r ≤ k.

In contrast, XNet leverages the analytic structure of the Cauchy basis to achieve flexible, localized,
and high-precision approximation with fewer neurons. This result is particularly beneficial for smooth,
high-dimensional, or irregular targets. A complete derivation of these scaling laws is provided in
Appendix A.6.

Table 2: Theoretical comparison of approximation rate and neuron complexity.

Architecture Approx. Rate Neurons for Error ϵ Adjustable Order r? Depth Requirement

ReLU MLP O(N−1/d) O(ϵ−d) ✗ (fixed) Deep
KAN (Spline) O(N−k) O(ϵ−1/k) ✗ (limited by k) Moderate
XNet (Ours) O(N−r) O(ϵ−1/r) ✓ (Any r > 0) Single-layer

Remark 3.4. The ability to tune the approximation order arbitrarily via r is a direct consequence
of the Cauchy approximation theorem [16], which guarantees exponential convergence for analytic
functions.

This theoretical framework not only guarantees approximation efficiency, but also explains XNet’s
empirical strength in modeling irregular and high-dimensional scientific data.

4 Experimental Setup and Results

We evaluate XNet across three domains—function approximation, PDE solving, and reinforcement
learning—selected to assess different capabilities of neural architectures. These tasks respectively
test expressivity under discontinuities, accuracy in modeling physical operators, and generalization in
sequential decision-making.

This diversity highlights XNet’s key strengths: high-order approximation, compact design, and
efficient training. In all settings, we compare against MLP and KAN baselines under matched
parameter budgets and consistent training protocols.

5



4.1 Function Approximation Experiments

We evaluate the networks on four categories of functions with increasing complexity: a low-
dimensional discontinuous function, low-dimensional special functions, high-dimensional functions,
and a function with noise. The experimental comparison between XNet, B-spline, and KAN indicates
that XNet provides enhanced approximation capabilities. Except for the first function example and
the final task, all other examples are from the referenced article [19], with KAN settings matching
those from the original experiments. This ensures a fair comparison, demonstrating that XNet exhibits
strong approximation capabilities across various benchmarks.

4.1.1 Heaviside step function approximation

Dataset and Implementation Details. We evaluate discontinuous function approximation capabili-
ties using the Heaviside step function:

f(x) =

{
1, x > 0,

0, x ≤ 0.
(1)

An XNet architecture [1, 64, 1] and a KAN configuration [1, 1] with 200 grids were implemented.
Both models were trained using the Adam optimizer [12] under identical conditions.

Table 3: Heaviside function approximation comparison

Model Architecture MSE RMSE MAE
XNet [1,64,1] 8.99e-08 3.00e-04 1.91e-04
ReLU (shallow) [1,64,1] 2.05e-03 4.53e-02 8.82e-03
ReLU (deep) [1,64,64,1] 6.81e-05 8.25e-03 3.76e-04
KAN [1,1] (200 grids) 5.98e-04 2.45e-02 3.03e-03

Overall Performance. As shown in Figure 4, both B-Spline and KAN exhibit ”overshoot,” resulting
in local oscillations at discontinuities. While adjusting the grid can mitigate this phenomenon,
it introduces complexity in parameter tuning (see Table 9, Appendix B.2). In contrast, XNet
demonstrates superior performance, providing smoother transitions at discontinuities. In terms of
fitting accuracy in these regions, XNet outperforms KAN, with an MSE approximately 1000-fold
smaller (8.99e-08 versus 5.98e-04) as shown in Table 3. The mathematical foundation for XNet’s
advantages in discontinuous functions is provided in Section 3.2.

4.1.2 Approximation with special functions

Dataset and Implementation Details. We collect several special functions common in math and
physics, summarized in Table 4. For neural network architectures, we implemented consistent
parameter configurations following [19]. MLPs are configured with fixed widths of 5 or 100, with
depths varying across {2, 3, 4, 5, 6}. KANs maintain a fixed width of 5 with depths similarly swept
through {2, 3, 4, 5, 6}. XNet was constructed as a single-layer architecture with either 500 or 5000
basis functions.

Table 4: Special functions benchmark comparison with fixed XNet shape and extended test RMSEs.

Name scipy.special API Minimal KAN shape XNet shape Best KAN test RMSE MLP test RMSE XNet test RMSE
Jacobian elliptic functions ellipj(x, y) [2,2,1] [2,500,1] 1.33e−04 6.48e−04 4.03e−05

Incomplete elliptic integral of the first kind ellipkinc(x, y) [2,2,1,1] [2,500,1] 1.24e−04 5.52e−04 6.76e−05

Incomplete elliptic integral of the second kind ellipeinc(x, y) [2,2,1,1] [2,500,1] 8.26e−05 3.04e−04 5.60e−05

Bessel function of the first kind jv(x, y) [2,3,1,1,1] [2,500,1] 1.64e−03 5.52e−03 2.39e−04

Bessel function of the second kind yv(x, y) [2,2,2,1] [2,5000,1] 1.49e−05 3.45e−04 1.12e−05

Modified Bessel function of the first kind iv(x, y) [2,4,3,2,1,1] [2,500,1] 9.28e−03 1.07e−02 6.39e−05

Associated Legendre function (m = 0) lpmv(0, x, y) [2,2,1] [2,500,1] 5.25e−05 1.74e−02 4.01e−05

Associated Legendre function (m = 1) lpmv(1, x, y) [2,4,1] [2,500,1] 6.90e−04 1.50e−03 2.71e−04

Associated Legendre function (m = 2) lpmv(2, x, y) [2,3,2,1] [2,500,1] 2.26e−04 9.43e−04 7.44e−05

spherical harmonics (m = 1, n = 1) sph harm(1,1,x,y) [2,3,2,1] [2,500,1] 1.22e−04 6.70e−04 2.28e−05

spherical harmonics (m = 1, n = 2) sph harm(1,2,x,y) [2,2,1,1] [2,500,1] 1.50e−05 1.84e−03 7.78e−06

spherical harmonics (m = 2, n = 2) sph harm(2,2,x,y) [2,2,3,2,1] [2,500,1] 9.45e−05 6.21e−04 2.43e−05
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Overall Performance. As presented in Table 4, experiments demonstrate that XNet achieves
superior approximation accuracy on the special functions. Particularly noteworthy are XNet’s results
on complex functions such as spherical harmonics, where it achieves an RMSE of 7.78× 10−6 for
(m = 1, n = 2) compared to KAN’s 1.50 × 10−5 and MLP’s 1.84 × 10−3. For Bessel functions,
XNet similarly shows considerable improvement, with an RMSE of 2.39× 10−4 for the first kind
versus 1.64× 10−3 and 5.52× 10−3 for KAN and MLP respectively. These findings suggest that
XNet’s single-layer architecture effectively approximates special functions with high accuracy.

4.1.3 Approximation with high-dimensional functions

Dataset and Implementation Details. Following the benchmarks established in [19], we evaluated
two challenging functions: a 4-dimensional function exp

(
1
2

(
sin
(
π(x2

1 + x2
2)
)
+ x3x4

))
and a 100-

dimensional function exp( 1
100

∑100
i=1 sin

2(πxi

2 )). Each experiment utilized 8000 training points and
1000 test points. For the 4D function, KAN was configured as [4, 4, 2, 1] and XNet was implemented
with 5000 basis functions. For the 100D function, KAN was structured as [100, 1, 1] with XNet
maintaining the same configuration. XNet was optimized using the Adam algorithm, while KAN
is initialized with G = 3 grid points and trained with the LBFGS algorithm [18], progressively
increasing grid density through G = 3, 5, 10, 20, 50 every 200 steps.

Table 5: Performance comparison of XNet and KAN on 4D and 100D test functions

Function Model MSE RMSE MAE Time (s)

e
1
2 (sin(π(x2

1+x2
2))+x3x4) XNet [2, 5000, 1] 2.31e-06 1.52e-03 8.39e-04 78.18

KAN [4,2,2,1] 2.62e-03 5.11e-02 3.63e-02 143.10

e
1

100

∑100
i=1 sin2(πxi

2 ) XNet [2, 5000, 1] 6.85e-04 2.62e-02 2.09e-02 158.69
KAN [100, 1, 1] 6.59e-03 8.12e-02 6.46e-02 556.50

Overall Performance. The results presented in Table 5 indicate that XNet outperforms KAN across
both dimensionalities. For the 4D function, XNet achieves an MSE three orders of magnitude lower
than KAN while requiring approximately half the computation time. In the challenging 100D case,
XNet maintains nearly an order of magnitude better MSE while executing 3.5× faster than KAN.
Notably, XNet’s computational efficiency scales significantly better as dimensionality increases,
while achieving consistently higher accuracy across all evaluation metrics.

4.1.4 Functions with noise

Dataset and Implementation Details. To assess function approximation capabilities in noisy
environments, we examined a dynamic system governed by:

xi
5 = 0.1xi

0x
i
1 + 0.5 sin(xi

2x
i
3) + sin(xi

4) + µi,

where i = 1, 2, ..., n, with state transitions:

xi
0 = xi−1

1 , xi
1 = xi−1

2 , xi
2 = xi−1

3 , xi
4 = xi−1

5 .

Initial conditions x0
0, x

0
1, x

0
2, x

0
3, x

0
4 were sampled from [0, 0.2], with Gaussian noise µi ∼ N(0, σ2)

at three distinct levels: none (σ = 0), moderate (σ = 0.05), and high (σ = 0.1). We generated 300
sequential points, training models on the first 80% (noise-corrupted data) and evaluating prediction
performance on the remaining 20% (noise-free data). This experimental design evaluates each model’s
capability to extract underlying patterns despite noise in the training data. For this experiment, we
compared KAN [5, 64, 1] against XNet [5, 20, 1], both optimized using the Adam optimizer.

Overall Performance. Table 6 summarizes the comparative results. XNet outperforms KAN across
all metrics, particularly in noisy environments. In the noise-free scenario, XNet achieves an MSE of
4.7099 × 10−7, approximately 28× lower than that of KAN (1.3209 × 10−5). As noise increases,
XNet maintains its advantage, with 3.7× better MSE at moderate noise and 14.5× better at high noise.
Figures 8 and 9 provide visual evidence of XNet’s enhanced robustness to noise. Furthermore, XNet
achieves these performance improvements with fewer parameters and reduced training times. These
results indicate that XNet may be more suitable for real-world noisy datasets, while the KAN model
exhibits characteristics consistent with overfitting.
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Table 6: Performance comparison of KAN [5, 64, 1] and XNet [5, 20, 1] under different noise levels.

Noise Level Model MSE RMSE MAE Time (s)

0 KAN [5, 64, 1] 1.3209e-05 3.6344e-03 4.8311e-03 17.8863
XNet [5, 20, 1] 4.7099e-07 6.8629e-04 5.2943e-04 9.6502

0.05 KAN [5, 64, 1] 1.6784e-03 4.0968e-02 3.1549e-02 17.9535
XNet [5, 20, 1] 4.5109e-04 2.1239e-02 1.5797e-02 9.4391

0.1 KAN [5, 64, 1] 9.4653e-03 9.7290e-02 7.8063e-02 17.8863
XNet [5, 20, 1] 6.5517e-04 2.5596e-02 2.0233e-02 9.0296

Given its performance in function approximation tasks, both in terms of computational efficiency and
accuracy, experimental results suggest that XNet provides an efficient neural network architecture
with effective approximation capabilities. Building on this, in the following subsection, we apply
PINN, KAN, and XNet to approximate the value function of the Heat and Poisson equations.

4.2 PDE Solving Capability

Experimental Setup and Implementation Details. We selected the Heat equation as a benchmark
PDE problem:

∂u

∂t
= ν

∂2u

∂x2
, (x, t) ∈ [0, 1]× [0, 1], u(x, 0) = sin(πx), x ∈ [0, 1], u(0, t) = u(1, t) = 0, (2)

with known analytical solution u(x, t) = e−νπ2t sin(πx). Following the physics-informed neural
networks (PINNs) framework, we defined the loss function as

loss = α lossi + losso =
1

no

no∑
i=1

∣∣uθ(zi)− u(zi)
∣∣2 + α

1

ni

ni∑
i=1

∣∣uθ
t (zi)− νuθ

xx(zi)
∣∣2 , (3)

where ni = 2500 interior points and no = 150 boundary points were sampled uniformly, with
α = 0.1 serving as a weighting coefficient to balance the loss components.

We evaluate four network architectures within the PINN framework: a two-layer MLP [2, 20, 20, 1], a
single-layer KAN [2, 10, 1], and two XNet configurations with varying widths [2, 20, 1] and [2, 200, 1].

(a) MLP [2, 20, 20, 1] (b) KAN [2, 10, 1] (c) XNet [2, 20, 1] (d) XNet [2, 200, 1]

Figure 2: Performance comparison of different neural network architectures

Table 7: Comparison of XNet and KAN on the Heat equation.

Metric MSE RMSE MAE Time (s)

MLP [2,20,20,1] 2.4536e-05 4.9534e-03 3.8323e-03 43.8
XNet [2,20,1] 3.8936e-08 1.9732e-04 1.5602e-04 43.5
KAN [2,10,1] 1.5106e-07 3.8866e-04 2.9661e-04 254.6
XNet [2,200,1] 3.6867e-09 6.0718e-05 5.0027e-05 108.3

Overall Performance. Table 7 quantitatively compares the performance of MLP, XNet, and KAN
architectures on the heat equation task. Across all evaluated metrics, XNet consistently achieves
superior accuracy and computational efficiency. The [2,200,1] XNet configuration achieves the
lowest error, with an MSE of 3.69 × 10−9—approximately two orders of magnitude lower than
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KAN (1.51 × 10−7)—while also requiring less than half the training time (108.3s vs. 254.6s).
Even with a more compact architecture ([2,20,1]), XNet outperforms KAN, showing a threefold
lower MSE and completing training more than five times faster. In comparison, the standard MLP
([2,20,20,1]) produces higher errors across all metrics, highlighting the limitations of conventional
architectures for PDE approximation. These results demonstrate XNet’s effectiveness in capturing
the underlying structure of PDE solutions, suggesting its promise as a compact and efficient model
reduction framework.

Additionally, we evaluated physics-informed machine learning models based on MLP, KAN, and
XNet architectures for solving the 2D Poisson equation (detailed results in Appendix B.6). The XNet
[2,200,1] configuration outperforms KAN [2,10,1] in both accuracy and computational efficiency,
while achieving approximately 20, 000× better precision compared to the standard PINN [2,20,20,1]
architecture.

4.3 Reinforcement Learning Applications

Experimental Setup and Implementation Details. We evaluated XNet, KAN, and MLP architec-
tures as function approximators within the Proximal Policy Optimization (PPO) framework on two
continuous control tasks from the DeepMind Control Suite: HalfCheetah-v4 and Swimmer-v4.

Proximal Policy Optimization (PPO) optimizes the stochastic policy πθ by employing a clipped
surrogate objective function to ensure stable policy updates:

LPPO(θ) = Et

[
min

(
rt(θ)Ât, clip(rt(θ), 1− ϵ, 1 + ϵ)Ât

)]
, (4)

where rt(θ) represents the policy ratio and ϵ is a clipping parameter (configured at 0.2). This objective
function is combined with a value function loss and entropy regularization to balance exploration and
exploitation.

Table 8 summarizes the network configurations used in our experiments. The MLP baseline uses
two hidden layers with 64 units each for both actor and critic networks. The KAN implementation
employs spline functions with order k = 2 and grid size g = 3, chosen based on preliminary
work [11]. The XNet configuration utilizes 64 basis functions to maintain parameter count parity
with the MLP architecture for fair comparison. All models were trained using the Adam optimizer,
implementing identical hyperparameters across architectures to isolate the effects of the function
approximator choice.

Table 8: Network configurations for reinforcement learning tasks.

Model Configuration
MLP Two hidden layers with 64 units each
KAN Order k = 2, grid size g = 3
XNet 64 basis functions

Overall Performance. Figure 3 summarize the results of the three models on the two tasks. XNet
consistently outperforms MLP and KAN in both environments, achieving the highest rewards and
faster convergence. In HalfCheetah-v4 environment, XNet improves the reward by 64% compared to
KAN and 142% compared to MLP. In Swimmer-v4 environment, XNet achieves reward improvements
of 47% over MLP and 28% over KAN.

Theoretical Analysis of XNet’s Advantage. XNet’s performance in reinforcement learning stems
from its Cauchy kernel activation, which provides three key benefits:

1. Localized response with fast decay: Cauchy activations enable sharper adaptation to localized
patterns in policy and value functions—particularly effective in continuous control tasks with abrupt
transitions.

2. High-order approximation capability: As shown in Theorem, XNet supports arbitrarily high-
order convergence for analytic targets, yielding more precise representations than MLPs or KANs.

3. Reduced parameter complexity: XNet achieves strong performance with fewer parameters due
to its expressive basis functions, leading to faster convergence in reinforcement learning.
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(a) HalfCheetah-v4 (b) Swimmer-v4

Figure 3: Reward comparison for PPO training across environments. XNet significantly outperforms
both KAN and MLP in final performance after 1M training steps: In HalfCheetah-v4, XNet achieves
3298.52, compared to KAN (2010.52) and MLP (1358.49). In Swimmer-v4, XNet reaches 100.38,
while KAN and MLP attain 43.25 and 68.08 respectively.

These properties align well with the demands of policy gradient methods like PPO, where accurate
approximation of both policy πθ(a|s) and value function V (s) is crucial. Figure 3 empirically
confirms these advantages.

5 Conclusion and Outlook

Our results suggest that neural expressivity need not come from depth alone. XNet, built on principled
analytic activation functions, achieves high-order approximation with only a single layer—offering
both theoretical rigor and empirical power.

This design unlocks a new perspective for compact and interpretable architectures, particularly in
scientific and symbolic domains. Its ability to approximate discontinuous functions, solve PDEs
efficiently, and improve sample efficiency in RL agents makes it a promising candidate for hybrid
symbolic-numeric solvers and real-time control systems.

In future work, we plan to integrate XNet into multi-scale or Transformer-style models, extend it to
generative and multi-modal learning, and explore its role in operator learning and symbolic program
induction.
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A Theoretical Foundations

A.1 Computational Efficiency Analysis

FLOP Comparison: The Cauchy activation ϕ(x) = λ1x+λ2

x2+d2 introduces 2-3× more FLOPs per
activation compared to ReLU, but remains significantly lighter than spline-based KANs.

Time-to-Solution: Despite higher per-activation cost, XNet achieves faster convergence. For example,
on the Heat equation (Table 7), XNet [2,200,1] reaches target accuracy in 108s vs KAN’s 254s,
demonstrating that expressivity gains outweigh computational overhead.

Scalability: For Transformer architectures, Cauchy maintains O(n) complexity where n is sequence
length, adding only a constant factor increase in FLOPs.

A.2 Approximation Efficiency

We recall the classical approximation rate result from Cauchy kernel expansions. If f ∈ Cp(K), then
for any p > 0, there exists a rational function fN composed of N Cauchy basis functions such that:

∥f − fN∥∞ ≤ C(p)N−p,

where C(p) depends on the smoothness of f and the domain geometry.

To achieve error at most ϵ, we require:

N = O
(
ϵ−1/p

)
.

In contrast, ReLU networks yield O(N−1/d) for d-dimensional f , and KANs offer O(N−k) bounded
by spline degree k. Thus, XNet provides tunable convergence rates with fewer neurons for smooth
targets.

A.3 Localization and Adaptivity

The activation function:
ϕ(x) =

λ1x+ λ2

x2 + d2

satisfies:

lim
|x|→∞

ϕ(x) = 0, ϕ′(x) =
λ1(x

2 + d2)− 2x(λ1x+ λ2)

(x2 + d2)2
.

For localized representation centered at µi, we define:

ϕi(x) =
λ1,i(x− µi) + λ2,i

(x− µi)2 + d2i
.

This enables each neuron to adapt to regions of discontinuity or local variation. Unlike B-splines,
XNet does not require explicit partitioning or fixed grid support.

A.4 Matrix Conditioning and Derivative Properties

Matrix Conditioning: The kernel matrix A with entries Aij = ϕi(xj) is dense. Using Gershgorin’s
theorem:

|λ−Aii| ≤
∑
j ̸=i

|Aij | ,

the condition number scales as κ(A) = O(N) in general, potentially requiring preconditioning for
large N . B-spline matrices are sparse and banded with κ(A) = O(1).
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Derivative Computation: For efficient optimization, we compute:

dn

d(d2)n

(
1

x2 + d2

)
= (−1)n

(n− 1)!

(x2 + d2)n+1
.

Cauchy activations are fully differentiable with respect to d2, enabling second-order or adaptive
methods.

A.5 Proof of High-Order Approximation

Theorem 3.2 (High-Order Approximation of XNet). Let K ⊂ Rd be compact, and let f ∈ Cω(K)

be real analytic. Let Φ =
{

λ1x+λ2

x2+d2

}
be the Cauchy activation family. Then for any r > 0, there

exists a one-hidden-layer XNet function fN ∈ span(Φ) such that

∥f − fN∥C0(K) = O(N−r).

Proof. We now establish the high-order approximation capability of XNet in the uniform norm
C0(K) for any compact set K ⊂ Rd. The proof is divided into three steps: we begin in the
one-dimensional real setting, then extend to high-dimensional polynomials using a classical lifting
theorem, and finally conclude by composing the approximations.

Step 1: One-dimensional high-order approximation via the Cauchy approximation theorem.

Let I = [−1, 1] ⊂ R, and let f ∈ Cω(I) be any real-analytic function on the interval. By the
one-dimensional Cauchy approximation theorem (a special case of Theorem 1 in [16]), for any ε > 0,∥∥∥f(x)−∑M

k=1
λk

ξk−x

∥∥∥
C0(I)

< ε, i.e., we have gM (x) =
∑M

k=1 ϕk(x):

∥f − gM∥C0(I) = O(M−r) for any r > 0.

Step 2: Multivariate polynomial approximation by Cauchy activations (XNet)

Let K ⊂ Rd be a compact set, and let Pn(Rd) denote the set of all real multivariate polynomials of
total degree at most n.

We refer to the General Approximation Theorem in [16]. If the one-dimensional function ϕ(x) can
approximate all monomials xk with arbitrarily high-order accuracy in the C0 norm, then for any
fixed w ∈ Rd, the functions ϕ(w⊤x + b) can approximate (w⊤x)k with the same rate. Since any
multivariate monomial xα =

∏d
j=1(x

j)αj can be written as a linear combination of such functions
(as shown in [16]), it follows that Cauchy activations of the form ϕ(w⊤x+ b) can approximate xα

with arbitrarily high-order convergence in C0(K).

Step 3: High-order approximation of analytic functions via XNet

Let f ∈ Cω(K) be a real analytic function on a compact domain K ⊂ Rd. By classical approximation
theory (e.g., Bernstein, Mhaskar), there exists a sequence of multivariate polynomials {pn(x)} ⊂
Pn(Rd) such that

∥f − pn∥C0(K) = O(n−r) for any r > 0.

From Step 2, each polynomial pn can be approximated by a function gM in the XNet class:

gM (x) =

M∑
i=1

ai · ϕ(w⊤
i x+ bi),

with
∥pn − gM∥C0(K) = O(M−s) for any s > 0.

Applying the triangle inequality, we obtain:

∥f − gM∥C0(K) ≤ ∥f − pn∥C0(K) + ∥pn − gM∥C0(K) = O(n−r) +O(M−s).

By choosing M = n, we deduce:

∥f − gM∥C0(K) = O(M−k) for any k > 0.
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Conclusion:

Let ϕ(x) = λ1x+λ2

x2+d2 , and define the single-layer neural network class (XNet) as

XM :=

{
x 7→

M∑
i=1

ai · ϕ(w⊤
i x+ bi)

}
.

Then for any compact set K ⊂ Rd, and any function f ∈ Cω(K), there exists gM ∈ XM such that

∥f − gM∥C0(K) = O(M−k) for any k > 0.

That is, XNet achieves arbitrarily high-order approximation accuracy for real analytic functions in
the uniform norm.

A.6 Neuron Efficiency under Arbitrary Approximation Orders

The table in Section 3.2 summarizes how different architectures compare in terms of neurons required
to reach a desired approximation error ϵ. Here, we provide the derivation behind the scaling laws.

XNet. From Theorem 3.2, we have

∥f − fN∥ ≤ CN−r ⇒ N = O(ϵ−1/r).

This result holds for arbitrary r > 0, assuming f ∈ Ck(K) and sufficient smoothness.

ReLU MLP. For classical ReLU networks [1], the best known approximation rate is:

∥f − fN∥ ≤ CN−1/d ⇒ N = O(ϵ−d),

which reflects the curse of dimensionality.

KAN. For B-spline-based KANs [19], convergence is limited by the spline degree k:

∥f − fN∥ ≤ CN−k ⇒ N = O(ϵ−1/k),

and the degree k is typically small (e.g., k = 3), fixed by construction.

Summary. These derivations support the theoretical table in Section 3.2, confirming that XNet
allows flexible approximation with significantly fewer neurons under high-order settings.

B Experimental Details

B.1 Implementation Environment

The numerical experiments presented below were performed in Python using the Tensorflow-CPU
processor on a Dell computer equipped with a 3.00 Gigahertz (GHz) Intel Core i9-13900KF. When
detailing grids ans k for KAN models, we always use values provided by respective authors (Kan).

B.2 One-Dimensional Discontinuous FUNCTION APPROXIMATION

Figure 4 provides visualizations of approximation results for the Heaviside function, highlighting the
characteristic ”overshoot” phenomenon in B-spline and KAN methods near the discontinuity, which
XNet successfully avoids.

Table 9 presents an extensive comparison of various KAN configurations, showing that even with
deeper architectures ([1,3,1]), KAN cannot match XNet’s approximation accuracy for discontinuous
functions. The B-spline results further demonstrate that increasing the spline degree k from 3 to 10
yields only marginal improvements, while XNet provides orders of magnitude better approximation
with its single-layer architecture.
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Table 9: KAN reference
[1,1]KAN [1,3,1]KAN

k,G MSE RMSE MAE MSE RMSE MAE

k=3, G=3 2.20E-02 1.48E-01 9.89E-02 3.50E-04 1.87E-02 5.56E-03
k=3, G=10 1.22E-02 1.10E-01 5.91E-02 1.84E-04 1.36E-02 2.54E-03
k=3, G=50 2.44E-03 4.94E-02 1.22E-02 4.28E-05 6.55E-03 2.71E-03

k=3, G=200 5.98E-04 2.45E-02 3.03E-03 3.79E-04 1.95E-02 1.24E-02

(a) (b)

(c) (d)

Figure 4: Heaviside step function approximation comparison: (a) XNet, with 64 basis functions. (b)
KAN [1,1], with k = 3, grid = 200. (c) B-Spline, with k = 3. (d) KAN [1,1], with k = 3.

Table 10: B-Spline Performance metrics comparison for different G and K values. reference

B-Spline
k, G MSE RMSE MAE

k=50, G=200 5.8477e-01 7.6470e-01 6.1076e-01
k=3, G=10 9.2871e-03 9.6369e-02 4.7923e-02
k=3, G=50 2.3252e-03 4.8221e-02 1.2255e-02

k=10, G=50 1.9881e-03 4.4588e-02 1.0879e-02
k=3, G=200 1.1252e-03 3.3544e-02 4.4737e-03

k=10, G=200 1.1029e-03 3.3210e-02 5.1904e-03

Figure 5: exp
(
1
2

(
sin
(
π(x2

1 + x2
2)
)
+ x3x4

))
Figure 6: exp( 1

100

∑100
i=1 sin

2(πxi

2 ))

B.3 High-Dimensional Continuous FUNCTION APPROXIMATION

Figure 5 and 6 show the training loss curves for both XNet and KAN on the 4D and 100D test
functions.

Figure 7 shows XNet’s performance with varying numbers of Cauchy basis functions. Performance
improves consistently with increasing width, confirming the theoretical scaling laws.
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(a) (b)

Figure 7: Performance of XNet on approximating different functions with varying numbers of
parameters: (a) exp

(
1
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)
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))
; and (b) exp

(
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100

∑100
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2
(
πxi

2

))
.

B.4 Function Approximation with noise

(a) Noise = 0 (b) Noise = 0.05 (c) Noise = 0.1

Figure 8: Function fitting tested on datasets with different noise levels: (a) Noise = 0, (b) Noise =
0.05, and (c) Noise = 0.1. Blue lines represent the noise-free ground truth function, while red dots
represent the noisy training samples.

KAN (Noise = 0) KAN (Noise = 0.05) KAN (Noise = 0.1)

XNet (Noise = 0) XNet (Noise = 0.05) XNet (Noise = 0.1)

Figure 9: Comparison of the performance of KAN and XNet under different noise levels. Blue
lines represent ground truth, while red lines show predictions. Note that XNet better captures the
underlying pattern even at high noise levels, while KAN shows signs of overfitting.
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Figures 8 and 9 provide a detailed comparison of how XNet and KAN handle increasing noise levels.
XNet significantly outperforms KAN across all noise levels, with the advantage becoming more
pronounced as noise increases. This confirms XNet’s theoretical noise robustness through adaptive
localization. At the highest noise level, XNet achieves 14.5× lower MSE than KAN while requiring
only half the training time.

B.5 Heat equation

For solving the Heat equation under the framework of PINN, the loss function plots of various models
(see Figure 10).

Figure 10: Comparison of KAN, PINN and XNet approximations on PDE loss.

B.6 Poisson equation

Task Description. We aim to solve a 2D Poisson equation ∇2v(x, y) = f(x, y), f(x, y) =
−2π2sin(πx)sin(πy), with boundary condition v(−1, y) = v(1, y) = v(x,−1) = v(x, 1) = 0. The
ground truth solution is v(x, y) = sin(πx)sin(πy). We use the framework of physics-informed
neural networks (PINNs) to solve this PDE, with the loss function given by

losspde = αlossi + lossb

:= α
1

ni

ni∑
i=1

|vxx(zi) + vyy(zi)− f(zi)|2 +
1

nb

nb∑
i=1

v2 ,
(5)

where we use lossito denote the interior loss, discretized and evaluated by a uniform sampling of
ni points zi = (xi, yi) inside the domain, and similarly we use lossb to denote the boundary loss,
discretized and evaluated by a uniform sampling of nb points on the boundary. α = 0.1 is the
hyperparameter balancing the effect of the two terms.

Model Configurations. We evaluate four network architectures within the PINN framework: a two-
layer MLP [2, 20, 20, 1], a single-layer KAN [2, 10, 1], and two XNet configurations with different
widths [2, 20, 1] and [2, 200, 1].

Figure 11: PINN and KAN Performance

Table 11: Comparison of XNet and KAN on the Poisson equation.
Metric MSE RMSE MAE Time (s)

PINN [2,20,20,1] 1.7998e-05 4.2424e-03 2.3300e-03 48.9
XNet (20) 1.8651e-08 1.3657e-04 1.0511e-04 57.2

KAN [2,10,1] 5.7430e-08 2.3965e-04 1.8450e-04 286.3
XNet (200) 1.0937e-09 3.3071e-05 2.1711e-05 154.8

17



Figure 12: XNet Performance

Figure 13: Comparison of KAN, PINN and XNet on PDE loss. XNet shows smoother and faster
convergence, with significantly lower final loss values than other methods.

Comparative Results. XNet-200 achieves approximately 53× lower MSE than KAN while requir-
ing only 54% of the computational time. The more compact XNet-20 still outperforms KAN with 3×
better accuracy and 5× faster training. Therefore we speculate that the XNet might have the potential
of serving as a good neural network representation for model reduction of PDEs. In general, KANs
and PINNs are good at representing different function classes of PDE solutions, which needs detailed
future study to understand their respective boundaries.

B.7 Benchmarking Study of different activation functions

This survey is compared with the existing survey/performance analysis and the experimental perfor-
mance analysis of selected activation functions is performed over text data. The German to English
translation is used to test the performance of the activation functions over text data. Benchmark
Seq2Seq model consisting of a Long Short Term Memory (LSTM) based autoencoder network is
used for the experiment. The model and dataset are downloaded from Kaggle2 3.

Table 12: Experimental results for German to English language translation tasks.
Activations Bleu Score Activations Bleu Score
Cauchy 21.47± 0.67 Swish 19.51± 0.97
Sigmoid 14.59± 0.47 ABReLU 17.55± 0.63
Tanh 20.93± 0.91 LiSHT 20.39± 0.93
Elliott 14.49± 0.96 SRS 20.66± 0.78
ReLU 18.88± 0.86 Mish 19.56± 1.15
LReLU 18.89± 0.82 PAU 20.11± 1.24
PReLU 20.04± 0.98 Softplus 16.78± 0.84
ELU 19.40± 1.33 CELU 18.71± 0.55
SELU 20.85± 0.64 GELU 18.75± 1.83
SIRENs 20.27± 0.85 SiLU 18.61± 0.72

Building upon the experiments conducted by Dubey et al. [6], we performed further updates and
evaluations to assess the performance of different activation functions in language translation tasks.
In these experiments, activation functions were applied to the feature embeddings immediately before
the dropout layer. The training configuration included 50 epochs, a learning rate of 0.001, and a batch
size of 256. Both the encoder and decoder had an embedding size of 300, with a dropout factor of 0.5.
The Adam optimizer was employed, and training was conducted using cross-entropy loss. The Bleu
score [21] with 4-gram evaluation was used as the metric for translation quality, with the mean and
standard deviation of Bleu scores over five trials reported for each activation function. The results,

3https://www.kaggle.com/datasets/parthplc/translatedtext
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summarized in Table 12, indicate that the Cauchy activation function consistently outperformed
traditional activation functions such as Sigmoid, Tanh, and ReLU, achieving higher Bleu scores. This
suggests that the Cauchy activation function is particularly well-suited for language translation tasks,
as it enhances feature representation quality and demonstrates greater stability across training trials.

19



NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While ”[Yes] ” is generally preferable to ”[No] ”, it is perfectly acceptable to answer ”[No] ”
provided a proper justification is given (e.g., ”error bars are not reported because it would be too
computationally expensive” or ”we were unable to find the license for the dataset we used”). In
general, answering ”[No] ” or ”[NA] ” is not grounds for rejection. While the questions are phrased
in a binary way, we acknowledge that the true answer is often more nuanced, so please just use your
best judgment and write a justification to elaborate. All supporting evidence can appear either in the
main paper or the supplemental material, provided in appendix. If you answer [Yes] to a question, in
the justification please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist”,
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly state our paper’s contributions: theoreti-
cally proving XNet achieves higher-order approximation rates than MLPs and KANs, and
empirically demonstrating XNet’s superior performance across function approximation, PDE
solving, and reinforcement learning with PPO. All claims are supported by mathematical
proofs in Section 3 and experimental results in Section 4.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
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Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: In Section Conclusion and Outlook, we acknowledge limitations of our current
work and outline areas for future research, including extending XNet to transformer-style
architectures, multi-modal tasks, and deepening theoretical analysis for high-dimensional
regimes.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Our paper provides complete mathematical foundations in Section 3, with all
assumptions clearly stated. Theorem 3.2 presents our main theoretical result with a proof
sketch, and the complete proof is provided in Appendix A.5.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
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Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Section 4 provides detailed experimental setups for all three domains (function
approximation, PDE solving, and reinforcement learning). We specify model architectures,
hyperparameters, and training protocols. For each benchmark, we include specific function
definitions, data generation procedures, and evaluation metrics to enable reproducibility.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: While we describe our experiments in sufficient detail to be reproducible, we
have not yet released the code publicly but plan to do so upon paper acceptance to ensure
anonymity during the review process.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
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including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All experimental settings are thoroughly documented in their respective sec-
tions, with specific hyperparameters, network configurations, and optimization procedures
detailed in each experimental subsection and supplementary tables.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Our paper reports appropriate statistical measures for all experiments. Tables
1-4 include MSE, RMSE, and MAE metrics across all comparative experiments. For
reinforcement learning experiments in Section 4.3, we plot learning curves with standard
deviation bands across 5 runs to show variability.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.
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• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Our experimental setup is detailed in Appendix B, where we specify that
all experiments were conducted using Tensorflow-CPU on a Dell computer with a 3.00
GHz Intel Core i9-13900KF processor. Section 4 also reports execution times for each
experiment, enabling readers to gauge computational requirements for reproduction.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research fully complies with the NeurIPS Code of Ethics. We have
carefully reviewed the guidelines and ensured our work respects intellectual property by
properly citing all prior work, particularly KAN and XNet approaches. These methods pose
no risks to privacy, security, or discrimination concerns as defined in the ethics guidelines.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: In Conclusion and Outlook, we discuss both positive impacts (improved
efficiency in scientific computing, reduced computational resources for high-precision tasks,
interpretability improvements) and potential concerns (limitations in very high-dimensional
settings). We emphasize XNet’s potential for widespread applications through improved
efficiency and reduced computational demands compared to deep learning methods.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our work presents a mathematical framework and neural architecture that
poses no inherent risks for misuse. XNet does not involve scraped datasets, language
models, or image generators that would require special safeguards against potential harmful
applications.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All external assets used in our experiments are properly cited with appropriate
attribution. We reference the original KAN paper (Liu et al., 2024) when comparing to their
method, and clearly cite all benchmark datasets and environments used in our experiments.
The DeepMind Control Suite environments used in Section 4.3 are credited with proper
citation to their original authors.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We release an anonymous implementation of XNet and associated experiments.
Documentation includes training setup, model hyperparameters, and evaluation protocols.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our research does not involve human subjects or crowdsourcing. All experi-
ments were conducted using computational methods and standard benchmark datasets.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our research does not involve human subjects, and therefore no IRB approval
was required.
Guidelines:
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Our research does not involve LLMs as components of our core method.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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