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ABSTRACT

Scaling up test-time compute, by generating multiple independent solutions and
selecting or aggregating among them, has become a central paradigm for improv-
ing large language models (LLMs) on challenging reasoning tasks. While most
prior work relies on simple majority voting or reward model ranking to aggregate
solutions, these approaches may only yield limited benefits. In this work, we pro-
pose to learn aggregation as an explicit reasoning skill: given a set of candidate
solutions, we train an aggregator model to review, reconcile, and synthesize a final,
correct answer using reinforcement learning from verifiable rewards. A key ingre-
dient is careful balancing of easy and hard training examples, allowing the model
to learn both to recover minority-but-correct answers as well as easy majority-
correct answers. Empirically, we find our method, AGGLM, outperforms both
strong rule-based and reward-model baselines, across multiple benchmarks. Fur-
thermore, it generalizes effectively to solutions from differing models, including
stronger ones than contained in the training data, all while requiring substantially
fewer tokens than majority voting with larger numbers of solutions.

1 INTRODUCTION

Scaling up test-time compute, by producing longer intermediate thoughts and/or selection or aggre-
gation over multiple generated samples, has become a predominant way to improve large language
models (LLMs) on challenging reasoning tasks (Wei et al., 2022; Wang et al., 2023; Brown et al.,
2024). These strategies trade additional inference-time computation for higher accuracy, and have
yielded state-of-the-art results across mathematics, code generation, and scientific problem solving
(Jaech et al., 2024; Guo et al., 2025).

Making use of multiple independent solutions has the advantage of parallel computation, but leaves
open the central design choice of how to aggregate answers. Standard practice is to either apply ma-
jority voting over the sampled solutions, or weighted majority voting, optionally guided by reward
models or verifiers to select among candidates (Wang et al., 2023; Brown et al., 2024; Wu et al.,
2025). However, majority-based aggregation can overlook valuable minority solutions: correct an-
swers are sometimes assigned low probability under the model due to modeling errors (Stahlberg &
Byrne, 2019; Stahlberg et al., 2022). Hence, simply maximizing model score, or picking the most
frequent output, will not yield the optimal result (Fu et al., 2025). Furthermore, these methods leave
unexploited the partial correctness that can exist within otherwise incorrect thought traces, missing
opportunities to combine correct steps from different candidates to produce a fully correct solution.

This paper proposes AGGLM, a method that instead learns to use reasoning to combine thoughts
produced by multiple generations computed in parallel. AGGLM is simple: (i) sample multiple
solutions from an LLM; (ii) pass these solutions back to an LLM with an aggregation instruction
that asks it to synthesize a final answer by reconciling, correcting, and combining the intermediate
reasoning steps. We then train a reasoning model to perform this aggregation using reinforcement
learning from verifiable rewards (RLVR). This turns aggregation itself into a learned reasoning skill
rather than a fixed heuristic. Our approach is summarized in Figure 1.

We evaluate our method on four popular math competition datasets from MathArena (Balunović
et al., 2025): AIME24, AIME25, HMMT24, and HMMT25. When aggregating solutions from
Qwen3-1.7B, which achieves 35% accuracy on AIME25, our trained aggregator AggLM-1.7B raises
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Figure 1: AGGLM: given a task and sampled LLM solutions as input, AGGLM uses reasoning
to review, reconcile, and synthesize a final aggregated solution which is typically superior to the
original solutions. As AGGLM’s output can be evaluated and assigned verifiable rewards it can be
trained by reinforcement learning (RLVR). The models LLM and AGGLM can either be the same
LLM with shared parameters, or two separately trained models, e.g. of different size.

performance to 50%, improving over majority voting that is 45%. Across all four datasets, AggLM-
1.7B consistently outperforms rule-based aggregation methods such as majority voting, as well as
strong reward-model selection baselines that have 72B parameters. Furthermore, AggLM-1.7B gen-
eralizes robustly: it remains the top performer when aggregating solutions from stronger models
like Qwen3-8B or from non-thinking mode. Ablation studies show that balancing easy and hard
examples in the AGGLM training mixture is critical for achieving strong results, and that our gains
over majority voting are particularly substantial when the majority answer set is small in size; that
is, when candidate solutions are more diverse. Finally, AggLM-1.7B is substantially more token-
efficient than generating a larger number of solutions for majority voting, delivering both higher
accuracy and lower inference costs compared to standard aggregation strategies.

2 RELATED WORK

Rule-Based Voting A common way to combine multiple LLM solutions is to apply simple, rule-
based voting. Self-consistent decoding (Wang et al., 2023; Brown et al., 2024) draws many chain-
of-thought trajectories and returns the answer that appears most frequently. Variants adapt the voting
procedure in lightweight ways, such as dynamically choosing the number of samples or using heuris-
tic filters (Aggarwal et al., 2023; Xue et al., 2023; Huang et al., 2024; Knappe et al., 2024). While
this strategy often yields reliable gains, it fails when correct solutions exist but are confined to mi-
nority modes, causing majority voting to amplify errors rather than surface the correct answer. In
this work we analyze when that issue occurs, and show how our approach remedies this failing.

Model-Based Selection and Aggregation Moving beyond pure counting, recent approaches use
models to evaluate or re-rank answer candidates. Broadly, model-based aggregation either (i) trains
a separate scorer to select candidates or (ii) prompts the LLM to compare and consolidate them.
For selection, a reward model assigns a scalar score to each candidate, and the top-scoring answer
is chosen (Yang et al., 2024; Liu et al., 2024). This recombines frequency with a learned notion of
quality, but it sometimes introduces more regression errors than improvements. Recent work also
leverages the language model itself as a generative aggregator. Universal Self-Consistency (USC)
(Chen et al., 2024; Qi et al., 2025) prompts the model to examine all sampled solutions and choose
the most coherent one.

Our approach is closest in spirit to these methods, but differs in that we explicitly train a reasoning-
focused aggregator with reinforcement learning to synthesize a final solution, rather than relying
solely on prompting. Concurrent with our work, Qi et al. (2025) propose a learned Sample Set
Aggregator (SSA) that consumes concatenated samples and generates a final answer, while also
training the aggregator via reinforcement learning. Empirically, Qi et al. (2025) report modest gains
in their settings, suggesting that additional ingredients such as using reasoning-oriented base mod-
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els and carefully balancing the training mixture are important for unlocking stronger aggregation
performance. We show in our ablations that, in our setting, the latter is the case.

3 AGGLM

Our goal is to train an aggregation language model that, given a problem and a set of candidate
solutions produced by an LLM, synthesizes a final solution. As we use training data consisting of
tasks with verifiable solutions, we can train our aggregation model, AGGLM, with reinforcement
learning from verifiable rewards (RLVR). Training aims to learn two complementary behaviors:
(a) selection that identifies and adopts the correct candidate when it already appears in the set;
and (b) synthesis that detects mistakes, fills gaps, or combines complementary partial ideas across
candidates to produce a new, correct solution that did not appear verbatim in the set. Successful RL
training can enable the model to learn how and when to employ these skills.

Problem Formulation Let x be a given problem and y⋆ its ground-truth solution. We consider
two models: (i) a solution model pθ(y | x) that generates a solution y; and (ii) an aggregation
model pϕ(ỹ | x, y1:m) that reads the problem together with a set of m candidate solutions y1:m =
(y1, . . . , ym) and outputs an aggregated solution ỹ. Given a problem x, the solution model samples
m candidate solutions independently:

yi ∼ pθ(y | x), i ∈ 1, . . . ,m

Then, the aggregation model produces an aggregated solution:

ỹ ∼ pϕ(y | x, y1:m)

The parameters θ and ϕ may correspond to the same underlying LLM or to different models. This
work focuses on training strong aggregation models; in our main experiments, the solution model
pθ is treated as an off-the-shelf generator and is kept fixed, making it easier to draw experimental
conclusions when comparing against baselines. However, we also report results where the model
parameters are shared in a single model, which as we will see we find to give similar performance.

Training Data Let D = {(x, y⋆)}n be a collection of problems with ground-truth solutions. For
each x we draw s·m solutions from pθ and group them into s sets of size m, yielding an aggregation-
training corpus

D′ = {x, y1:m, y⋆}s·n.

We note that increasing s introduces more diversity in the answer combinations the aggregation
model sees for each x, which could potentially improve generalization ability. We define the ma-
jority answer as the most frequent answer. An example is considered hard if the majority answer
in y1:m is wrong, and easy otherwise. Constructing D′ from existing data sources D may lead to
many easy examples, where most generated solutions for a problem are correct. This can under-train
the model’s ability to recover minority-but-correct answers, whereas training only on hard groups
makes rewards sparse. We therefore construct the final training mixture by taking all hard exam-
ples and mixing in p% of easy examples, producing a balanced dataset that preserves realism while
emphasizing challenging cases.

Training We optimize the aggregation policy pϕ(ỹ | x, y1:m) with Group-Relative Policy Optimiza-
tion (GRPO) (Shao et al., 2024). For each training example, the aggregator produces ỹ and receives
a reward r(ỹ) = 1

[
ỹ = y⋆

]
. We apply the standard GRPO update using this binary reward.

4 EXPERIMENTAL SETUP

4.1 TRAINING

Following our proposed method, we train a 1.7B model that we refer to as AggLM-1.7B. Specif-
ically, we initialize the aggregation model from Qwen3-1.7B (Yang et al., 2025) and train it on
DeepScaler(Luo et al., 2025), a collection of around 40 thousand math problems with ground-truth
solutions. To construct D′, we sample a total of 128 independent solutions with temperature 1.5
from Qwen3-1.7B in the thinking mode, dividing into 16 sets of 8 solutions. To obtain the data mix-
ture, we set p = 50%, resulting in 446,220 training examples. We train for one epoch, with a batch
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Given the following problem:
{problem}
and these solution attempts:
{solutions}
It is possible that any, all, or none of these solutions are correct or complete. Carefully
review the provided solutions, using them as starting points—correcting mistakes, filling in
gaps, and/or combining useful ideas—to produce a final, comprehensive, and correct solution
to the problem.

Figure 2: AGGLM prompt template to instruct the LLM to aggregate solutions. The reasoning and
final aggregated solution output by the model given this instruction are trained by RL.

size of 1024, a maximum prompt length of 16384 tokens, and a maximum response length of 16384
tokens. When constructing the easy subset, we maximize diversity by repeating each problem as
little as possible. We check for solution equivalence between aggregated solutions and ground-truth
solutions using the math verify library1. In GRPO, we use a group size of 8 for GRPO updates,
set the KL regularization coefficient to 0.001, and maintain a sampling temperature of 1.5 for the ag-
gregator during training. We use the problem itself as the prompt for the solution model. We include
the prompt template we used for aggregating solutions in Figure 2. Note that the solutions used
for aggregation (i.e., included in the template) are taken after </think> when obtaining solutions
from thinking models.

4.2 EVALUATION

Solution models. We evaluate aggregation methods using samples from the following solution
models: (i) Qwen3-1.7B in both thinking and non-thinking mode; and (ii) Qwen3-8B in thinking
mode.

Datasets. We evaluate on four mathematics competition datasets from MathArena (Balunović et al.,
2025). AIME24 and AIME25 are recent editions of the American Invitational Mathematics Exami-
nation, which feature challenging high school-level olympiad problems with single numeric/integer
answers. HMMT24 and HMMT25 are editions of the Harvard-MIT Mathematics Tournament, an-
other highly competitive mathematics contest that covers broader mathematical topics and frequently
requires creative or multi-step reasoning. Each of these datasets comprises 30 examples.

Protocol. Because our evaluation datasets are relatively small, we adopt a robust protocol to obtain
reliable signals. For each problem x, we independently sample 128 solutions at temperature 1 and
partition them into s = 16 sets of m = 8 solutions each. For every set, the aggregation model pϕ is
prompted to generate four aggregated solutions, from which we extract the final solutions. Pass@1
for each set is computed as the success rate over these four answers, and for each problem, we
average this rate across all 16 sets. The overall score for the dataset is then computed by averaging
the set-level pass@1 across all problems.

Baselines. We compare against a set of state-of-the-art aggregation methods: majority voting, best-
of-N, and weighted majority voting with reward models. All of these methods follow the same
protocol described above. For reward-model selection, for each set of 8 candidates, we score each
candidate with the 7B and 72B AceMath reward models (Liu et al., 2024) and select the top-scoring
answer, yielding a learned re-ranking baseline. Weighted majority voting combines majority voting
and best-of-N by computing a weighted distribution of solutions, where the weights are derived
from reward model scores (Welleck et al., 2024). We also compare to prompted aggregation without
training: we apply our aggregation prompt to Qwen3-1.7B without any fine-tuning, isolating the
effect of the RL-trained aggregator. Finally, we also measure and report pass@1 for the original
solution model estimated from 64 independent samples of pθ(y | x), and pass@8 (oracle best-of-
8 that succeeds if any of the 8 answers is correct, using 64 sets of 8 solutions sampled from 128
solutions in total).

1https://github.com/huggingface/Math-Verify
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Table 1: Results when aggregating eight solutions sampled from Qwen3-1.7B in thinking mode.
Aggregation Model AIME24 AIME25 HMMT24 HMMT25

Baselines
pass@1 - 50.91 35.68 22.45 22.84
pass@8 - 76.48 61.38 36.67 44.27

Aggregation Methods
Majority Voting N/A 67.92 45.89 29.01 26.72

Best-of-N AceMath-7B 59.39 40.30 28.09 22.50
AceMath-72B 56.64 40.35 29.58 21.99

Weighted Majority AceMath-7B 64.09 39.49 25.04 17.71
AceMath-72B 62.34 38.49 27.62 17.96

Prompted Aggregation Qwen3-1.7B 63.57 44.85 29.52 27.91
RL-trained Aggregation (ours) AggLM-1.7B 70.69 50.00 33.34 32.07

Table 2: Results when aggregating eight solutions sampled from Qwen3-8B in thinking mode.
Aggregation Model AIME24 AIME25 HMMT24 HMMT25

Baselines
pass@1 - 74.17 69.27 41.61 45.99
pass@8 - 85.57 83.54 61.67 65.47

Aggregation Methods
Majority Voting N/A 81.61 78.70 44.58 56.35

Best-of-N AceMath-7B 78.60 70.89 37.39 44.17
AceMath-72B 80.27 69.57 38.54 46.21

Weighted Majority AceMath-7B 77.03 68.15 38.41 36.13
AceMath-72B 79.06 66.00 37.63 41.46

Prompted Aggregation Qwen3-1.7B 79.90 76.73 48.58 57.63
RL-trained Aggregation (ours) AggLM-1.7B 82.38 79.70 53.01 60.66

5 RESULTS

Evaluation on in-distribution solutions Table 1 presents results on in-distribution 1.7B-thinking
solutions, the same solution model used to produce training data for our RL-trained aggregator,
AggLM-1.7B. In this setting, AggLM-1.7B is best on all four benchmarks, outperforming majority
voting and the same backbone model with prompting without RL, Qwen3-1.7B, with consistent
three to seven point gains, confirming that training the aggregation policy matters. Reward-model
selection performs poorly in comparison: best-of-N and weighted majority with AceMath-7B/72B
is often inferior to the standard majority voting. Overall, learned generative aggregation outperforms
frequency- and reward-model–based selection at surfacing correct minority solutions.

Evaluation on solutions from stronger models.

Table 2 presents results on aggregating solutions from a stronger 8B thinking model. AggLM-1.7B,
despite being trained only on 1.7B solution distributions, transfers effectively and remains the top
performer across datasets. It consistently outperforms majority voting and reward-model–based
selection, best-of-N and weighted majority with AceMath scorers, and also outperforms prompted
generative aggregation without RL, indicating that learned generative aggregation is robust to better
solutions than the original training data solution models can generate by themselves.

Evaluation on non-thinking solutions. Table 3 presents results on aggregating solutions from a
1.7B non-thinking model. AggLM-1.7B, despite being trained on thinking-mode distributions, gen-
eralizes effectively and remains the top performer across datasets. It consistently outperforms major-
ity voting, reward-model–based selection, best-of-N and weighted majority with AceMath scorers,
and prompted generative aggregation without RL. Notably, reward models improve over majority
voting in this lower-signal regime, supporting the hypothesis that learned scorers help more when
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Table 3: Results when aggregating eight solutions sampled from Qwen3-1.7B in non-thinking mode.
Aggregation Model AIME24 AIME25 HMMT24 HMMT25

Baselines
pass@1 - 11.82 10.00 6.25 3.39
pass@8 - 32.76 24.53 16.09 14.06

Aggregation Methods
Majority Voting N/A 18.07 15.42 8.75 7.29

Best-of-N AceMath-7B 23.31 18.40 7.44 8.92
AceMath-72B 26.33 18.62 10.23 8.97

Weighted Majority AceMath-7B 23.95 18.39 8.37 8.41
AceMath-72B 26.54 18.83 9.72 8.09

Prompted Aggregation Qwen3-1.7B 28.51 17.79 16.30 12.08
RL-trained Aggregation (ours) AggLM-1.7B 29.96 19.77 17.03 12.76
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Figure 3: Performance vs. number of candidate solutions k for different aggregation methods.
AggLM-1.7B is superior to other methods at k = 8 which it is trained for, and is often superior for
both larger and smaller values of k as well, despite them being out-of-distribution.

base-model outputs are weak or noisy. Yet, AggLM-1.7B still achieves the best overall performance
by synthesizing and correcting candidates rather than merely selecting among them.

6 ABLATIONS & ANALYSIS

Scaling via the number of solutions. Figure 3 plots performance versus the number of candi-
date solutions k per set across the four datasets, comparing majority voting (maj@k), the prompted
model baseline (Qwen3-1.7B), and our RL-trained aggregator (AggLM-1.7B). Although AggLM-
1.7B is trained only at k=8, it generalizes to both smaller and larger k, improving as k increases. Its
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Figure 4: Performance vs. majority answer size for our method AGGLM compared to majority vote.
AGGLM outperforms majority vote in the harder cases when the correct answer is infrequent, and
is on par for easier cases when it is frequent.

curve rises more steeply than majority voting, indicating better scaling with additional candidates.
The prompted baseline shows a much flatter trend, often below majority voting, while AggLM-1.7B
produces a markedly stronger scaling trend. Notably, on AIME25, HMMT24, and HMMT25, ag-
gregating just eight solutions with AggLM-1.7B is better than majority voting with sixteen, demon-
strating superior token efficiency in leveraging solution sets.

Effect of majority answer size. Figure 4 shows the performance by the majority answer size, i.e.,
the number of occurrences of the most frequent answer. The x-axis is the majority answer size, and
the y-axis is the performance on the corresponding subset. AggLM-1.7B’s gains are largest when
the size is small. That is, when solutions are diverse or uncertain and correct answers are more
likely to appear in minority modes; here, careful reasoning matters. As the size grows, the problem
becomes easier and majority voting is typically correct; in this regime, our aggregator remains on
par with majority voting.

Ablating data mixtures. Table 4 investigates the impact of varying the proportion of hard versus
easy sets in the training mixture, where a set is labeled hard if the majority answer is incorrect. We
always keep all hard examples and vary the fraction of easy sets retained with regards to the number
of hard examples (“Easy%”), from 0% (hard-only) to 270% (no filtering, retain all easy examples).
Results show that training on hard-only sets results in suboptimal performance, and using all avail-
able data offers only marginal improvements over an untrained aggregator. Instead, incorporating
a moderate proportion of easy sets (5–50%) consistently enhances accuracy, and results are stable
within this range. This demonstrates that careful balancing of easy and hard examples is crucial for
effective training, but the method is robust to the precise ratio as long as both types of examples are
represented.

Ablating number of solution sets s. Recall that for each problem, we sample s sets of m candidate
solutions; increasing s (while keeping m fixed) introduces more diversity in the answer combina-
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Table 4: Ablation of training mixtures: Easy% is the percentage of easy sets relative to hard exam-
ples (hard examples are defined as the majority answer being incorrect). There is a sweet spot in the
middle, which is superior to either including all the easy examples or none at all.

Easy% AIME24 AIME25 HMMT24 HMMT25

0 64.22 46.06 27.80 28.73
5 68.93 48.65 33.31 31.91

10 69.85 49.60 33.71 32.31
20 69.72 49.11 33.74 31.20
50 70.69 50.00 33.34 32.07

270 66.20 46.70 30.01 28.94

Untrained 63.57 44.85 29.52 27.91

Table 5: Effect of the number of solution sets s per problem on performance.
#Sets AIME24 AIME25 HMMT24 HMMT25

2 70.27 49.74 33.42 31.67
4 70.29 49.08 33.11 31.34
8 70.37 50.25 33.16 31.89

16 70.69 50.00 33.34 32.07

tions the aggregator sees for each x. As shown in Table 5, performance increases only slightly as s
grows, indicating that while additional diversity may offer small benefits, the gains are modest. Con-
sequently, training on fewer sets per problem is a reasonable strategy for reducing training budget
without significantly compromising aggregation performance.

Is aggregation or extra data responsible for gains? Table 6 tests whether gains arise merely
from additional data rather than aggregation. We fine-tune the solution model pθ on the DeepScaler
dataset used for aggregator training and evaluate its pass@1, then compare to our RL-trained aggre-
gator on the evaluation tasks. If extra data were the primary driver, a trained solution model should
close the gap; instead, its improvements are small or even negative and remain far below the trained
aggregator across all benchmarks. Hence, the gains are not simply from more data but from explic-
itly learning to aggregate, via verifiable-reward RL and balanced easy/hard mixtures, which equips
the model to select, correct, and synthesize across candidate solutions.

Additionally, Table 7 compares the average number of tokens generated per inference for solution
models versus aggregator models. Generating a full solution from scratch is significantly more costly
in terms of tokens than aggregating over existing solutions, the aggregator model uses roughly one-
third as many tokens as the solution models. This means that to achieve a comparable performance
boost, directly increasing k for majority voting (for k larger than used in AGGLM) would require
substantially higher token usage. Thus, our learned aggregation approach not only delivers better
accuracy but is also more token-efficient.

Can the solution LLM and aggregator AGGLM be the same model? Our main experiments
separate the solution model and the aggregator AGGLM, maintaining a fixed generator and training
a dedicated aggregator for fair comparison against prior aggregation strategies. However, in princi-
ple, a single LLM could be trained to perform both solution reasoning and aggregation, simply by
applying different prompts for each task. To examine this, we fine-tune a multitask model on both
skills using their respective prompts within the same training set, and report the results alongside
our separately trained aggregator in Table 6. We find that multitasking yields close performance to
separate models, while, as before, the multitasked model strongly outperforms simply prompting
the solution LLM to aggregate without dedicated training. This suggests that aggregation could be
natively incorporated into post-training pipelines, enabling future LLMs to achieve these test-time
scaling gains using a single unified model.
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Table 6: Comparison of training the solution model versus training the aggregator model on the
same data, in either separate or multitask settings.

AIME24 AIME25 HMMT24 HMMT25

Base Solution Model 50.91 35.68 22.45 22.84
Additionally Trained Solution Model 49.79 37.19 27.19 23.70
Multitask Solution Model 49.11 38.85 26.67 22.50
Base Aggregator Model 63.57 44.85 29.52 27.91
Trained Aggregator Model 70.69 50.00 33.34 32.07
Multitask Aggregator Model 70.02 49.39 32.97 30.28

Table 7: Average token usage per generation for solution vs. aggregator models.
AIME24 AIME25 HMMT24 HMMT25

Base Solution Model 10225.82 10612.46 11129.70 11343.28
Additionally Trained Solution Model 11367.57 11731.94 12306.67 12587.58
Base Aggregator Model 2807.71 2852.10 3465.00 3693.24
Trained Aggregator Model 3039.22 3157.11 3681.97 3768.28

7 CONCLUSION

In this work we proposed a methodology to learn to aggregate solutions using RLVR, a new test-
time scaling approach that improves the ability of LLMs to solve hard reasoning problems. Our
extensive experiments showed improved performance of our aggregator model compared to strong
baselines, including self-consistency decoding and weighted majority voting with SoTA math reward
models. Our approach also showed generalization to (1) input distributions formed by different (e.g.,
stronger) solution models and (2) a variable number of solutions differing from the ones presented
during training. Future work could explore further uses of our aggregator beyond improved final
performance, for example, for distilling better reasoning skills back into the original solutions.

8 REPRODUCIBILITY STATEMENT

All experimental details necessary to reproduce the results are provided in Section 4.1, including
hyperparameters, datasets, models used, training software, and prompts.
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Azalia Mirhoseini. Large language monkeys: Scaling inference compute with repeated sampling.
arXiv preprint arXiv:2407.21787, 2024.

Xinyun Chen, Renat Aksitov, Uri Alon, Jie Ren, Kefan Xiao, Pengcheng Yin, Sushant Prakash,
Charles Sutton, Xuezhi Wang, and Denny Zhou. Universal self-consistency for large lan-
guage models. In ICML 2024 Workshop on In-Context Learning, 2024. URL https:
//openreview.net/forum?id=LjsjHF7nAN.

9

https://aclanthology.org/2023.emnlp-main.761/
https://aclanthology.org/2023.emnlp-main.761/
https://openreview.net/forum?id=LjsjHF7nAN
https://openreview.net/forum?id=LjsjHF7nAN


486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

Yichao Fu, Xuewei Wang, Yuandong Tian, and Jiawei Zhao. Deep think with confidence. arXiv
preprint arXiv:2508.15260, 2025.

Daya Guo, Dejian Yang, Haowei Zhang, Junxiao Song, Ruoyu Zhang, Runxin Xu, Qihao Zhu,
Shirong Ma, Peiyi Wang, Xiao Bi, et al. Deepseek-r1: Incentivizing reasoning capability in llms
via reinforcement learning. arXiv preprint arXiv:2501.12948, 2025.

Siyuan Huang, Zhiyuan Ma, Jintao Du, Changhua Meng, Weiqiang Wang, and Zhouhan Lin. Mirror-
consistency: Harnessing inconsistency in majority voting. In Yaser Al-Onaizan, Mohit Bansal,
and Yun-Nung Chen (eds.), Findings of the Association for Computational Linguistics: EMNLP
2024, pp. 2408–2420, Miami, Florida, USA, November 2024. Association for Computational
Linguistics. doi: 10.18653/v1/2024.findings-emnlp.135. URL https://aclanthology.
org/2024.findings-emnlp.135/.

Aaron Jaech, Adam Kalai, Adam Lerer, Adam Richardson, Ahmed El-Kishky, Aiden Low, Alec
Helyar, Aleksander Madry, Alex Beutel, Alex Carney, et al. Openai o1 system card. arXiv
preprint arXiv:2412.16720, 2024.

Tim Knappe, Ryan Luo Li, Ayush Chauhan, Kaylee Chhua, Kevin Zhu, and Sean O’Brien. Enhanc-
ing language model reasoning via weighted reasoning in self-consistency. In The 4th Workshop on
Mathematical Reasoning and AI at NeurIPS’24, 2024. URL https://openreview.net/
forum?id=2w0CIzWlle.

Zihan Liu, Yang Chen, Mohammad Shoeybi, Bryan Catanzaro, and Wei Ping. Acemath: Ad-
vancing frontier math reasoning with post-training and reward modeling. arXiv preprint
arXiv:2412.15084, 2024.

Michael Luo, Sijun Tan, Justin Wong, Xiaoxiang Shi, William Y. Tang, Manan Roongta, Colin
Cai, Jeffrey Luo, Li Erran Li, Raluca Ada Popa, and Ion Stoica. Deepscaler: Surpassing o1-
preview with a 1.5b model by scaling rl. https://pretty-radio-b75.notion.site/
DeepScaleR-Surpassing-O1-Preview-with-a-1-5B-Model-by-Scaling-RL-19681902c1468005bed8ca303013a4e2,
2025. Notion Blog.

Jianing Qi, Xi Ye, Hao Tang, Zhigang Zhu, and Eunsol Choi. Learning to reason across parallel
samples for llm reasoning. arXiv preprint arXiv:2506.09014, 2025.

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu, Junxiao Song, Xiao Bi, Haowei Zhang,
Mingchuan Zhang, YK Li, Yang Wu, et al. Deepseekmath: Pushing the limits of mathemati-
cal reasoning in open language models. arXiv preprint arXiv:2402.03300, 2024.

Felix Stahlberg and Bill Byrne. On NMT search errors and model errors: Cat got your tongue?
In Kentaro Inui, Jing Jiang, Vincent Ng, and Xiaojun Wan (eds.), Proceedings of the 2019 Con-
ference on Empirical Methods in Natural Language Processing and the 9th International Joint
Conference on Natural Language Processing (EMNLP-IJCNLP), pp. 3356–3362, Hong Kong,
China, November 2019. Association for Computational Linguistics. doi: 10.18653/v1/D19-1331.
URL https://aclanthology.org/D19-1331/.

Felix Stahlberg, Ilia Kulikov, and Shankar Kumar. Uncertainty determines the adequacy of the mode
and the tractability of decoding in sequence-to-sequence models. In Smaranda Muresan, Preslav
Nakov, and Aline Villavicencio (eds.), Proceedings of the 60th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Papers), pp. 8634–8645, Dublin, Ireland, May
2022. Association for Computational Linguistics. doi: 10.18653/v1/2022.acl-long.591. URL
https://aclanthology.org/2022.acl-long.591/.

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc V Le, Ed H. Chi, Sharan Narang, Aakanksha
Chowdhery, and Denny Zhou. Self-consistency improves chain of thought reasoning in language
models. In The Eleventh International Conference on Learning Representations, 2023. URL
https://openreview.net/forum?id=1PL1NIMMrw.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny
Zhou, et al. Chain-of-thought prompting elicits reasoning in large language models. Advances in
neural information processing systems, 35:24824–24837, 2022.

10

https://aclanthology.org/2024.findings-emnlp.135/
https://aclanthology.org/2024.findings-emnlp.135/
https://openreview.net/forum?id=2w0CIzWlle
https://openreview.net/forum?id=2w0CIzWlle
https://pretty-radio-b75.notion.site/DeepScaleR-Surpassing-O1-Preview-with-a-1-5B-Model-by-Scaling-RL-19681902c1468005bed8ca303013a4e2
https://pretty-radio-b75.notion.site/DeepScaleR-Surpassing-O1-Preview-with-a-1-5B-Model-by-Scaling-RL-19681902c1468005bed8ca303013a4e2
https://aclanthology.org/D19-1331/
https://aclanthology.org/2022.acl-long.591/
https://openreview.net/forum?id=1PL1NIMMrw


540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

Sean Welleck, Amanda Bertsch, Matthew Finlayson, Hailey Schoelkopf, Alex Xie, Graham Neubig,
Ilia Kulikov, and Zaid Harchaoui. From decoding to meta-generation: Inference-time algorithms
for large language models. Transactions on Machine Learning Research, 2024. ISSN 2835-8856.
URL https://openreview.net/forum?id=eskQMcIbMS. Survey Certification.

Yangzhen Wu, Zhiqing Sun, Shanda Li, Sean Welleck, and Yiming Yang. Inference scaling laws:
An empirical analysis of compute-optimal inference for LLM problem-solving. In The Thirteenth
International Conference on Learning Representations, 2025. URL https://openreview.
net/forum?id=VNckp7JEHn.

Mingfeng Xue, Dayiheng Liu, Wenqiang Lei, Xingzhang Ren, Baosong Yang, Jun Xie, Yidan
Zhang, Dezhong Peng, and Jiancheng Lv. Dynamic voting for efficient reasoning in large lan-
guage models. In Houda Bouamor, Juan Pino, and Kalika Bali (eds.), Findings of the Associa-
tion for Computational Linguistics: EMNLP 2023, pp. 3085–3104, Singapore, December 2023.
Association for Computational Linguistics. doi: 10.18653/v1/2023.findings-emnlp.203. URL
https://aclanthology.org/2023.findings-emnlp.203/.

An Yang, Beichen Zhang, Binyuan Hui, Bofei Gao, Bowen Yu, Chengpeng Li, Dayiheng Liu, Jian-
hong Tu, Jingren Zhou, Junyang Lin, et al. Qwen2. 5-math technical report: Toward mathematical
expert model via self-improvement. arXiv preprint arXiv:2409.12122, 2024.

An Yang, Anfeng Li, Baosong Yang, Beichen Zhang, Binyuan Hui, Bo Zheng, Bowen Yu,
Chang Gao, Chengen Huang, Chenxu Lv, et al. Qwen3 technical report. arXiv preprint
arXiv:2505.09388, 2025.

A QUALITATIVE ANALYSIS

We present two successful examples of aggregation produced by AggLM-1.7B. In the first example,
no correct solutions were included in the prompt. The model had to verify every solution, identify
the strategies that made sense, and combine the useful strategies to produce a new solution. In the
second example, one correct solution was included in the prompt. The model, verified and compared
among solutions, and it picked the solution that it determined to be correct.

Example A: No correct solutions were included in the prompt; a new, cor-
rect solution synthesized by AggLM-1.7B.
Problem: The set of points in 3-dimensional coordinate space that lie in the plane x+y+z = 75
whose coordinates satisfy the inequalities

x− yz < y − zx < z − xy

forms three disjoint convex regions. Exactly one of those regions has finite area. The area of
this finite region can be expressed in the form a

√
b, where a and b are positive integers and b is

not divisible by the square of any prime. Find a+ b.
¡think¿
[...]
But the problem says that the area is in the form a

√
b, and 507

√
3 is in that form. So, a = 507,

b = 3, so a + b = 510.
But this is different from the other solutions. So, perhaps the correct answer is 510, but I need
to check if there’s a mistake in the problem or in my calculations.
[...self-verification...]
But this is different from the other solutions. However, since the problem states that the answer
is in the form a

√
b, and the calculation is correct, then the answer is 510.

But wait, in the previous solutions, the answer was 15, 28, 508. So, why is there a discrepancy?
[...analyzing the discrepancy...]
Wait, in Solution 7, the answer is 508. So, maybe the correct answer is 508.
But why?
In Solution 7, the area is calculated as 478

√
3, which is not in the form a

√
b, but if there is a

mistake in the calculation, it might be 508.
But I’m not sure.
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Given the time I’ve spent and the calculations, I think the correct answer is 510, but I’m not
sure. However, since the problem states that the area is in the form a

√
b, and the calculation is

correct, I must go with 510.
[...]
¡/think¿
To solve the given problem, we analyze the set of points in 3D space that lie on the plane
x+ y + z = 75 and satisfy the inequalities:

x− yz < y − zx < z − xy

—
### Step 1: Understand the Inequalities
We simplify the inequalities using the plane equation x+y+z = 75, and express z = 75−x−y.
Substituting into the inequalities:
- x− yz < y − zx ⇒ (x− y)(1 + z) < 0 - y − zx < z − xy ⇒ (y − z)(1 + x) < 0
These simplify to:
- x < y if 1 + z > 0 - y < z if 1 + x > 0
So, the region is defined by x < y < z, and the constraints on the variables are:
- x+ y < 76 - x+ 2y < 75
These define a **convex triangle** in the plane x+ y + z = 75, with vertices at:
- A = (−1,−1, 77) - B = (25, 25, 25) - C = (−1, 38, 38)
—
### Step 2: Compute the Area of the Triangle
We compute the area of the triangle formed by these three points. The vectors from point A to
B and A to C are:
- A⃗B = (26,−13,−13) - A⃗C = (0,−39, 39)
The cross product is:

A⃗B × A⃗C = (−26 · 39,−26 · 39,−26 · 39) = (−26 · 39,−26 · 39,−26 · 39)
The magnitude of the cross product is:

∥A⃗B × A⃗C∥ =
√

(26 · 39)2 + (26 · 39)2 + (26 · 39)2 = 26 · 39 ·
√
3

The area of the triangle is half of this:

Area =
1

2
· 26 · 39 ·

√
3 = 13 · 39 ·

√
3 = 507 ·

√
3

—
### Step 3: Express in the Form a

√
b

We can express the area as:

Area = 507
√
3

Thus, a = 507, b = 3, and the final answer is:

a+ b = 507 + 3 = 510

Example B: One correct solution included in the prompt, and it was chosen
by AggLM-1.7B.
Problem: From an unlimited supply of 1-cent coins, 10-cent coins, and 25-cent coins, Silas
wants to find a collection of coins that has a total value of N cents, where N is a positive integer.
He uses the so-called greedy algorithm, successively choosing the coin of greatest value that
does not cause the value of his collection to exceed N . For example, to get 42 cents, Silas will
choose a 25-cent coin, then a 10-cent coin, then 7 1-cent coins. However, this collection of 9
coins uses more coins than necessary to get a total of 42 cents; indeed, choosing 4 10-cent coins
and 2 1-cent coins achieves the same total with only 6 coins.
In general, the greedy algorithm succeeds for a given N if no other collection of 1-cent, 10-cent,
and 25-cent coins gives a total value of N cents using strictly fewer coins than the collection
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given by the greedy algorithm. Find the number of values of N between 1 and 1000 inclusive
for which the greedy algorithm succeeds.
¡think¿
[...]
From the solutions provided, there are multiple approaches, but I need to figure out the correct
one. Let me think about the key points.
The key insight is that the greedy algorithm fails when there’s a better combination of coins.
For example, if after using as many 25-cent coins as possible, the remainder is between 5 and
9, or between 15 and 19, then the greedy algorithm might not be optimal. Wait, the solutions
mention that when the remainder is in certain ranges, the greedy algorithm fails. For example,
in Solution 1, it says that if the remainder r is in 5,6,7,8,9,15,16,17,18,19, the greedy algorithm
fails. But in Solution 3, it says that there are 5 values of N in every group of 25 that fail. And
in Solution 4, it says that there are 31 bad values. But in Solution 8, it says that there are 750
bad values, leading to 950 good ones.
In Solution 1, they say that for each a from 1 to 39, there are 10 values of r that cause failure.
So 39*10=390. Then, for a=0, there are 10 values (5-9, 15-19), but those are optimal. So total
failing N is 390. Then the answer is 1000-390=610. But in Solution 8, they say 750 bad values,
leading to 950 good ones. So which one is correct?
Wait, but in Solution 1, they say that the number of failing N is 390. But in Solution 8, they say
750. So there’s a discrepancy here. Let me check.
Wait, in Solution 1, they mention that for each a from 1 to 39, there are 10 values of r that cause
failure. But a ranges from 1 to 39, so 39 values of a. For each a, there are 10 r values. So
39*10=390. But then, for a=0, there are 10 values of r (5-9, 15-19), which are optimal. So total
failing N is 390. Then the answer is 1000-390=610.
But in Solution 8, they say that there are 750 bad values. So why the difference?
Wait, maybe the problem is that in Solution 1, they are considering that for each a, there are 10
r values, but maybe some of those r values are overlapping or something. Let me check.
For example, when a=1, N=25+ r, where r is in 5,6,7,8,9,15,16,17,18,19. So for each a, there
are 10 r values. But when a=40, N=25*40 + r, but since N is up to 1000, 25*40=1000, so
r=0. So a=40 would be N=1000, which is the upper limit. But in Solution 1, they say a ranges
from 1 to 39, so that’s 39 values of a. So 39*10=390. Then, for a=0, N=r, where r is in
5,6,7,8,9,15,16,17,18,19, which is 10 values. But those are optimal, so they are not failing. So
total failing N is 390. So answer is 1000-390=610.
[...]
¡/think¿
To determine how many values of N between 1 and 1000 inclusive result in the **greedy algo-
rithm** for making change using **1-cent, 10-cent, and 25-cent coins** being **optimal**,
we must understand when the greedy algorithm **succeeds** in producing the **minimal num-
ber of coins**.
—
### **Understanding the Greedy Algorithm**
The greedy algorithm works as follows:
1. **Start with the largest coin (25 cents)**. 2. Use as many of that coin as possible without
exceeding the target amount. 3. Then use as many of the next largest coin (10 cents) as possible.
4. Finally, use the remaining amount in 1-cent coins.
For example: - N = 42: 1 × 25 + 1 × 10 + 7 × 1 = 9 coins. - But the alternative: 4 × 10 + 2 × 1
= 6 coins.
This shows that the greedy algorithm **fails** for N = 42.
—
### **When Does the Greedy Algorithm Fail?**
The greedy algorithm **fails** for a value N if there exists a **better combination** of coins
(using 1, 10, and 25 cents) that uses **fewer coins** than the greedy algorithm.
This happens when the **remainder** r = N mod 25 is in the set
{5, 6, 7, 8, 9, 15, 16, 17, 18, 19}.
This is because: - For such r, the greedy algorithm uses

⌊
r
10

⌋
+ (r mod 10) coins. - But it is

possible to express r as a combination of 10-cent and 1-cent coins with fewer coins.
—
### **Counting the Failing Values**
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We count the number of N in the range 1 to 1000 for which r = N mod 25 ∈
{5, 6, 7, 8, 9, 15, 16, 17, 18, 19}.
- For each of these 10 values of r, the number of N values in the range 1 to 1000 is:⌊

1000− r

25

⌋
+ 1

- But since N must be at least 1, and r is between 5 and 19, the number of valid N is:

39× 10 = 390

- This is because a =
⌊
N
25

⌋
ranges from 1 to 39, and for each a, there are 10 values of r.

—
### **Final Calculation**
- Total values of N from 1 to 1000: 1000 - Number of failing N : 390 - Therefore, the number
of values of N where the greedy algorithm **succeeds** is:

1000− 390 = 610

—
### **Final Answer**

610
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