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Abstract

Recent progress in NLP research has001
demonstrated remarkable capabilities of002
large language models (LLMs) across a003
wide range of tasks. While recent multi-004
lingual benchmarks have advanced cultural005
evaluation for LLMs, critical gaps remain006
in capturing the nuances of low-resource007
cultures. Our work addresses these limita-008
tions through a Bengali Language Cul-009
tural Knowledge (BLanCK) dataset in-010
cluding folk traditions, culinary arts, and011
regional dialects. Our investigation of sev-012
eral multilingual language models shows013
that while these models perform well in014
non-cultural categories, they struggle sig-015
nificantly with cultural knowledge and per-016
formance improves substantially across all017
models when context is provided, empha-018
sizing context-aware architectures and cul-019
turally curated training data.1020

1 Introduction and Related Works021

Despite the proliferation of Natural Language022

Processing (NLP) systems as impactful tech-023

nologies in diverse domains such as education024

and medicine, systematic inequalities remain025

in language technology performance across the026

world’s languages (Blasi et al., 2022). While027

the advancement of NLP technology can of-028

ten be correlated with popularity, the Bengali029

language is an oddity - it’s the seventh most030

spoken language globally, with over 250 mil-031

lion speakers (Kawser, 2020), yet remains un-032

derrepresented in computational resources and033

linguistic tools (Tashik et al., 2024). Such re-034

source deficiency poses significant challenges035

for Bengali Natural Language Processing, as036

existing toolkits often demonstrate subopti-037

mal performance, even for fundamental tasks038

1The dataset and codes are available at https://
anonymous.4open.science/r/BLanCK-1E93/

বাংলােদেশর  চ��াম অ�েলর ঐিতহ�বাহী �ভােজর নাম িক?
(What is the name of the traditional feast of the

Chittagong region of Bangladesh?)

বাংলােদেশর বহৃ�র চ��াম অ�েলর ঐিতহ�বাহী
�ভােজর নাম �মজবান।

(Mejban is the name of a traditional feast in
the  Chittagong region of Bangladesh.)✅

বাংলােদেশর চ��াম অ�েলর ঐিতহ�বাহী �ভােজর নাম
পা�সাপটা।

(Patisapta is the name of a traditional feast in
the  Chittagong region of Bangladesh.)❌

Event

Figure 1: Example of Question Answering from
Gemini and Llama in answering Bengali questions
(English translations included).

such as Parts of Speech (PoS) tagging (Pan 039

and Saha, 2022) and Named Entity Recogni- 040

tion (NER) (Shahgir et al., 2023). The emer- 041

gence of LLMs has introduced a promising 042

alternative, as these models achieve remark- 043

able performance across a wide range of NLP 044

tasks through zero-shot and few-shot learning 045

(Chowdhery et al., 2023), often outperform- 046

ing traditional NLP approaches (Ali et al., 047

2024). However, the effectiveness and relia- 048

bility of LLMs in Bengali language processing 049

remain unclear (Hasan et al., 2024). One of 050

the most prominent methods of evaluation for 051

any model is Question Answering (QA). Fig- 052

ure 1 illustrates a widely used LLM (Gemini), 053

inaccurately responding to a Bengali cultural 054

question. This gives an intuition about the 055

model’s lack of knowledge for the culture. 056

Within the context of studying LLMs’ pro- 057

ficiency in capturing real-world information, 058

recent studies highlight a knowledge gap on 059

retrieval tasks in English, depending on the 060

prominence of entities (Mallen et al., 2022; 061

Maekawa et al., 2024). Moreover, LLMs tend 062

to favor Western or English cultural perspec- 063

tives, even when operating in other linguistic 064

1

https://anonymous.4open.science/r/BLanCK-1E93/
https://anonymous.4open.science/r/BLanCK-1E93/


or cultural contexts (Naous et al., 2024; Wang065

et al., 2023). However, such considerations066

remain unexplored for widely used, yet low-067

resource languages such as Bengali.068

This study investigates the effectiveness of069

LLMs in Bengali NLP tasks that require cul-070

tural and linguistic context. We introduce a071

dataset to assess LLMs’ knowledge and exam-072

ine whether their characteristics differ from073

widely used languages. In particular, we ex-074

plore the following research questions:075

• RQ1. To what extent do factors such as076

the popularity of entities impact LLM’s077

knowledge in Bengali?078

• RQ2. How effectively do LLMs capture079

Bengali cultural knowledge?080

• RQ3. How do open and closed LLMs dif-081

fer in understanding of Bengali cultural082

knowledge?083

2 The BLanCK Dataset Curation084

2.1 Question Answering Task085

Past findings show that there is a scarcity of086

domain-specific QA datasets for the Bengali087

language (Shahriar et al., 2023). The exist-088

ing datasets are primarily machine-generated089

and are prone to biases (Mahfuz et al., 2024)090

partly due to ineffective tokenization and in-091

herent limitations that generate surface-level092

translations. This work introduces BLanCK,093

a comprehensive evaluation framework com-094

bining 5,265 terms from Wikipedia, licensed095

under CC BY-SA 4.0. We identified 16 di-096

verse semantic categories, grouped into three097

domains: 44.39% are cultural (event, religion,098

food, entertainment, historical and people),099

42.6% are non-cultural (politics, locations, lan-100

guage, material, organization, health, tempo-101

ral, economics and sports), and 13.01% are102

miscellaneous. Each term has two metadata.:103

• Context Information: Contextual de-104

scriptions were extracted from Wikipedia105

for each term, leveraging its structured106

and verified content to evaluate in-context107

understanding of LLMs as RAG is under-108

developed for Bengali (Ipa et al., 2025).109

• Monthly Page Views: A popularity110

metric was generated by averaging and111

normalizing each page’s monthly views112

throughout 2024. This helps examine113

whether LLMs favor commonly accessed114

information over culturally significant but 115

less frequently visited content. 116

To enable systematic evaluation, we used 117

the Qwen-2.5-32B (Qwen, 2024) to generate 118

questions from the context where each term 119

serves as the correct answer. Unlike prior 120

template-based or translated approaches, our 121

method emphasizes contextual understanding 122

of Bengali culture over pattern matching. 123

2.2 Masked Prediction Task 124

The dataset was also used for masked pre- 125

diction by replacing the target term with a 126

[MASK] token in its context. If a term ap- 127

peared multiple times, only the first occur- 128

rence was masked. For multi-word terms, each 129

word was masked separately, generating mul- 130

tiple variants per term. This expanded the 131

dataset from 5,265 to 9,114 entries. 132

3 Experiment Setup 133

In QA, initially, only the question was passed 134

for a brief answer. Secondly, the question 135

was provided with context for a brief answer. 136

The answers were considered accurate only if 137

the term (actual answer) is present as a sub- 138

string of the generated answer. The mod- 139

els were prompted with the masked contexts 140

for Masked Prediction, and the top five pre- 141

dictions were collected. The models that we 142

used are Gemini 2.0 flash (Google-AI, 2025), 143

Llama3 70B 8192 (AI, 2024), Deepseek V3 144

0324 (DeepSeek-AI, 2024), GPT4o (OpenAI, 145

2024), Mistral Small 3.1 (Mistral-AI, 2025b), 146

and Mistral Saba (Mistral-AI, 2025a) for QA. 147

In masked prediction, same models were used 148

except for Mistral Small 3.1, as it failed to 149

respond consistently to a large number of 150

prompts. These models were accessed through 151

API on their default setup by setting temper- 152

ature at 0, to limit creativity and assess the 153

model’s Bengali knowledge. The metrics used 154

for QA and masked prediction are accuracy 155

percentage and MRR, respectively. Table 2 156

represents performance across both tasks. 157

4 Result Analysis 158

4.1 Impact of Popularity 159

Figure 2 shows that accuracy increases with 160

term popularity, both with and without con- 161

text, indicating LLMs have better knowledge 162

of more popular terms. Chunks, grouped 163
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Model Performance: With vs Without Context with respect to Popularity

Figure 2: The performance of 6 models with respect to the popularity of terms with and without context.
The result for each model was divided into 5 equal chunks (A, B, C, D, and E) by increasing popularity,
this buckets terms into popularity groups, and each bar represents the accuracy in that chunk.

Model Metric Misc Cultural Non-Cultural
Misc Food Ppl Rel Ent Hist Event Pol Loc Lang Mat Org Hlth Temp Econ Sprt

LLaMA Acc(%) 36.99 28.46 22.49 39.03 15.23 28.17 28.81 25.26 31.95 31.82 33.33 30.74 35.83 35.24 36.84 40.70
MRR 0.312 0.265 0.166 0.281 0.130 0.241 0.287 0.322 0.354 0.413 0.246 0.306 0.356 0.335 0.339 0.439

Gemini Acc(%) 48.32 47.10 30.99 44.27 22.69 35.21 36.44 38.34 34.97 37.91 41.79 39.81 48.33 44.76 35.09 37.65
MRR 0.576 0.468 0.530 0.493 0.458 0.485 0.516 0.629 0.511 0.514 0.546 0.637 0.516 0.566 0.691 0.670

DeepSeek Acc(%) 43.65 38.61 26.79 42.30 16.96 35.21 33.05 31.96 33.24 30.52 37.04 36.89 45.00 39.05 28.07 43.02
MRR 0.487 0.493 0.424 0.449 0.275 0.433 0.506 0.562 0.512 0.582 0.479 0.509 0.499 0.511 0.562 0.571

Mistral Small Acc(%) 31.04 24.71 18.59 34.59 11.88 26.06 20.69 31.38 29.54 27.92 22.22 32.57 30.83 37.14 21.43 29.07
MRR – – – – – – – – – – – – – – – –

GPT Acc(%) 46.81 51.54 29.31 41.57 24.00 27.46 34.75 35.38 37.71 32.47 45.93 42.53 47.50 53.33 36.84 41.86
MRR 0.452 0.460 0.363 0.374 0.303 0.342 0.407 0.519 0.457 0.518 0.415 0.475 0.490 0.469 0.582 0.560

Mistral Saba Acc(%) 35.62 35.38 23.78 35.35 16.92 23.94 27.97 28.87 28.44 24.03 32.59 31.07 41.67 36.19 31.58 33.72
MRR 0.083 0.023 0.057 0.016 0.029 0.053 0.024 0.054 0.073 0.073 0.014 0.053 0.071 0.048 0.047 0.093

Table 1: The accuracy and MRR per category for every model. From left to right, the categories are
Miscellaneous, Food, People, Religion, Entertainment, Historical, Event, Politics, Location, Language,
Material, Organization, Health, Temporal, Economics, and Sports. For the Mistral Small model, the
masked prediction task was not considered as it failed to respond consistently when processing large
portions of the dataset.

into buckets by ascending term popularity, are164

shown in Figure 2. However, for the most pop-165

ular chunk with context, accuracy is slightly166

lower than the second-most popular chunk167

across all models. Prior work (Mallen et al.,168

2022) reported lower accuracy with context for169

the most popular English chunks, but in this170

case, providing context for Bengali terms im-171

proves accuracy, making ‘Adaptive Retrieval’172

unsuitable for Bengali. So, Bengali requires173

context regardless of term’s popularity.174

4.2 Cultural Knowledge Gap in LLM175

Cultural context is essential to language com-176

prehension and tasks like NER (Lassen et al.,177

2023), and language learning benefits from178

cultural exposure (Genc and Bada, 2005). 179

Model knowledge can be assessed through per- 180

formance on context-free QA prompts. In 181

both QA and masked prediction, all mod- 182

els performed better on non-cultural terms, 183

as shown in Figure 3, despite dataset hav- 184

ing slightly higher number of cultural terms. 185

Domain-specific results show that most mod- 186

els struggled with the cultural ‘Entertainment’ 187

category, while their best results were in non- 188

cultural domains-except Mistral Saba, which 189

underperformed in a non-cultural category in 190

masked prediction as highlighted in table 1. 191

This indicates a gap in Bengali cultural knowl- 192

edge. Moreover, it was crucial to identify par- 193
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Figure 3: Performance of models for cultural and non-cultural terms for Masked Prediction and QA.

ticular fields where LLMs underperformed. In194

QA, models underperformed in most cultural195

categories except ‘Food’ and ‘Religion’, and196

excelled in all non-cultural categories except197

‘Economics’. Masked prediction also showed198

better performance for non-cultural categories,199

reinforcing this performance gap.200

4.3 Open and Closed-Source LLM201

Masked Prediction: As shown in table202

2 Deepseek, an open-source model, outper-203

formed GPT-4o (a closed-source model), but204

both were surpassed by Gemini, which is the205

top-performing closed-source model. Except206

for Mistral Saba, all other closed-source mod-207

els generally perform better than open-source208

models for Bengali cultural knowledge.209

Model

Question
Answering

Masked
Prediction

No
Context

With
Context

MRR

Llama3 70B 30.52% 78.15% 0.278
Gemini 2.0 Flash 38.13% 73.62% 0.534

Deepseek V3 34.46% 65.96% 0.468
Mistral Small 3.1 26.97% 85.61% —

GPT-4o 38.27% 78.4% 0.424
Mistral Saba 29.56% 78.85% 0.053

Table 2: Performance of models in Question An-
swering and Masked Prediction tasks. For the Mis-
tral Small model, the masked prediction task was
not considered as it failed to respond consistently
when processing large portions of the dataset.

Question Answering: Closed models per-210

form better than their open counterparts211

(Arnardóttir et al., 2025), as seen in the table212

2, where Mistral Saba (closed-sourced) slightly213

outperforms Mistral Small 3.1 (open-sourced)214

for prompts without context, despite having215

equal parameters. Though Mistral Saba is 216

trained on Middle Eastern and South Asian 217

data, its performance is still lower than other 218

models. When prompted without context, 219

closed-sourced LLMs (GPT4o, Gemini) sig- 220

nificantly outperformed open-sourced LLMs 221

(Llama, Deepseek), showing better Bengali un- 222

derstanding. The poor performance of open- 223

sourced models points to issues with seman- 224

tic alignment and deep reasoning (Al Nazi 225

et al., 2025). The results show that open- 226

source LLMs lag behind closed-source LLMs 227

in understanding Bengali culture. 228

5 Conclusion 229

This work introduces BLanCK, a frame- 230

work for evaluating LLMs on Bengali ques- 231

tion answering and masked prediction. Re- 232

sults show that the LLM performance im- 233

proves with topic popularity and is signifi- 234

cantly enhanced by context retrieval, even for 235

well-known terms. Models consistently per- 236

formed better on non-cultural topics, reveal- 237

ing a gap in understanding Bengali culture and 238

tradition, as LLMs performed better regarding 239

non-cultural categories of information, such as 240

‘sports’, ‘health’, and ‘organization’. However, 241

the same models showed poor results when 242

asked for information related to Bengali cul- 243

ture, like ‘events’, ‘entertainment’, and ‘peo- 244

ple’. Closed-source models outperformed open- 245

source ones by a large margin, underscoring 246

the latter’s limited Bengali knowledge. Future 247

work should focus on developing culturally rich 248

Bengali datasets that capture diverse aspects 249

such as people, entertainment, and historical 250

events, to enhance contextual understanding 251

and cultural comprehension. 252
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Limitations253

The corpus used in this study is exclusively de-254

rived from Wikipedia, a source characterized255

by formal language and factual content. Al-256

ternative data sources, such as social media257

platforms like Facebook and Twitter (X), were258

not considered. Notably, X remains relatively259

unpopular in Bangladesh compared to other260

regions (The Business Standard, 2024), limit-261

ing its utility for constructing a representative262

Bengali-language dataset. While prior studies263

(Mallen et al., 2022) have utilized Retrieval-264

Augmented Generation (RAG) for context ex-265

traction, the low-resource nature of Bengali266

necessitated the use of alternative context-267

extraction strategies in this work.268

Furthermore, the evaluation of language269

models in this work was limited to question-270

answering (QA) and masked token prediction.271

Expanding this scope to encompass additional272

NLP tasks—such as summarization and next273

sentence prediction offers a promising direc-274

tion for future research. Lastly, while this275

study focused on multilingual models, future276

investigations could benefit from a deeper ex-277

ploration of monolingual Bengali models to278

more precisely evaluate their language-specific279

capabilities.280

Ethical Consideration281

The dataset used in this study comprises ex-282

clusively Bengali Wikipedia content, which is283

publicly available and licensed under Creative284

Commons (CC BY-SA 4.0). As such, it con-285

tains no personal or sensitive information, and286

no human subjects were involved or harmed.287

The majority of the content consists of defini-288

tions and factual entries. All models evaluated289

in this research, Gemini 2.0 Flash, LLaMA3290

70B, DeepSeek V3, GPT-4o, Mistral Small 3.1,291

and Mistral Saba were accessed through their292

official APIs without any fine-tuning. The293

primary aim of this work is to analyze and294

highlight the performance gaps of multilingual295

language models when applied to low-resource296

languages such as Bengali. All results pre-297

sented are based solely on model outputs, with-298

out any personal interpretations or biases in-299

troduced by the authors. AI assistance was300

only used to enhance the writing.301
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Appendix444

A Dataset Generation445

A.1 Term Extraction446

Web scraping was done on Wikipedia to collect447

the terms of our dataset. As this work focuses448

on the Bengali Language, the Wikipedia page449

"বাংলােদশ" (“Bangladesh”) was considered to450

be a source of other important Bengali terms.451

The Wikipedia page which includes a list infor-452

mation related to "বাংলােদশ" (“Bangladesh”)453

was scraped to extract the titles and links of454

other Wikipedia pages that are linked to it.455

This process was done recursively. The titles456

of the pages collected were considered as the457

terms of this dataset. Through this method,458

5,265 terms were gathered. Additionally, the459

average monthly page-view per term for the460

year of 2024 was normalized to be used as a461

popularity metric.462

A.2 Description of Categories463

After the terms were collected, clusters were464

detected using the Community Detection Algo-465

rithm. The clusters were manually inspected,466

categorized, and merged based on the terms467

that were present within them. The categories468

assigned, such as “location” or “sports,” were469

based on identifying common themes or en-470

tities that emerged from the terms present471

in each cluster. The cluster that was di-472

verse and could not be generalized was la-473

beled ”miscellaneous”. This process resulted474

in 16 distinct categories: “location”, “mis-475

cellaneous”, “people”, “religion”, “en-476

tertainment”, “organization”, “food”,477

“politics”, “language”, “temporal”, “his-478

torical”, “event”, “material”, “health”,479

“sports”, and “economics”. Among the cat-480

egories, “people”, “religion”, “entertainment”,481

“food”, “historical”, and “events” categories482

represent cultural data since the terms of483

these categories are associated and exclusive484

only to Bengali culture and tradition. The485

rest of the categories, except “miscellaneous,”486

are labeled as non-cultural data as the terms487

present in these categories represent knowl-488

edge or entities that are available in almost489

every culture. A brief description of the cate-490

gories with examples of terms present in them491

is given in Table 5.492

A.3 Context Collection and Question 493

Generation 494

The context was collected for each term from 495

Wikipedia which mostly focused on definition. 496

A set of terms and their corresponding con- 497

texts were prompted to both C4AI (Cohere 498

For AI, 2024) and Qwen-2.5-32B (Qwen, 2024) 499

models to generate questions where the target 500

answers would be the terms themselves. There 501

were noticeable differences in the quality of 502

questions generated by each model for specific 503

terms. So, for 50 terms, a lower-scale evalu- 504

ation was performed to determine the better 505

model for question generation. Three review- 506

ers rated the questions from each model out 507

of 5 based on Relevance (how well the ques- 508

tion matches the given context or topic), Fac- 509

tual Accuracy(Checks if the question is based 510

on correct, error-free information), Question 511

Clarity(measures how clear and unambiguous 512

the question is), Creativity(evaluates original- 513

ity and depth beyond simple understanding), 514

Coherence(assesses grammar and natural flow 515

of the question), and Task-specific Appropri- 516

ateness(determines if the question fits the task 517

and context). In all dimensions, Qwen-2.5 out- 518

performed C4AI, for that reason the rest of the 519

questions were generated by using Qwen-2.5. 520
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Term Question Context Popularity Category Culture
Type

মূিতর্
(Statue)

িহūু ধেমর্ েদবতােদর
àিতিনিধĄ করা িচহ্ন বা
àিতমােক িক বলা হয়?

(What are the symbols
or images representing

gods in Hinduism
called?)

মূিতর্ িহūু ঐিতেহয্ েদবতা বা
মেতর্ য্র àিতমা বা িবÍেহর জনয্
সাধারণ শƁ। (Statue is a

general term for an idol or
statue of a deity or mortal

in Hindu tradition.)

0.00014 Religion Cultural

চঁাদ
(Moon)

পৃিথবীর একমাÛ àাকৃিতক
উপÍহ এবং েসৗরজগেত
পঞ্চম বৃহত্তম উপÍহ

েকানিট? (Which is the
only natural satellite of

Earth and the fifth
largest satellite in the

solar system?)

চঁাদ পৃিথবীর একমাÛ àাকৃিতক
উপÍহ এবং েসৗর জগেতর পঞ্চম
বৃহত্তম উপÍহ (The Moon is

Earth’s only natural satellite
and the fifth largest satellite

in the Solar System.)

0.09147 Miscellan-
eous

Miscellan-
eous

Table 3: Sample dataset for Question answering with Bengali terms and their English translations in
parentheses

Term Context Masked Context Category Culture
Type

মূিতর্ (Statue)

মূিতর্ িহūু ঐিতেহয্ েদবতা বা
মেতর্ য্র àিতমা বা িবÍেহর জনয্
সাধারণ শƁ। (Statue is a

general term for an idol or
statue of a deity or mortal

in Hindu tradition.)

[MASK] িহūু ঐিতেহয্ েদবতা
বা মেতর্ য্র àিতমা বা িবÍেহর

জনয্ সাধারণ শƁ। ([MASK] is
a general term for an idol or
statue of a deity or mortal

in Hindu tradition.)

Religion Cultural

চঁাদ (Moon)

চঁাদ পৃিথবীর একমাÛ àাকৃিতক
উপÍহ এবং েসৗর জগেতর
পঞ্চম বৃহত্তম উপÍহ (The
Moon is Earth’s only

natural satellite and the
fifth largest satellite in the

Solar System)

[MASK] পৃিথবীর একমাÛ
àাকৃিতক উপÍহ এবং েসৗর
জগেতর পঞ্চম বৃহত্তম উপÍহ
(The [MASK] is Earth’s
only natural satellite and

the fifth largest satellite in
the Solar System)

Miscellaneous Miscellaneous

Table 4: Sample dataset for masked prediction with Bengali terms and their English translations in
parentheses
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Category Description Examples
Location This category consists of names of

places and countries. িÛপুরা, সুūরবন, Íীস, েবাƲন, áাů, ইতাǬল, তɊরƯ, িসিĜম,
èীলংকা (Tripura, Sundarban, Greece, Boston, France,
Italy, Turkey, Sikkim, Sri Lanka)

Miscellaneous The terms that do not fall in any of
the other categories. েপশা, Ǭফডবয্াক, যű, আǬলĳন, সতয্, িবজ্ঞান, ãমণ, বয্ব-

সা, শাǬť, সুǬফ (Profession, Feedback, Machine, Hug,
Truth, Science, Travel, Business, Peace, Sufi)

People It consists of the names of famous
people, mostly politicians, writers,
singers, and many more, most of
whom are from our subcontinent.

সäাট জাহাĳীর, জলধর েসন, গগেনŴনাথ ঠাকুর, শǬğ চেńা-
পাধয্ায়, সুকাť ভńাচাযর্ (Emperor Jahangir, Jaladhar
Sen, Gaganendranath Tagore, Shakti Chattopadhyay,
Sukanta Bhattacharya)

Religion This category consists of the names
of things related to religion and re-
ligious terms.

িশরক, েদবী, িহūধুমর্, সওয়াব, মǭūর, কুরবানী, সালাত, পু-
েরািহত (Shirk, Goddess, Hinduism, Reward, Temple,
Sacrifice, Prayer, Priest)

Entertainment The names of movies, music com-
poser duos, etc. সাǬজদ-ওয়াǬজদ, ঘুǯŇ, ভারতীয় চলǬķÛ,আলাউǭśনআলী,

বালাম, েজমস, আলম খান, কাওয়াǬল (Sajid-Wajid,
Ghuddi (Movie), Indian Cinema, Alauddin Ali,
Balam, James, Alam Khan, Qawwali)

Organization It consists of the names of many dif-
ferent types of organizations. নাসা, গুগল, টɊইটার, ইউিটউব, চয্ােনল আই, েরিডও অেƻ-

Ǭলয়া, দয্ গািডর্ য়ান, âয্াক িবđিবদয্ালয়, (NASA, Google,
Twitter, YouTube, Channel I, Radio Australia, The
Guardian, Brac University)

Food The names of many different types
of food and edible ingredients make
up this category.

লয্াংচা, বাসমতী, পােকাড়া, ফুচকা, জাফরান, আচার
(Lyangcha (Sweet), Basmati, Fritters, Fuchka, Saf-
fron, Pickle)

Politics Names of politicians, political par-
ties, and monuments of the Indian
subcontinent are included in this
category.

মুহাƍদ আলী Ǭজŭাহ, গাŬী, আইয়ুব খান, মুসǬলম লীগ, নের-
Ŵ েমাদী, শহীদ িমনার (Muhammad Ali Jinnah, Gandhi,
Ayub Khan, Muslim League, Narendra Modi, Sha-
heed Minar)

Language This category includes names of lan-
guages. মারািঠ, ফারিস, উদুর্ , তািমল, লািতন, চীনা (Marathi, Per-

sian, Urdu, Tamil, Latin, Chinese)
Temporal Names of months, seasons, and cal-

endars are present in this category. েহমť, েসেŷčর, আষাঢ়, বসť, , জানুয়াির, নববষর্, ঋতɊ , িÌ-
ƲাƁ (Autumn, September, Ashadha, Spring, Jan-
uary, New Year, Season, AD.)

Historical Terms related to the history of the
Indian subcontinent make up this
category.

িবজয় েসন, পƝব রাজবংশ, বĳ রাজয্, িĆতীয় িবÍহপাল,
সÛপ, কদč রাজবংশ, কǬলĳ, েদবপাল (Vijaya Sena,
Pallava dynasty, State of Bengal, Vigrahapala II,
Satrap, Kadamba Dynasty, Kalinga, Devapala)

Event This category consists of names of
different types of events that hap-
pened in our region including mili-
tary operations, wars, etc.

চীন-ভারত যুŞ, অপােরশন জয্াকপট, ভারত ভাগ, বাংলােদেশ
সামিরক অভɊ য্ত্থান, কািগর্ল যুŞ, (Indo-China war, Oper-
ation Jackpot, Partition of India, Millitary Coup in
Bangladesh, Kargil War)

Material Names of things we use in our day-
to-day lives make up this category. কাগজ, েচয়ার, Ưাটর্, েখলনা, েহলেমট, েনৗকা, চাকা, ভাƯযর্,

িপরািমড, জতুা (Paper, Chair, Skirt, Toy, Helmet, Boat,
Wheel, Statue, Pyramid, Shoe)

Health It includes names of diseases, or-
gans, vitamins, etc. েডĳ,ু েচাখ, Ąক, কািশ, মাথাবয্থা, অয্ালাǬজর্, মৃতɊ য্, Ƴনয্পায়ী,

অিনÝা, েরাগ (Dengue, Eye, Skin, Cough, Headache,
Allergy, Death, Mammal, Insomnia, Disease)

Sports Names of players, games, and tour-
naments make up this category. Ǭফফা, বয্াডিমŲন, ভǬলবল, হিক, দাবা, হয্াũবল (FIFA,

Badminton, Volleyball, Hockey, Chess, Handball)
Economics This category includes terms that

are related to business, economics
or terms that directly influence the
economy.

রźািন, আমদানী, টাকা, দনুǶিত, Ǭজিডিপ, মাথািপছɈ আয়, মা-
িকর্ ন ডলার, (Export, Import, Taka, Corruption, GDP,
Income per Capita, US Dollar)

Table 5: Description of 16 Categories with Examples
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