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Abstract

Hate speech detection classifiers suffer from
spurious correlations between specific words
and the hate class. The spurious words can
be either the identity words (e.g., "black",
"female", "gay") or non-identity words (e.g.,
"sport", "football"). The current studies mainly
focus on removing spurious correlations based
on predefined identity words. In this paper, we
develop a novel spurious correlation mitigating
strategy, called ARLHAD, without any prior
knowledge of spurious words. ARLHAD lever-
ages a minimax game for optimization between
a classifier and an adversary, in which the clas-
sifier aims to improve the hate speech detection
performance by minimizing the classification
loss while the adversary aims to maximize the
loss mainly caused by spurious words. After
training, ARLHAD improves the overall per-
formance and more importantly, alleviates the
spurious correlations. Experimental results on
three hate speech detection datasets show the
effectiveness of ARLHAD.

1 Introduction

Recent studies have demonstrated that hate speech
detection classifiers suffer from spurious corre-
lations between spurious words (e.g., "black”,
"white", "sport”, "liberals") and hate class (Dixon
et al., 2018; Kennedy et al., 2020; Wiegand et al.,
2020; Ramponi et al., 2022). This is because spuri-
ous words frequently occur in hateful texts, which
makes the classifier trained on such data have a
high false positive rate for non-hate texts contain-
ing spurious words due to capturing the spurious
correlations. A recent study shows that spurious
words can be either the identity words (e.g., "black",
"white") or the non-identity words (e.g., "kids",
"liberals") (Ramponi et al., 2022). For example, as
shown in Figure 1, "I don’t think that any white..."
and "Unbelievable to me that all these liberals..."
are predicted as hateful by a vanilla fine-tuned
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Figure 1: Classification results of the hate speech dataset
STORMFRONT. The vanilla fine-tuned BERT model
(Vanilla) learns spurious correlations between certain
words and the hate class, leading to a high error rate for
non-hate texts containing spurious words. Our model
lowers the error rate of non-hate texts containing spuri-
ous words by mitigating spurious correlations and im-
proving overall performance.

BERT classifier. Hence, both identity and non-
identity words severely undermine the generaliza-
tion and robustness of hate speech detectors.
However, most existing approaches focus on
mitigating spurious correlations between identity
words and the hate class, such as adversarial train-
ing (Xia et al., 2020; Subramanian et al., 2021),
instance re-weighting (Zhang et al., 2020; Sub-
ramanian et al., 2021), data re-balancing (Dixon
et al., 2018; Park et al., 2018; Garg et al., 2019),
and identity words masking or removing (Ramponi
et al., 2022). Since these approaches highly rely
on prior knowledge of spurious words, creating a
pre-defined word list that includes many common
identity words is a prerequisite. However, due to
the massive number of non-identity words, creat-
ing a comprehensive pre-defined non-identity word
list can be impractical. Without prior knowledge



of spurious words, the current approaches cannot
mitigate spurious correlations between non-identity
words and the hateful class.

In this work, we aim to mitigate spurious correla-
tions in hate speech detection without defining the
spurious words. As shown in Figure 1, we can no-
tice that the main error of a vanilla fine-tuned BERT
model on non-hate class comes from the texts con-
taining spurious words (18.91% error rate) while
having a low error in texts without spurious words
(3.85% error rate). Based on this observation, if the
classifier has good accuracy on non-hateful texts
with spurious words, the spurious correlation can
be mitigated. To this end, inspired by adversarially
reweighted learning (Lahoti et al., 2020), we pro-
pose an adversarially-reweighting-learning-based
hate speech detection approach (ARLHAD) that
can mitigate the spurious correlation without pre-
defined spurious words. The idea is to enhance the
losses due to the errors from non-hateful texts with
spurious words so that the classifier can further op-
timize for these non-hateful texts. Concretely, we
introduce a minimax game between a classifier and
an adversary into the optimization, in which the
classifier aims to mainly improve the classification
accuracy and the adversary learns to identify and
enhance the loss due to the misclassifications af-
fected by spurious words in the non-hate class. The
alternating training between the classifier and the
adversary enables the model to mitigate spurious
correlations while improving the overall perfor-
mance. We show the effectiveness of our approach
for spurious correlation mitigation on three hate
speech detection datasets.

2 ARLHAD

2.1 Problem Statement

We consider the binary classification of hate speech
detection. Let X denote texts and ) denote their
labels (hate: )V = 1 and non-hate: ) = 0). Due
to the imbalanced nature of hate speech datasets,
the non-hate class is the majority class. We
consider a set of words S spuriously correlated
with the hate class. Given a set of training texts
Dirain = {(a:z,yz)}, i=1,...,n, wherex € X
and y € Y = {0, 1}, but no observed spurious
words S, our goal is to learn a function (neural net-
work parameterized by 6) f(-) : X — R? to accu-
rately classify testing samples in Dyeg;, especially,
lower the false positive rate caused by spurious
correlations between S and the hate class.

2.2 Approach

In order to mitigate spurious correlations and im-
prove the overall performance, ARLHAD intro-
duces a minimax game between two players: the
classifier f(x;;0) and the adversary A(x;;¢) de-
fined as an adversarial neural network: g(z;; ¢) —
R. The classifier and adversary play the adversarial
games as below:
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where L(f(x;;0),y;) indicates the objective func-
tion to train the classifier.

In particular, the classifier f(x;;6) aims to learn
the optimal parameters 6 by minimizing the ex-
pected loss L. The adversary A(z;; ¢) learns to
assign high weights A for misclassified texts of the
classifier f(z;;0) to maximize the loss L. Because
the classifier makes significant errors on non-hate
texts with spurious words, the adversary would as-
sign high weights to these texts. The classifier then
adjusts itself to further minimize the loss, leading to
a low error on non-hate texts with spurious words.

Classifier: The classifier f(x;;6) aims to learn
the optimal parameters 6 for hate speech detection.
Due to the lack of sufficient hateful texts for train-
ing, hate speech classifiers usually perform poorly
in the hate class. Hence, the classifier f(x;;6) is
trained to minimize the label-distribution-aware
margin (LDAM) loss (Cao et al., 2019), which is a
state-of-the-art approach for imbalanced learning
to enhance the performance of the minority class,
defined as follows:
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where C'is a hyperparameter, n,, is the number of
texts with the label y;, and f, (z;; ) is the logit
output targeted label y;. The key idea of LDAM is
that the minority class is associated with a larger
Ay,. Then, A, is subtracted from the logit output
fy: (zi;6), which increases the LDAM loss and thus
encourages a larger margin for the minority class.
Adversary: Since LDAM primarily focuses on
improving the performance of hateful texts, the
model’s errors are mainly attributed to the non-
hateful texts containing spurious words that are eas-
ily misclassified. The adversary g(-) : X — [0, 1]



parameterized by ¢ is to identify such texts. In
particular, in order to maximize the loss of the ob-
jective function, the adversary g(x;; ¢) learns to
assign large weights for the misclassified texts. In
this way, when the learner f(x;;60) is trained to
minimize the loss of the objective function, the
learner will improve the performance of misclassi-
fied texts that mainly consist of non-hateful texts
with spurious words.

In practice, to prevent exploding gradients dur-
ing optimization, we perform normalization of
assigned weights. Besides, we don’t want the
A(z4; ¢) to be small and add 1 to make all the train-
ing examples contribute to the training loss:
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The alternating training between the learner
f(z;;0) and the adversary g(z;;¢) enables the
model to refine its ability to enhance its overall
performance and address misclassifications of non-
hateful texts affected by spurious correlations. In
the experiments, we fine-tune the uncased BERT-
base model (Devlin et al., 2019) for the learner
f(z; 0) and the adversary g(z; ¢). The output layer
of the learner is a linear function with two logits,
while the output layer of the adversary is a sigmoid
activation mapping g(z; ¢) into [0, 1].

3 Experiments

3.1 Datasets

We conduct experiments on three hate speech de-
tection datasets, including GAB (Kennedy et al.,
2020), STORMFRONT (De Gibert et al., 2018),
and REDDIT (Rottger et al., 2021). All three
datasets provide the spurious words labeled by
Ramponi et al., 2022. !

We split each dataset into train, validation, and
test same as Ramponi et al., 2022. Dataset statistics
are summarized in Table 1. Besides, we ensure that
the ratio of hateful texts and non-hateful texts in
training, validation, and testing sets is consistent
for each dataset.

3.2 Baselines

Little work exists on mitigating spurious correla-
tions without access to spurious words for hate
speech detection. At the same time, most of the
hate speech datasets are class imbalanced with a

'The list of spurious words is available at https://
github.com/dhfbk/hate-speech-artifacts

Table 1: Statistics of the datasets. Train, Val, and Test
denote the number of training data, validation data, and
testing data. Class Ratio denotes the ratio of hateful
texts and non-hateful texts. Avg Len denotes the average
words per post of each dataset.

Dataset Train ~ Val  Test Class Ratio AvgLen

GAB 19881 2466 2591 1:14 24
STORMFRONT 8360 997 1044 1:8 17
REDDIT 17262 2157 2157 1:12 31

majority proportion of texts belonging to the nega-
tive or non-hate class, so we compare our method
(ARLHAD) with the combinations of imbalanced
learning methods and two spurious correlation miti-
gation techniques that need prior information about
spurious words.

We adopt Re-Weight (RW) and LDAM for im-
balanced learning. Specifically, we minimize the
cross-entropy loss and re-weight each text with the
balanced class weight for RW while we minimize
the LDAM loss for the LDAM approach.

Mask and Remove are effective techniques for
mitigating spurious correlations when the prior in-
formation of spurious words is available (Ramponi
et al., 2022). For Mask, we replace all the spurious
words with a unique token [MASK] only in the
training set, which encourages the model to blend
all the spurious words into the same contextualized
representation. As for Remove, we just remove
all the spurious words from the training set. By
masking and removing the spurious words, we can
prevent the model from learning the spurious cor-
relations between spurious words and hate class.

3.3 Evaluation Metrics

We evaluate models’ performance using macro-F'1
(F1) score and use False Negative Rate (FNR) to
show models’ performance in the minority class.
We further evaluate the effectiveness of spurious
correlations mitigation using the False Positive
Rate (FPR) following Ramponi et al., 2022. How-
ever, we think FPR is not sufficient to evaluate
whether the model is able to mitigate spurious cor-
relations. Obviously, if the model only improves
the accuracy of non-hateful texts without spurious
words, it also helps to lower the FPR. Consequently,
we propose False Positive Equality Gap (FPEG),
as defined below:

FPEG = |FPR s — FPR|

where FPR /s denotes the false positive rate on the
non-hateful texts without spurious words and FPR g
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Table 2: Experiment results of all methods on three benchmark datasets. For each dataset, the best-performing
result of each metric is highlighted in boldface. Scores are averages of 5 runs with different seeds and subscriptions
indicate standard deviation. 1 denotes higher scores are better, whereas | denotes lower scores are better.

GAB STORMFRONT REDDIT
Fl; FPR, FNR, Fl; FPR, FNR, Fl, FPR, FNR,
Vanilla 0.7080.01 0.0900.01 0.284¢.05 0.7520.01 0.105¢.03 0.2620.06 0.6630.05 0.1800.07 0.158¢.07
RW Mask | 0.714001 0.034001 0.5450.03 0.7299.02 0.055¢902 0.4979.10 0.6430.04  0.193p.05 0.194¢.02
Remove 0-6820_02 0.1210_03 042340_05 0.7400_01 040920_02 0.3440_09 0.6110_05 0.2390_07 0-1730.06
Vanilla 0.6820.01 0.1310402 0.1790.04 0.7370402 0‘1360.02 0.2030404 0‘7040.04 0.1300.05 02050,08
LDAM Mask 0.7000.02 0.0830.02 0.3530.05 0.7280.03 0.1130.05 0.318¢.10 0.6820.03 0.1400.04 0.2390.06
Remove | 0.655001  0.153001  0.192¢.02 0.734902  0.1199.02  0.2720.06 0.6950.02  0.119904  0.2800.08
ARLHAD 0.7079.01 0.0770.02  0.3550.07 0.762¢902 0.100904 0.271g.07 0.7650.01 0.042p02 0.4080.02
FPR/s FPRs FPEG, FPR/s FPRs FPEG; FPR/s FPRs FPEG,
Vanilla 0.018¢.01 0.1670.02 0.149¢.02 0.0440.01 0.1970.03 0.1530.02 0.096¢.04 0.2630.09 0.1670.06
RW Mask 0.0090_01 0-0630_01 0.0540.01 0.0220,01 0.1020_04 0.0800_03 0.1100_03 0.2720_05 0.]620_04
Remove 0.0450_01 0.2040_(]4 041590_[]4 0.0390_01 041700_04 0.1310_03 0.1510_05 0.3250_09 0.1740_04
Vanilla | 0.037901  0.235003  0.1980.02 0.0590.02  0.2499.04  0.1900.03 0.0580p.03  0.201p07 0.1430.05
LDAM | Mask 0.0299.01  0.142904  0.113¢.03 0.0580.04  0.1969.07  0.138¢.03 0.0749.03  0.2050.05  0.131¢.04
Remove 0.0590(01 0.2560,02 0.1970,02 0.0560‘01 0.2140,05 0.158(],()4 0.0630,03 0-1740406 0.1110,05
ARLHAD 0.020[)‘01 0.1390‘03 0.1190_03 0.048()‘02 0.1670_05 0.1190_03 0.0150_01 0-0660,01 0-0510‘01

are the false positive rate on non-hateful texts with
spurious words. Intuitively, if the model is able
to mitigate spurious correlations between S and
hate class, the spurious words S should have less
impact on the classification which leads to sim-
ilar performance between non-hateful texts with
spurious words and without spurious words. There-
fore, a lower FPEG means the model is stronger in
mitigating spurious correlations.

3.4 Implementation Details

We fine-tune the uncased BERT-base model (De-
vlin et al., 2019) for all experiments. We train each
baseline for 10 epochs with the Adam optimizer
(Kingma et al., 2014), a mini-batch size of 64, and
a learning rate of 2¢~° on a machine equipped with
two NVIDIA GeForce RTX 3090. The code is
available online.

3.5 Results and Discussion

We report the mean and standard deviation over
5 runs with different seeds in Table 2. We can
observe that ARLHAD achieves the best F1 over
all the baselines on STORMFRONT and REDDIT
datasets. Compared with the vanilla methods of
RW and LDAM, we lower the False Positive Rate
and achieve better FPEG over three different hate
speech datasets, which validates the effectiveness
of our method in mitigating spurious correlations
and improving overall performance.

With the prior information about the spurious
words, the Remove or Mask methods show lower
FPEG than the Vanilla methods, which means ap-

Zhttps://tinyurl.com/ARLHAD-code-2024

plying these two methods can remove spurious cor-
relations between spurious words and the hate class.
However, the Remove and Mask cannot achieve
better overall performance in most cases. With-
out prior knowledge of the spurious words, ARL-
HAD not only enhances the overall performance
but also achieves FPR and FPEG scores compa-
rable to those of the Remove and Mask methods.
Importantly, our method can achieve the best FPEG
scores on the REDDIT dataset.

Noting that mitigating the spurious correlations
can potentially compromise the model’s perfor-
mance in the hate class, as we can see the FNR
increases when we apply mitigating strategies. In-
tuitively, since most hate speech includes spurious
words, using spurious words as a feature to make
classifications can indeed help to improve the per-
formance of the hate class. In contrast, mitigating
the correlations between spurious words and the
hate class can hurt the model’s utility.

4 Conclusions

We have designed a novel method called ARLHAD
to mitigate spurious correlations without prior infor-
mation about spurious words. ARLHAD forces the
classifier to optimize the misclassified non-hateful
texts due to spurious correlation via an adversarial
game. Experiments demonstrated the effectiveness
of our method in mitigating spurious correlations
compared with two effective approaches (Mask and
Remove) that rely on prior information about spu-
rious words. In future work, we aim to explore
mitigating spurious correlations without compro-
mising the performance of the hate class.
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Limitations

Our work represents a step forward toward mitigat-
ing spurious correlation in the absence of spurious
words. However, we acknowledge a limitation.
Across the experimental results, we can observe
a common thing among spurious correlation miti-
gation methods: while mitigating spurious correla-
tions can enhance the performance of the non-hate
class, it leads to a decline in the performance of the
hate class. Ideally, we desire a hate speech detector
that is both immune to spurious correlations and
achieves high accuracy in detecting hate speech.
Although our method does not achieve both simul-
taneously, we believe it can serve as an inspiration
for future studies in this area.
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