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Abstract

Scientific data visualization plays a crucial role001
in research by enabling the direct display of002
complex information and assisting researchers003
in identifying implicit patterns. Despite its004
importance, the use of Large Language Mod-005
els (LLMs) for scientific data visualization re-006
mains rather unexplored. In this study, we007
introduce MatPlotAgent, an efficient model-008
agnostic LLM agent framework designed to au-009
tomate scientific data visualization tasks. Lever-010
aging the capabilities of both code LLMs and011
multi-modal LLMs, MatPlotAgent consists of012
three core modules: query understanding, code013
generation with iterative debugging, and a vi-014
sual feedback mechanism for error correction.015
To address the lack of benchmarks in this016
field, we present MatPlotBench, a high-quality017
benchmark consisting of 100 human-verified018
test cases. Additionally, we introduce a scoring019
approach that utilizes GPT-4V for automatic020
evaluation. Experimental results demonstrate021
that MatPlotAgent can improve the perfor-022
mance of various LLMs, including both com-023
mercial and open-source models. Furthermore,024
the proposed evaluation method shows a strong025
correlation with human-annotated scores.026

1 Introduction027

A picture is worth a thousand words. Data visual-028

ization is an essential process in scientific research,029

facilitating the more direct conveyance of complex030

information and aiding researchers in uncovering031

implicit patterns. There are many advanced toolk-032

its, such as Matplotlib1 and Origin2, that can help033

researchers plot various types of figures for com-034

plex data distributions. However, transforming035

raw data into informative and easy-to-understand036

visualizations is still time-consuming and labor-037

intensive. Before the invention of large language038

1https://matplotlib.org
2https://www.originlab.com

models (LLMs) (OpenAI, 2023), automating this 039

process with AI models is almost impossible. 040

With large-scale parameters and extensive train- 041

ing data, LLMs have demonstrated remarkable ca- 042

pabilities in a wide range of complex tasks, in- 043

cluding reasoning (Wei et al., 2022; Kojima et al., 044

2022a; Yao et al., 2023a), mathematics (Yu et al., 045

2024; Luo et al., 2023a; Azerbayev et al., 2024; 046

Shao et al., 2024) and coding (Rozière et al., 2024; 047

Luo et al., 2023b; Guo et al., 2024; Wei et al., 2023). 048

This breakthrough has unlocked new opportunities 049

for utilizing LLMs as autonomous agents in a di- 050

verse range of practical scenarios, such as web 051

browsing (Nakano et al., 2021; Yao et al., 2022; 052

Qin et al., 2023; Zhou et al., 2023; Deng et al., 053

2023; Yao et al., 2023b; Xie et al., 2023), social 054

simulations (Park et al., 2023; Xu et al., 2023; 055

Chen et al., 2024a; Wang et al., 2023), tool uti- 056

lization (Qin et al., 2024; Schick et al., 2023; Liu 057

et al., 2024; Li et al., 2023a; Lu et al., 2023; Qian 058

et al., 2023b; Shinn et al., 2023), and software de- 059

velopment (Qian et al., 2023a). Using LLMs to 060

enhance human productivity in specialized areas is 061

now a key research focus with great potential. 062

Recent advancements in LLM-based agents in- 063

spire us to explore the utilization of LLMs for 064

scientific data visualization, a realm that remains 065

rather unexplored in existing studies. A closely 066

related line of research is text-to-image genera- 067

tion (Ramesh et al., 2021; Saharia et al., 2022), 068

where diffusion models (Rombach et al., 2022) 069

have shown great potential in generating various 070

types of images. However, existing text-to-image 071

generation methods predominantly focus on artistic 072

expression, potentially misaligning with the needs 073

of scientific data visualization, where clarity and 074

precision in conveying information are the most 075

important principles. 076

In this study, we propose leveraging modern 077

code LLMs and multi-modal LLMs to develop 078

scientific data visualization agents that can signif- 079
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I have data of protein consumption 
in 24 European countries named 
data.csv. … Write a Python code to 
visualize this data using a 2D scatter 
plot with K-Means clustering into 
three distinct color-coded 
clusters. …

I want to create a phase diagram of 
water using Python. The data is in a 
file called data.csv. …  You should add 
a grid to make the chart easier to 
read, and ensure the pressure scale is 
logarithmic, since phase diagrams 
often cover a wide range of pressures.

Create a 3D Waterfall plot using the 
data.csv file, where the first column 
represents time and the subsequent 
columns … Label the axes: 'Time 
(sec)' for the x-axis, 'Frequency (Hz)' 
for the y-axis, and 'Amplitude (a.u.)' 
for the z-axis.

Create a chord diagram titled 
"Mobile Phone Brand Switching 
Behavior" using Holoviews with 
Bokeh backend. The data represents 
transitions between Samsung, Apple, 
Huawei, and Other Android. 

Country Red Meat White Meat Eggs

Albania 10.1 1.4 0.5

Austria 8.9 14 4.3

Belgium 13.5 9.3 4.1

Temperature Pressure Temperature Pressure

273.16 611.657 210 1

273.15 101325 250 100

270 10000000 273.16 611.657

Time(sec) Ampltiude(a.u.)

0.323139139 27.2643839 28.24879002 9.073632995

0.658706707 87.91011441 16.89604138 22.03673759

0.994274274 52.92724834 57.24762992 41.5508988

Samsung Apple Huawei Other

0.2925 0.0224 0.0288 0.042

0.0195 0.2816 0.0063 0.008

0.0117 0.0032 0.0279 0.01

Figure 1: Examples in the proposed MatPlotBench. Given the raw data and user queries, the AI agent is expected to
generate a figure accordingly. We only display partial raw data and user queries due to space limitations.

icantly enhance human efficiency. The resulting080

MatPlotAgent3 is comprised of three modules: (1)081

the query understanding that can thoroughly under-082

stand user-provided requirements; (2) the code gen-083

eration module with iterative debugging capabili-084

ties that use code to precisely preprocess raw data085

and generate figures; and (3) the visual feedback086

module that possesses visual perceptual abilities to087

find errors in the plotted draft and provide visual088

feedback to the code generation module to rectify089

the errors. Our method is model-agnostic, which090

can be driven with any code LLMs and multi-modal091

LLMs. Through experiments, we find MatPlotA-092

gent can work with both closed-source LLMs (e.g.,093

GPT-4 (OpenAI, 2023)) and open-source LLMs094

(e.g., Magicoder (Wei et al., 2023)).095

Another critical challenge in the field of auto-096

matic scientific data visualization is the absence of097

benchmarks for evaluation purposes. To address098

this issue, we introduce a meticulously crafted099

benchmark called MatPlotBench to quantitatively100

evaluate the approaches involved. Specifically,101

MatPlotBench contains 100 carefully hand-crafted102

test examples, each of which contains a user query,103

the corresponding input data, and a ground-truth104

figure verified by human experts. We believe that105

high-quality test sets play a crucial role in driving106

advancements in the field.107

To facilitate automatic quantitative evaluation,108

3This name is in homage to the well-known Matplotlib.

we also design a scoring mechanism based on GPT- 109

4V (OpenAI, 2023), which is one of the strongest 110

multi-modal LLMs that can effectively understand 111

text and figures. Specifically, GPT-4V is prompted 112

to produce a score between 0 and 100 based on 113

the ground-truth figure and the one generated by 114

AI models. Additionally, we conduct human eval- 115

uation and estimate the correlation coefficient be- 116

tween human-annotated scores and the automati- 117

cally calculated scores. The results reveal a strong 118

correlation between the automatic score and the 119

human-annotated score, thus affirming the reliabil- 120

ity of the scoring mechanism. In summary, our 121

contribution can be listed as follows: 122

• We introduce MatPlotBench to enable au- 123

tomatic quantitative evaluation of AI meth- 124

ods designed for scientific data visualization. 125

Through comparison with human evaluation, 126

we observe that MatPlotBench can effectively 127

capture the performance of AI approaches in 128

this cutting-edge task. 129

• We propose an effective and generalizable 130

LLM agent framework, MatPlotAgent, that 131

can improve the performance of a wide range 132

of LLMs based on the newly proposed visual 133

feedback mechanism. 134

2 Task Description 135

We first introduce the scientific data visualization 136

task investigated in this work. Given a user query 137
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x described in text and the corresponding data D,138

the AI system is expected to output a figure V that139

can satisfy the user’s demand:140

V = f(x,D), (1)141

where f denotes the involved AI system that can142

be either an LLM or an LLM-based agent.143

Specifically, x specifies the visualization require-144

ments, encompassing the visualization type, data145

to plot, structural or spatial requirements for in-146

dividual elements or the entire plot, and aesthetic147

preferences. D represents the data, a collection of148

data points {d1, · · · , dn} whether specified by the149

user or stored in the external data file. Figure 1150

provides some examples for this task.151

3 MatPlotBench152

Automatic evaluation is important in AI tasks as it153

enables researchers to efficiently assess the perfor-154

mance of various methods, thereby guiding the de-155

velopment of the field. While the DS-1000 bench-156

mark (Lai et al., 2023) includes coding problems157

about Matplotlib, the solutions’ average length is158

merely three lines, rendering them too simplistic to159

gauge the proficiency of contemporary AI agents160

in tackling practical challenges. Therefore, we161

propose to construct MatPlotBench with complex162

data visualization problems that are more close to163

real-world scenarios. We will illustrate the data164

collection process in Section 3.1 and then explain165

the scoring mechanism in Section 3.2.166

3.1 Data Collection167

Principles To enhance the quality of MatPlot-168

Bench, we adhere to the following principles for169

data collection: (1) Covering diverse types: encom-170

passing a broad range of plot types, including not171

only the most commonly used but also rare but use-172

ful ones; (2) Containing representative instances:173

ensuring that the test examples reflect the represen-174

tative features of scientific data visualization, such175

as varying data complexity; and (3) Balancing easy176

and challenging problems: including problems of177

varying levels of difficulty in the benchmark.178

Selecting Original Examples In accordance179

with the principles outlined above, we first select180

some original examples from reputable online sci-181

entific data visualization forums. These examples182

are carefully selected from the Matplotlib Gallery183

and OriginLab GraphGallery, encompassing di- 184

verse and representative instances with varying lev- 185

els of difficulty. Specifically, we select 1 or 2 exam- 186

ples from every section in the Matplotlib Gallery, 187

covering bars, lines, markers, pie charts, polar plots, 188

contour plots, statistics plots, 3D plots, text anno- 189

tations, radar charts, shapes, scales, axes, spines, 190

subplots, and so on. We also seek more advanced 191

test examples from the OriginLab GraphGallery, 192

focusing on those that are more aesthetically ap- 193

pealing or complex, such as Sankey diagrams, sun- 194

burst charts, radial plots, chord diagrams, stream- 195

plots, and others. Finally, 75 original examples 196

come from the Matplotlib Gallery and the 25 other 197

original examples come from the OriginLab Graph- 198

Gallery. Subsequently, these examples undergo 199

several modifications to become the final test cases 200

in MatPlotBench. 201

Preliminary Query Generation Based on the 202

selected original examples, we use LLMs to gener- 203

ate preliminary queries, which are then revised by 204

humans. For original examples from the Matplotlib 205

Gallery, we use GPT-4 to convert the code in each 206

original example into preliminary queries. For the 207

examples from the OriginLab GraphGallery, there 208

are only images. We thus use GPT-4V to convert 209

each image into a preliminary query. 210

Data Replacement Based on these preliminary 211

queries, we begin data replacement for examples 212

from the Matplotlib Gallery due to the observed 213

phenomenon of memorization by GPT-4. In this 214

process, we replace the original data points with 215

newly generated ones, while keeping other factors 216

such as the plot type unchanged. For examples 217

from OriginLab, we find that the data is inherently 218

complex, and even GPT-4 does not exhibit memo- 219

rization with these examples. As a result, we only 220

perform data replacement for Matplotlib examples. 221

Human Modification After completing the data 222

replacement process, we engage human annotators 223

to refine the preliminary queries. These annota- 224

tors are tasked with correcting errors, eliminating 225

ambiguity, and adding any omitted essential infor- 226

mation. Each annotator involved has a minimum 227

of three years of experience in coding and NLP. 228

Furthermore, each query undergoes refinement by 229

two independent human annotators. 230

Updating Ground-Truth Figures After obtain- 231

ing the human-annotated queries, as the data in 232

3



Matplotlib examples are altered, we cannot di-233

rectly use the images in the original example as234

the ground truth. To this end, we manually wrote235

code to plot the ground truth for the Matplotlib236

examples. For examples from OriginLab, as the237

data remains unaltered, we extract the images from238

their website to serve as the ground truth.239

Human Verification After obtaining the queries240

and their corresponding ground truths, we per-241

formed a final round of manual verification. Three242

NLP researchers were asked to conduct this verifi-243

cation. In this turn, the focus is mainly on check-244

ing whether the user queries and the ground truths245

are well aligned. The researchers meticulously246

checked each element in the ground truth image247

and looked for their corresponding descriptions in248

the user query. Ill-described elements and those249

missing clarifications are corrected. Redundant250

and incorrect descriptions are removed. This pro-251

cess results in 100 high-quality (query, raw data,252

ground-truth figure) triples, which comprise our253

final benchmark.254

3.2 Automatic Quantitative Evaluation255

To ease the burden of manual evaluation and256

broaden the applicability of our benchmark for re-257

search purposes, we suggest employing GPT-4V,258

a cutting-edge multi-modal LLM, to conduct auto-259

matic evaluations on our proposed benchmark. We260

carefully prompt GPT-4V to give a score from 0261

to 100 on model-generated visualizations using the262

corresponding ground truths as the reference. The263

prompt is shown in Figure 6 in Appendix.264

Correlation with Human Evaluation To assess265

the reliability of GPT-4V as an automatic evaluator266

for scientific visualizations, we calculate the cor-267

relation between the automatic scores and human-268

evaluated scores. Specifically, we employ GPT-3.5269

and GPT-4 to generate figures on MatPlotBench,270

and then conduct both automatic and human eval-271

uation for the generated figures. For each model,272

we iteratively sample a subset that consists of n273

examples from the total benchmark, and then cal-274

culate the average score of both automatic and hu-275

man evaluation. This process repeats k times and276

we get k data points for each type of evaluation,277

which can be represented by A = {a1, · · · , ak}278

and H = {h1, · · · , hk}. ai denotes the average279

automatic score on the i-th randomly sampled sub-280

set, and hi represents the average human-evaluated281

Figure 2: Correlation between the proposed automatic
evaluation mechanism and human evaluation.

score in the same subset. n and k are set to 25 and 282

100, respectively. 283

We utilize the statistical functions provided by 284

scipy4 to compute the Pearson correlation coeffi- 285

cient r and the corresponding p-value p. For GPT- 286

4, we obtain r=0.876 and p=7.41e-33, while for 287

GPT-3.5, the values are r=0.836 and p=2.67e-27. 288

Figure 2 shows the data points for GPT-4. Given 289

that r > 0.8 and p <0.05, we conclude that the 290

automatic evaluation scores are strongly correlated 291

with human evaluation results. This demonstrates 292

the reliability of the proposed scoring mechanism 293

in assessing the quality of model-generated figures 294

on MatPlotBench. 295

4 MatPlotAgent 296

To improve the capabilities of LLMs for scientific 297

data visualization, we propose an agentic frame- 298

work that mimics the plotting process of human 299

experts. The proposed MatPlotAgent is comprised 300

of three modules, including the query expansion 301

module, the code agent, and the visual agent. Fig- 302

ure 3 illustrates the workflow of MatPlotAgent. 303

4.1 Query Expansion 304

The query expansion module interprets and refines 305

the user query, converting the high-level require- 306

ments into a sequence of explicit and detailed in- 307

structions that are easy for LLMs to follow. This 308

module can also be viewed as a planning mod- 309

ule, creating an overall plan before generating the 310

figure. Specifically, this module is based on the 311

involved code LLM, which is prompted to give 312

detailed instructions on how to use code to fulfill 313

4https://docs.scipy.org/doc/scipy/reference/
stats.html
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User Query
Generate a scatter plot with polar projection. The
plot should have 200 points with their positions
and colors determined by random values. The area
of each point should be proportional to the square
of its radial distance from the origin, and the color
should be determined by its angle from the
positive x-axis.

Query Expansion Principles
You should understand what the query's requirements are, and
output step by step, detailed instructions on how to use python code
to fulfill these requirements. Include what libraries to import, what
library functions to call, how to set the parameters in each function
correctly, how to prepare the data, how to manipulate the data so
that it becomes appropriate for later functions to call etc.

hue = theta / (2*np.pi)
saturation = np.ones_like(hue)
value = np.ones_like(hue)

scatter = ax.scatter(theta, r, s=area
, c=(hue, saturation, value), cmap='hsv')

Code Agent

hue = theta / (2*np.pi)
saturation = np.ones_like(hue)
value = np.ones_like(hue)

colors = list(zip(hue, saturation, value))
rgb_colors = hsv_to_rgb(colors)
scatter = ax.scatter(theta, r, s=area, c=rgb_colors)

Self-Debugging

Bug Fixed

Code Generation Visual Agent

Match Type and Data: Ensure that the plot 
and data match the requests.
Customize: Adapt colors and labels to meet 
the user's requirements.
Adjust and Improve: Resolve discrepancies 
and improve visual quality.

Principles

Feedback
Enhance Visibility: Scale up point
sizes with a factor, like 100, for
better visibility.

Final Result

Buggy Code

Figure 3: Workflow of MatPlotAgent: The query expansion module converts the user query into detailed multi-step
instructions. These instructions are then passed to the code agent, which generates the plotting code. The visual
agent provides informative feedback based on the current draft, guiding the refinement of the figure.

the requirement specified by the user, including314

what libraries to import, what library functions to315

call, how to set the parameters in each function cor-316

rectly, how to prepare the data, how to manipulate317

the data, and so on.318

4.2 Code Agent319

The code agent is the core component in MatPlotA-320

gent, responsible for generating the code to plot fig-321

ures. Given detailed instructions from the query ex-322

pansion module, the code agent first generates the323

code using appropriate libraries and functions. To324

improve the success rate of the generated code, we325

also employ the self-debugging mechanism (Chen326

et al., 2024b), which helps the involved code LLM327

iteratively identify and correct bugs in the code.328

To prevent an infinite loop, we set the maximum329

iterations of self-debugging to 3.330

Similar to humans, who need to repeatedly refine331

the figure based on current drafts, we also introduce332

a visual feedback mechanism. This mechanism em-333

ploys multi-modal LLMs to provide suggestions334

to improve the figure and better fulfill the user’s335

queries. These suggestions, which we call visual336

feedback, are then provided to the code agent to337

further improve the code. Our experiments in Sec-338

tion 5.2 demonstrate that MatPlotAgent is compat-339

ible with several modern code LLMs, including340

both some well-known closed-source models and 341

some open-source models. 342

4.3 Visual Agent 343

The major difference between MatPlotAgent and 344

previous LLM-based coding agents (Qian et al., 345

2023a; Chen et al., 2024b) is that we take the visual 346

signal into account, which is important in scientific 347

data visualization. Some errors or weaknesses may 348

be difficult to identify in the code but become ap- 349

parent when observing the output figure through 350

“eyes”. The visual agent is the “eyes” for MatPlotA- 351

gent, while the aforementioned code agent acts as 352

the “hands” for MatPlotAgent. 353

Specifically, the visual agent is powered by 354

multi-modal LLMs. In our experiments, we uti- 355

lize GPT-4V (OpenAI, 2023) to drive this agent. 356

We introduce several guiding principles for the vi- 357

sual agent, including verifying whether the figure 358

aligns with the provided data, and enhancing the 359

colors or labels to improve the figure’s informative- 360

ness. Based on the principles, the user query, and 361

the current draft of the figure, the visual agent gen- 362

erates some suggestions to refine to figure. These 363

suggestions serve as feedback for the code agent to 364

refine the code. Experimental results in Section 5.3 365

show that our visual feedback mechanism can sig- 366

nificantly improve the quality of the plotted figures, 367
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Model Direct Zero-Shot MatPlotAgentDecod. CoT

GPT-4 48.86 45.42 −3.44 61.16 +12.30

GPT-3.5 38.03 37.14 −0.89 47.51 +9.48

Magicoder-S-DS-6.7B (Wei et al., 2023) 38.49 37.95 −0.54 51.70 +13.21

Deepseek-coder-6.7B-instruct (Guo et al., 2024) 31.53 29.16 −2.37 39.45 +7.92

CodeLlama-34B-Instruct (Rozière et al., 2024) 16.54 12.40 −4.14 14.18 −2.36

Deepseek-coder-33B-instruct (Guo et al., 2024) 30.88 36.10 +5.22 32.18 +1.30

WizardCoder-Python-33B-V1.1 (Luo et al., 2023b) 36.94 35.81 −1.13 45.96 +9.02

Table 1: Performance of different LLMs on MatPlotBench. For each model, improvements over the direct decoding
are highlighted in red, while results worse than that of the direct decoding are highlighted in blue.

demonstrating the effectiveness of the proposed368

visual feedback mechanism.369

5 Experiments370

5.1 Setup371

Models Since the proposed MatPlotAgent is372

model-agnostic, we can employ various LLMs in373

this framework. The code LLMs we use in our ex-374

periments include GPT-4, GPT-3.5, Magicoder-S-375

DS-6.7B (Wei et al., 2023), Deepseek-coder-6.7B-376

instruct (Guo et al., 2024), Deepseek-coder-33B-377

instruct (Guo et al., 2024), WizardCoder-Python-378

33B-V1.1 (Luo et al., 2023b), and CodeLlama-379

34B-Instruct (Rozière et al., 2024). The decod-380

ing temperature is set to 0.0 for all the involved381

code LLMs. For GPT-4 and GPT-3.5, we use the382

API provided by OpenAI5. For the other five open-383

source LLMs, we use vLLM (Kwon et al., 2023) for384

model inference. For the visual agent, we utilize385

GPT-4V (OpenAI, 2023), a state-of-the-art multi-386

modal LLM. We leave the exploration of using387

open-source multi-modal LLMs to power the vi-388

sual agent for future work.389

Evaluation We evaluate the involved methods on390

MatPlotBench, using the proposed automatic scor-391

ing mechanism that is shown reliable in Section 3.2.392

For each code LLM, we evaluate its performance393

in three ways:394

• Direct decoding: given the query, the model395

directly generates the plotting code.396

• Zero-Shot Chain-of-thought (Kojima et al.,397

2022b): the model is prompted to inference398

with the zero-shot CoT mechanism.399

5https://openai.com/product

• MatPlotAgent: the model is equipped with 400

the proposed MatPlotAgent framework, driv- 401

ing the query expansion module and the code 402

agent, as illustrated in Section 4. 403

5.2 Main Results 404

Table 1 presents the results of different methods 405

on the scientific data visualization task. In the 406

direct decoding setting, GPT-4 achieves the high- 407

est score of 48.86. Surprisingly, the open-source 408

model Magicoder-S-DS-6.7B (Wei et al., 2023) 409

achieves the second-best performance, surpassing 410

models with substantially larger parameter sizes, 411

such as WizardCoder-Python-33B-V1.1. 412

The results also suggest that the zero-shot CoT 413

mechanism does not effectively enhance the per- 414

formance of many recent code LLMs. Zero-shot 415

CoT only improves the results of Deepseek-coder- 416

33B-instruct (Guo et al., 2024) from 30.88 to 36.10. 417

Conversely, for other models, implementing zero- 418

shot CoT results in poorer performance. For ex- 419

ample, when zero-shot CoT is applied, the perfor- 420

mance of GPT-4 drops to 45.42, which is lower 421

than the direct decoding result of 48.86. 422

From Table 1, we find the proposed MatPlotA- 423

gent can improve the plotting capabilities of sev- 424

eral models. For GPT-4 and GPT-3.5, MatPlotA- 425

gent leads to significant improvements of 12.30 and 426

9.48, respectively. For the other five open-source 427

LLMs, MatPlotAgent improves the performance of 428

four models. With MatPlotAgent, the open-source 429

Magicoder-S-DS-6.7B model even surpasses GPT- 430

4 with direct decoding (51.70 vs. 48.86), showcas- 431

ing the effectiveness of our method. In the follow- 432

ing experiments, we will perform ablation studies 433

to investigate the effects of different components in 434

MatPlotAgent, and provide some plotting examples 435

to better interpret the quantitative results. 436
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w/o
Visual Feedback

with
Visual Feedback

Ground-Truth

A B C D

Figure 4: Examples to illustrate the effect of visual feedback. To investigate the effect of the visual feedback
mechanism on different models, we display the outputs of two representative LLMs. Case A, B, and C are generated
by GPT-4. Case D is generated by Magicoder-S-DS-6.7B.

5.3 Ablation Study437

Compared to previous LLM-based coding438

agents (Qian et al., 2023a; Chen et al., 2024b), the439

major contribution of the work lies in the newly440

proposed visual feedback mechanism, expected to441

leverage visual signals to enhance the quality of the442

output figure. To gain a deeper understanding of443

the impact of the visual feedback mechanism, we444

conduct both qualitative and quantitative analyses445

in this section.446

Figure 4 presents examples plotted by LLMs447

both with and without the visual feedback mech-448

anism. We observe a clear improvement in the449

quality of the output figure with the visual feed-450

back. For example, in case C, the text in the figure451

is jumbled, but this issue is resolved with the assis-452

tance of visual feedback. It is important to note that453

the visual agent does not reference the ground-truth454

figure when generating feedback; it only examines455

the draft plotted by the model. Table 2 also presents456

quantitative results of the visual feedback mecha-457

nism, indicating that the absence of visual feedback458

would result in significantly poorer outcomes for459

both GPT-4 and GPT-3.5. This reaffirms the impor-460

tance of visual signals in the task of scientific data461

visualization.462

Model GPT-4 GPT-3.5

Direct Decod. 48.86 38.03

MatPlotAgent 61.16 47.51
w/o Visual Feedback 53.44 41.57

Table 2: Effect of the visual feedback mechanism.

5.4 Case Study 463

We present output figures in Figure 5. The first 464

example is relatively simple, correctly plotted by 465

GPT-4 augmented with MatPlotAgent. The sec- 466

ond example is more challenging; while GPT-4 467

and Magicoder-S-DS-6.7B can generate a draft, 468

both omit some elements. The third example is 469

the most difficult, where none of the three mod- 470

els can produce the correct result. These results 471

indicate that the proposed MatPlotBench poses a 472

significant challenge for current LLMs. Even the 473

state-of-the-art LLM, GPT-4, equipped with Mat- 474

PlotAgent, fails in some cases. We believe this 475

benchmark will be effective not only for evaluating 476

AI systems in scientific data visualization but also 477

for assessing general capabilities such as coding 478

and visual perception. 479
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Ground Truth GPT-4 GPT-3.5 Magicoder-S-DS-6.7B

Figure 5: Case study of different models.

6 Related Work480

Code LLMs Since the release of Codex (Chen481

et al., 2021), many closed- and open-source code482

LLMs have been published, pushing the bound-483

aries of LLMs’ capabilities to write functional code.484

Early open-source efforts include SantaCoder (Al-485

lal et al., 2023) and StarCoder (Li et al., 2023b).486

More recently, the Code Llama (Rozière et al.,487

2024) series is released, including models of vary-488

ing sizes. DeepSeekCoder (Guo et al., 2024), a489

series of open-source code models ranging in size490

from 1.3B to 33B, has also garnered significant491

attention for its impressive performance on general492

coding benchmarks. Wei et al. (2023) introduce493

a novel data augmentation method for automati-494

cally creating high-quality fine-tuning data. The495

resulting Magicoder model surpasses a wide array496

of open-source code LLMs in performance.497

LLM Agents Recently, a wide range of LLM-498

based agent frameworks is proposed to explore499

LLMs’ potential in real-world scenarios (Nakano500

et al., 2021; Yao et al., 2022; Qin et al., 2023; Zhou501

et al., 2023). OpenAgents (Xie et al., 2023) pro-502

posed an open platform for using language agents503

in everyday life, which includes a Data Agent, a504

Plugins Agent, and a Web Agent. Park et al. (2023)505

proposed an interactive simulacra of human be- 506

havior where computational software agents sim- 507

ulate believable human actions and interactions. 508

Voyager (Wang et al., 2023) introduced the first 509

LLM-powered embodied lifelong learning agent in 510

Minecraft that continuously explores the world, ac- 511

quires diverse skills, and makes novel discoveries 512

without human intervention. ChatDev (Qian et al., 513

2023a) proposed a virtual chat-powered software 514

development company that mirrors the established 515

waterfall model. In this study, we explore the capa- 516

bilities of LLM-based agents in the task of scien- 517

tific data visualization, a critical and practical area 518

for contemporary researchers. 519

7 Conclusion 520

We propose to assess and enhance the capabilities 521

of modern LLMs for scientific data visualization, 522

a multifaceted task demanding coding and visual 523

skills. We begin with the creation of MatPlotBench, 524

a rigorous benchmark supporting automated quan- 525

titative evaluation that strongly aligns with human 526

assessment. Additionally, we introduce MatPlotA- 527

gent, a model-agnostic mechanism employing vi- 528

sual feedback to enhance LLMs’ plotting abilities. 529

Experimental results demonstrate that MatPlotA- 530

gent enhances the performance of various LLMs. 531

8



8 Limitations532

In this paper, we introduce MatPlotBench, a bench-533

mark designed for scientific data visualization.534

However, the demands of scientific data visual-535

ization can vary significantly across disciplines.536

Since MatPlotBench is developed for general sci-537

entific data visualization, it may not encompass all538

domain-specific requirements, potentially restrict-539

ing its applicability to certain fields. In the future,540

the data construction and evaluation approaches541

can be customized for specific domains if neces-542

sary.543
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A Detailed Prompts 826

To better understand MatPlotBench and MatPlotA- 827

gent, we list the prompts for automatic evaluation 828

and the three modules in MatPlotAgent, including 829

the query expansion module, the code agent, and 830

the visual agent. 831

A.1 Evaluation Prompts 832

The automatic evaluation prompt primarily requires 833

GPT-4V to provide a score between 0 and 100 for 834

the model-generated plot, with reference to the 835

ground truth plot. 836

A.2 Prompts for MatPlotAgent 837

The query expansion prompt mainly requires LLMs 838

to generate step-by-step, detailed instructions on 839

how to use Python code to fulfill the requirements 840

specified by users, as shown in Figure 7. 841

For the code agent, there are two prompts for 842

the code generation process and the self-debugging 843

mechanism. The code generation prompt mainly 844

requires LLMs to generate executable code accord- 845

ing to the user query to plot and save the output 846

figure, as shown in Figure 8. The self-debugging 847

prompt mainly requires LLMs to correct the buggy 848

code according to the error message from a Python 849

interpreter, as displayed in Figure 9. 850

The visual agent prompt mainly requires multi- 851

modal LLMs to firstly understand the user query 852

and analyze the draft plot, then generate the visual 853

feedback to refine the draft, as shown in Figure 10. 854

B Human Evaluation Details 855

We engage human annotators from computer sci- 856

ence departments at various universities via social 857

media. They are compensated for their work at a 858

rate slightly higher than the prevailing market rate. 859

All human annotators involved are informed that 860

the collected data will be used solely for academic 861

11

https://openreview.net/forum?id=Yacmpz84TH
https://openreview.net/forum?id=Yacmpz84TH
https://openreview.net/forum?id=Yacmpz84TH
http://arxiv.org/abs/2402.03300
http://arxiv.org/abs/2402.03300
http://arxiv.org/abs/2402.03300
http://arxiv.org/abs/2402.03300
http://arxiv.org/abs/2402.03300
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://openreview.net/forum?id=vAElhFcKW6
https://api.semanticscholar.org/CorpusID:258887849
https://api.semanticscholar.org/CorpusID:258887849
https://api.semanticscholar.org/CorpusID:258887849
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
http://arxiv.org/abs/2312.02120
http://arxiv.org/abs/2312.02120
http://arxiv.org/abs/2312.02120
http://arxiv.org/abs/2310.10634
http://arxiv.org/abs/2310.10634
http://arxiv.org/abs/2310.10634
http://arxiv.org/abs/2309.04658
http://arxiv.org/abs/2309.04658
http://arxiv.org/abs/2309.04658
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=WE_vluYUL-X
https://openreview.net/forum?id=WE_vluYUL-X
https://openreview.net/forum?id=WE_vluYUL-X
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=N8N0hgNDRt
https://openreview.net/forum?id=rmiwIL98uQ
https://openreview.net/forum?id=rmiwIL98uQ
https://openreview.net/forum?id=rmiwIL98uQ


You are an excellent judge at
evaluating visualization plots between a
model-generated plot and the ground truth.
You will be giving scores on how well it
matches the ground truth plot.

The generated plot will be given to you
as the first figure. If the first figure
is blank, that means the code failed to
generate a figure.

Another plot will be given to you as
the second figure, which is the desired
outcome of the user query, meaning it is
the ground truth for you to reference.

Please compare the two figures head to
head and rate them. Suppose the second
figure has a score of 100, rate the first
figure on a scale from 0 to 100.

Scoring should be carried out regarding
the plot correctness: Compare closely
between the generated plot and the ground
truth, the more resemblance the generated
plot has compared to the ground truth, the
higher the score. The score should be
proportionate to the resemblance between
the two plots.

In some rare occurrences, see if the data
points are generated randomly according to
the query, if so, the generated plot may
not perfectly match the ground truth, but
it is correct nonetheless.

Only rate the first figure, the second
figure is only for reference.

If the first figure is blank, that means
the code failed to generate a figure. Give
a score of 0 on the Plot correctness.

After scoring from the above aspect, please
give a final score. The final score is
preceded by the [FINAL SCORE] token.

For example [FINAL SCORE]: 40.

Figure 6: Automatic evaluation prompt for GPT-4V.

research purposes, and their personal information862

will not be disclosed.863

B.1 Evaluation Guide for Human Annotators864

Figure 11 gives detailed instructions for human865

annotators when scoring the model-generated plots.866

SYSTEM PROMPT: According to the user
query, expand and solidify the query into
a step by step detailed instruction (or
comment) on how to write python code
to fulfill the user query’s requirements.
Import the appropriate libraries. Pinpoint
the correct library functions to call and
set each parameter in every function call
accordingly.

USER PROMPT: Here is the user query:
[User Query]: """ {{query}} """ You should
understand what the query’s requirements
are, and output step by step, detailed
instructions on how to use python code to
fulfill these requirements. Include what
libraries to import, what library functions
to call, how to set the parameters in
each function correctly, how to prepare the
data, how to manipulate the data so that
it becomes appropriate for later functions
to call etc,. Make sure the code to
be executable and correctly generate the
desired output in the user query.

Figure 7: The query expansion prompt in MatPlotAgent.

SYSTEM PROMPT: You are a cutting-edge
super capable code generation LLM. You will
be given a natural language query, generate
a runnable python code to satisfy all the
requirements in the query. You can use any
python library you want. When you complete
a plot, remember to save it to a png file.

USER PROMPT: Here is the query: """
{{query}} """ If the query requires data
manipulation from a csv file, process the
data from the csv file and draw the plot in
one piece of code. When you complete a plot,
remember to save it to a png file. The file
name should be """{{file_name}}""".

Figure 8: The code generation prompt in MatPlotAgent.

USER PROMPT: There are some errors in
the code you gave: {{error_message}} please
correct the errors. Then give the complete
code and don’t omit anything even though
you have given it in the above code.

Figure 9: The self-debugging prompt in MatPlotAgent.
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SYSTEM PROMPT: Given a user query and an
image of the current plot, please determine
whether the plot has faithfully followed
the user query. Your task is to provide
instruction to make sure the plot has
strictly completed the requirements of the
query. Please output a detailed step by
step instruction on how to use python code
to enhance the plot.

USER PROMPT: Here is the user query:
[Query]: """ {{query}} """ Carefully read
and analyze the user query to understand
the specific requirements. Check if
the plot aligns with the user query in
terms of data selection, plot type, and
any specific customization. Look at the
provided image of the plot. Assess the
plot type, the data it represents, labels,
titles, colors, and any other visual
elements. Compare these elements with the
requirements specified in the user query.
Note any differences between the user
query requirements and the current plot.
Based on the identified discrepancies,
provide step-by-step instructions on how
to modify the Python code to meet the user
query requirements. Suggest improvements
for better visualization practices, such
as clarity, readability, and aesthetics,
while ensuring the primary focus is on
meeting the user’s specified requirements.
Remember to save the plot to a png file. The
file name should be """{{file_name}}"""

Figure 10: Prompt for the visual agent.
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Evaluation Guide

Plot Correctness (0-100 points)

• Exact Match (90-100 points): The generated plot is nearly identical to the ground truth, with
only minor, negligible differences.

• High Resemblance (70-89 points): The generated plot closely resembles the ground truth
with some small but noticeable differences in data representation or styling.

• Moderate Resemblance (50-69 points): The generated plot has a moderate level of similarity
to the ground truth, but there are several noticeable differences that impact the plot’s accuracy
or interpretation.

• Low Resemblance (30-49 points): The generated plot shares some similarities with the
ground truth but has significant differences that change the overall message or interpretation
of the data.

• Poor Match (10-29 points): The generated plot has very little in common with the ground
truth, with major discrepancies in data representation.

• No Resemblance (1-9 points): The generated plot is completely different from the ground
truth, with no discernible similarities in data representation.

• Failure to Generate (0 points): The first figure is blank, indicating a failure to generate any
plot.

Special Considerations

• In cases where the generated plot includes random data points that are correct in the context
of the query, the plot should be evaluated for its correctness based on the query’s intent, not
solely on its visual match to the ground truth.

[FINAL SCORE]: XX

Figure 11: Evaluation guide for human annotators when scoring the model-generated plots.
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