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Abstract

3D generation methods have shown visually compelling results powered by diffu-
sion image priors. However, they often fail to produce realistic geometric details,
resulting in overly smooth surfaces or geometric details inaccurately baked in
albedo maps. To address this, we introduce a new method that incorporates touch
as an additional modality to improve the geometric details of generated 3D assets.
We design a lightweight 3D texture field to synthesize visual and tactile textures,
guided by diffusion-based distribution matching losses on both visual and tactile
domains. Our method ensures the consistency between visual and tactile textures
while preserving photorealism. We further present a multi-part editing pipeline that
enables us to synthesize different textures across various regions. To our knowledge,
we are the first to leverage high-resolution tactile sensing to enhance geometric
details for 3D generation tasks. We evaluate our method on both text-to-3D and
image-to-3D settings. Our experiments demonstrate that our method provides cus-
tomized and realistic fine geometric textures while maintaining accurate alignment
between two modalities of vision and touch.

1 Introduction

Generating high-fidelity 3D assets is essential for various applications, from content creation in
gaming and VR/AR to developing realistic simulations for robotics. Recently, a surge in emerging
methods has enabled the creation of 3D assets from a single image [1]] or a short text prompt [2} 3]].
Their success can be attributed to advances in generative models [4} 5] and neural rendering (6} [7]], as
well as the availability of extensive 2D and 3D datasets [8} 9].

While existing methods can effectively capture the overall object shape and visual appearance, they
often struggle with synthesizing fine-grained geometric details, such as stochastic patterns or bumps
from the material. As a result, the final mesh output tends to be either overly smooth or have geometric
details baked into the albedo map. But why is that?

We argue that data is the major bottleneck. First, high-resolution geometric data are largely absent
in current 2D and 3D datasets. For image datasets like LAION [8]], obtaining geometric details
is challenging due to cameras’ limited resolution in capturing real-world objects. In the case of
3D asset datasets like Objaverse [9], although the assets often include visual textures, they rarely
feature high-resolution geometric textures. Second, it is difficult for humans to precisely describe fine
geometric textures in natural language, which makes text-based applications even more challenging.

To address the above issues, we propose exploring tactile sensing to capture high-resolution data
for 3D generation. Given a text prompt or an input image, we first generate a view-consistent (but
potentially smooth) 3D representation and output it as a base mesh with an albedo map. We then
collect a few tactile patches that capture the high-resolution surface geometry of the target texture
with GelSight [10} [11]], a high-resolution tactile sensor. Given data from multiple modalities, aligning
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Figure 1: Our method leverages tactile sensing to improve the existing 3D generation pipeline. Left: Given a text
prompt, we first generate an image using SDXL and then run Wonder3D to generate mesh from the
image. This process often results in a mesh with an overly smooth surface. Right: Our method takes a text prompt
and several tactile patches as input and generates high-fidelity coherent visual and ractile textures that can be
transferred to different meshes. Our method can easily adapt to image-to-3D tasks, as shown in the rightmost
column, with the reference image’s thumbnail displayed at the bottom right corner. Please visit/our webpage for
video results.

them is crucial. To achieve that, we learn a lightweight 3D texture field to co-optimize the albedo
map and the normal map, guided by diffusion-based distribution matching losses on both visual
and tactile domains. Our optimization ensures that the final refined textures contain high-resolution,
coherent details for both visual appearance and fine geometry, with accurate alignment between the
two modalities. Furthermore, we extend our method to synthesizing multiple textures in different
local regions.

Our contributions can be summarized as follows: (1) We are the first to leverage tactile sensing to
synthesize high-fidelity geometric details for 3D generation. (2) We present a new technique to learn
high-quality 3D texture fields with aligned visual and geometry textures, with a multi-part extension
that allows us to synthesize multiple textures across various regions. (3) Our experiments show that
our method outperforms existing text-to-3D and image-to-3D methods. Our code and dataset are
available on our project website.

2 Related Work

3D generative models. Following the success of text-to-image models [17], we have
witnessed a booming development of 3D generative models conditioned on text or image. Recent
works have used 2D diffusion priors in 3D generation [2 [18] 3] [211 22} 13}, 23]], with notable
methods like DreamFusion [2] introducing Score Distillation Sampling (SDS) to optimize a 3D
representation using gradients from 2D diffusion models. Follow-up works have further extended the
SDS optimization using multi-view diffusion models, improving both 3D generation and single-view

reconstruction [[1| 24| 23] 26} 27, 28 [30].

Another line of research 33 trains large-scale transformers to generate 3D shapes in
a feed-forward manner, requiring high-quality large-scale 3D asset datasets. While these models
effectively capture global shapes, they often fail to accurately render fine-grained geometric details,
which are often either incorrectly baked in color or lost entirely. In contrast, our method incorporates
tactile information to enhance the detail and realism of local geometry in 3D assets, addressing the
challenges observed in current 3D generative models.

Geometry representation in 3D generation. Researchers have explored various 3D representations
for generation, such as voxel grids [33] 36, [37], point clouds [38] [39] [40]], meshes (3|
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Figure 2: Tactile data capture. We collect one patch by pressing GelSight Mini on an object surface. We use
Poisson integration to estimate the contact depth from the sensor output, apply high-pass filtering to extract the
high-frequency texture information, and then run the 2D texture synthesis method of Image Quilting [[77]] to
obtain an initial texture map. Finally, we convert the height map back to a normal map.

Depth Estimation

43| 441 [45] [19]], neural radiance fields (NeRF) [46, 21 20l 2111, neural surfaces [48] 22} 13|, 23],
and Gaussians [49, [50]. Among these, meshes support faster and more efficient rendering with
rasterization than volumetric rendering. Meshes also seamlessly integrate with graphics engines for
downstream applications. In contrast, volume representations require separate post-processing to
extract meshes, often resulting in a loss of quality. Our approach uses meshes to represent coarse
geometry while embedding local geometric details into a 3D texture field of tactile normal.

3D texture generation and transfer. Simultaneously generating geometry and texture often
results in blurry textures due to surface smoothing or averaging across views. To address this, many
approaches propose a subsequent stage that focuses on refining high-resolution textures or
treats texture generation as a separate problem entirely [51} 52} 53] [56]]. Additionally, various
texture transfer methods enable the transfer of texture to new shapes using images [57, 158 59,
or other material assets [61]]. While most methods focus solely on visual appearance, our approach
produces high-fidelity geometric details. Closely related to our method, NeRF-Texture [62] also
transfers textures with geometric variations but requires a collection of 100-200 images of the same
object. However, their method, constrained by visual resolution, can only model geometry at a coarse
level. In contrast, our method leverages high-resolution tactile sensing at the millimeter scale and
provides accurate surface normal details, with richer details at fine scales.

Tactile sensing in 3D. Tactile data is useful in providing contact information and are widely used in
3D perception and robotics tasks. Early works start with reconstructing simple objects [63} (64 [65] [66],
and then evolve to more complicated scenes with latest 3D neural representations [67} 68]], as well as
robotic in-hand reconstruction with multi-finger contacts [69, [70]. Vision-based tactile sensing [10),
[IT], a particular sensing mechanism based on the photometric stereo principle, can provide high-
resolution surface texture information like surface normals and thus can be useful for high-quality 3D
synthesis and generation. Several recent works have also used it for 2D generation [[72} and
3D scene reconstruction [[73}[67, [76]]. In contrast, to our knowledge, our work is the first to use tactile
sensing for 3D generation.

3 Tactile Data Acquisition

We use GelSight [10} [TT]}, to acquire high-resolution geometric information by touching the object’s
surface. The raw sensor data are pre-processed to obtain high-frequency signals, as shown in Figure 2]

GelSight tactile sensor. The GelSight sensor is a vision-based tactile sensor that uses photometric
stereo to measure geometry at a high spatial resolution at the contact surface. It can capture the fine
details on the surface, such as bumps on avocados’ skin and patterns of crochet yarns. In our work,
we use the GelSight mini with a sensing area of 2Imm x 25mm (/ x W) and a pixel resolution of
240x320, equivalent to about 85 micrometers per pixel. The sensor captures an RGB image, which
can be mapped to the surface normals and then used to reconstruct a surface height map.

Tactile data pre-processing and contact mask. We manually press the GelSight sensor against
the object’s surface once to obtain a tactile image, which covers a small area. The derived height
map contains both a low-frequency component, representing the global shape of the surface, and
high-frequency geometric textures. We first apply a high-pass filter to the height map to extract texture
information and then center-crop the masked region to a square patch to remove the non-contact



Object —
—
Normal Map . -5 - SN
3D
Height Map

avocado strawberry canvas bag striped steel corn rubber
Figure 3: TouchTexture dataset. We collect tactile normal data from 16 daily objects featuring diverse tactile
textures. To demonstrate the local geometric intricacies, we show the tactile normal map and a 3D height map
for each object. Please refer to the supplement for the full set of our data.
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Figure 4: Method overview. Given an input image or a text prompt, our method generates a mesh with high-
quality visual and normal texture. We first generate a base mesh with albedo texture using a text- or image-to-3D
method. We use a 3D texture field with hash encoding to represent albedo and tactile normal textures and train it
with loss functions on rendered images. To capture the scale differences between visual and tactile modalities,
we sample distinct camera views, P, for visual rendering and P; for tactile rendering. For texture refinement, we
train the texture field with a visual matching loss L,, to ensure fidelity to the input mesh, and a visual guidance
loss with normal-conditioned ControlNet, Ly, to enhance photorealism and cross-modal alignment. We further
apply a tactile matching loss, £, and a tactile guidance loss, L1g, using a customized Texture Dreambooth, to
achieve high-quality geometric details aligned with the distribution of tactile input V* texture exemplars.

area. Finally, we convert the masked height map patch back to a normal map patch by computing its
gradients.

Figure 3] shows our dataset TouchTexture collected from 16 daily objects with diverse tactile
textures. Our dataset is available on our project website.

4 Method

Generating 3D assets with high-resolution geometric details is challenging due to the difficulty of
acquiring low-level texture details from text prompts or a single image. Therefore, we incorporate an
additional input modality, tactile normal maps, to enhance the geometric details in 3D asset generation.
Figure ] shows our overall pipeline. Our method takes an input image and a tactile normal patch as
input and generates a 3D asset with a high-fidelity, color-aligned normal map. The input image can be
a real image or generated by a text-to-image model such as SDXL [12]]. Below, we first describe how
we generate the base mesh in Section f.T] We then introduce our core texture refinement algorithm in
Section[#.2]and extend it to objects with multiple materials in Section[4.3]

4.1 Base Mesh Generation

Similar to prior works with stage-wise geometry sculpting and texture refinement 149]), we first
generate a base mesh with albedo texture using a text- or image-to-3D method. We then unwrap a
UV map of the exported mesh M and project the vertex albedo onto an albedo UV map.
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Direct texture transfer. To incorporate the tactile information, one could synthesize a large 2D
texture map with an exemplar of the preprocessed normal patch using image quilting algorithm [[77]]
and use it as a normal UV map of the object mesh. However, this would result in inconsistencies
between visual and tactile textures, especially when transition in visual color indicates geometric
change, as shown in Figure 0] Therefore, we synthesize a texture map that roughly matches the
physical scale of real materials and use it for initialization. Then, we jointly optimize the albedo and
the normal tactile texture to ensure alignment.

4.2 Texture Refinement

Texture representation. For ease of optimization, we represent the visual and tactile normal textures
as a 3D texture field. In practice, we use a multi-resolution hash grid [[78] (-), whose input is a 3D
spatial coordinate p on the mesh:

ﬂ(p) = (C7nt)’ (1)

where ¢ € R3 is the albedo and n; € R? is the tactile normal defined in the tangent space on the
mesh surface.

Given the base mesh M, the texture field 3(-), a camera pose P, and a lighting condition L, we can
render a color image I, of the object using a differentiable rasterizer R, nvdiffrast [79]:

i(‘(P) =R(M, B(-), P, L). (2

Specifically, for each 3D point on the mesh, we composite the base normal n; from the mesh geometry
and the tactile normal n,; from the texture to get the shading normal n;:

n; = Qren - 0y = [t,np X t,mp) - 1y, 3)
where ny is the global geometric normal defined by the base mesh, t is the tangent vector, and Qrgn
is the Tangent-Bitangent-Normal (TBN) Matrix for every surface point. With the calculated shading
normal, we use a point light and a simple diffuse shading model to produce the color image i
following prior works [2} 3] given a sampled camera pose P. We can also obtain ia(P), it(P), and
in(P) by projecting the albedo, tactile normal, and shading normal onto a sample view P.

Learning 3D texture field. Given the scale discrepancy between vision and touch, we sample
camera views differently for two modalities. To supervise visual renderings i, and 1., we sample
camera poses P, orbiting the base mesh looking at the object center with perspective projection. To
supervise tactile renderings i, we sample camera poses P; close to mesh surfaces based on vertex
normals to emulate the captured data using a real sensor. Specifically, we randomly sample a vertex,
place a camera along this vertex’s normal direction, and set the camera to look at the sampled vertex
with orthographic projection.

We initialize the neural texture field of albedo with a reconstruction loss of rendered images:

Lo =|[T(P) = Tu(P) (z @)

where I, is rendered using the exported albedo UV map in Section {.T|from the same camera P,,.
Similarly, we initialize the tactile normal texture field with a tactile matching loss:

Et =1—cos (it(Pt), It(Pt)) s (5)

where I, is rendered using the tactile normal UV map from the image quilting results from a tactile
camera pose F;.

To refine the visual texture, we use a diffusion guidance loss inspired by the multi-step denoising
process in SDEdit [80] and DreamGaussian [49]. Importantly, we compute the Visual Guidance loss
Lvg based on a normal-conditioned ControlNet [81] to ensure the refined visual texture is consistent
with the tactile normal. Given the rendered color image ic from P,, we perturb it with random noise
€(t) to get a noisy image x; and apply a multi-step denoising process f(-) using the 2D diffusion
prior to obtaining a refined image:



where y is the input text prompt, and f; is Stable Diffusion with a normal-conditioned ControlNet.
We denoise the image from timestep ¢ to a completely clean image Iy, which is different from the
typical single-step SDS loss in Dreamfusion [2]]. The starting timestep ¢ is carefully chosen to limit
the noise strength so the clean image can enhance details without breaking the original content. This
refined image is then used to optimize the texture through the L1 and LPIPS [82] loss:

EVG:‘

I - I¢‘ ‘1 + Lipips (ic, I¢) . @)

While refining the visual textures, we jointly optimize the tactile texture with a Tactile Guidance loss
L1g. Similar to Lyg, we add random noise to a rendered tactile normal map I;(P;), generated from
a tactile camera pose P;, and then apply a multi-step denoising process to obtain a refined normal
image I;,. To capture the distribution of tactile normals, we replace the standard diffusion prior with
a customized Texture Dreambooth model, created by fine-tuning the Stable Diffusion model f; ()
for each tactile texture using a Low-Rank Adapter (LoRA) [83] as in Dreambooth [[84]]. We leave the
details of training LoRAs to the appendix. We use the output L, to refine the tactile texture:

Lrg =1— cos (L, Iw) : 8)

Optimization. We start by only optimizing £, and £; for 150 iterations. After that, we add Lyg
and Lrg for another 50 iterations. The overall loss function is:

L =ML+ XaLa + AtcLrc + AvcLve- )]

We use A\, = 500, Avg = 5, Arg = 0.05 to balance L, Lvg and Ltg. We reduce \; from 1 to 0.05
and change £, from per-pixel error to mean-color error to allow more spatial editing by diffusion
priors in color space.

4.3 Multi-Part Textures

Another advantage of our 3D texture field is its ability to easily define non-uniform textures in 3D,
allowing different tactile textures to be assigned to distinct parts of an object. For instance, when
generating a 3D asset of “a cactus in a pot”, we can apply different textures to the cactus and the pot.
This is achieved by incorporating two tactile inputs along with a text prompt that specifies the texture
assignment, e.g., “cactus with texture A, pot with texture B”.

Part segmentation based on diffusion features. Our method can automatically segment object
parts based on the text prompt without requiring manual annotation. We leverage the internal attention
maps of diffusion models to segment the rendered views I, (P,) of the object. Specifically, we add
a random noise of level ¢ to I, and applying one denoising step with the SD UNet. Inspired by
DiffSeg [85]], we perform unsupervised part segmentation by aggregating and spatially clustering
self-attention maps from multiple layers.. To assign part labels, we aggregate cross-attention maps
corresponding to different parts and match them with the unlabeled segmentation maps based on KL
distance. This results in a list of labeled segmentation masks S;(1,),7 € {1,..., N} where each i
denotes one of the IV object parts. For example, given the prompt “cactus in a pot,” we aggregate
cross-attention maps for “cactus” and “pot” from different layers, then assign each part segmented
from the clustered self-attention maps to either cactus or pot by sorting its KL distance to respective
cross-attention maps. More details are included in the appendix.

3D part label field. Since the 2D part segmentations S(I,(P,)) may contain noise and lack multi-
view consistency, we integrate them from different viewpoints into a coherent 3D part label field. We
achieve this by incorporating a part label s € R into our texture field 3(-). We render part label

maps S (P,) from sampled camera poses P, and supervise them using a cross entropy loss:

L= Les (SW(P), S(P.)) (10)

Optimization with multi-part textures. To learn multi-part textures, we keep the same £, and
Ly loss functions while modifying £; and Lr¢ to incorporate part-specific tactile supervision:
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Figure 5: 3D generation with a single texture. For each object, we show generated albedo (top), normal
(middle), and full color (bottom) renderings from two viewpoints. Our method works for both text-to-3D (corn
and football) and image-to-3D (potato and strawberry), generating realistic and coherent visual textures and
geometric details. (We use roughness=0.5 when rendering color views in Blender for Figure[T] Figure[5] Figure[f]
and Fieure[7])
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Figure 6: Diverse textures with the same object. With additional texture cues from tactile data, we can
synthesize diverse textures with the same coarse shape for customized designs.

L, = ié‘i(Pt) ® [1 ~ cos (it(Pt),It(i)(Pt))] , (11
=1
N
Lro = 85i(P) @ [1—cos (T 1y ) |, (12)
i=1

where © is the pixel-wise product, I;(;) (P ) is the rendered reference view using the i-th part’s tactile
data, I;;) is the refined tactile normal generated by Texture Dreambooth trained on the i-th part

texture, and S;(P;) is the rendered binary mask of the i-th part from our learned 3D label field.

5 Experiment

We present comprehensive experiments to verify the efficacy of our method. We perform qualitative
and quantitative comparisons with existing baselines and ablation studies on the major components.

Dataset. We collected 16 diverse types of textures from daily objects in our TouchTexture dataset,
five tactile patches per texture, and pair them with a short description. Please see our appendix for
the full list. We randomly sample one patch to initialize the tactile UV map with image quilting
and use five patches to train the customized Texture Dreambooth. For base mesh generation given a
text/image input, while any mesh generation method is applicable, we use Wonder3D [13] in the main
experiments but include results using InstantMesh [86] and RichDreamer [87] in the appendix as
well. Specifically, Wonder3D takes an image as input and outputs a mesh with albedo stored as vertex
colors. We then convert the vertex albedo into an albedo UV map as described in Section 4.1} During
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Figure 7: Multi-part texture generation. Our method allows users to specify an object (via text or image)
and its two parts to assign different textures (color-coded text prompts correspond to text descriptions for two
textures). We show paired results for albedo, normal, and full-color renderings. The zoom-in patches demonstrate
the generated normal textures on different parts.

optimization in Section [#.2] we refine the albedo and tactile textures with the “textured prompts”,
i.e., A [object name] with V* texture, where V* represents the text description corresponding to the
selected tactile texture map.

3D generation with a single texture. Figure [5|shows our 3D generation results for a single texture,
showing albedo, normal, and full-color rendering from two viewpoints for each object. Our method
works for both text input (the corn and the football) and image input (the potato and the strawberry),
generating realistic, coherent, and high-resolution visual and geometry details. Figure 6] shows the
results of applying different textures to the same object (a coffee cup), with normal rendering on top
and color rendering below. The joint optimization of our method helps produce coherent visual and
tactile textures that provide smooth and natural shadowing effects.

Multi-part texture generation. As introduced in Section[4.3] users can specify an object (via text
or image) and assign different textures to two distinct parts. Figure [7] shows results for multi-part
texture synthesis. The left column shows the text/image input and the tactile input. The image input
can be either real or generated from a text prompt. The color-coded text prompts correspond to text
descriptions for two textures. The right columns show the albedo, normal, and full-color rendering
results. Our method segments parts effectively with our 3D label field learned by aggregated attention
maps. The joint optimization successfully applies the textures to each corresponding part designated
by the user and generates an overall coherent visual appearance and tactile geometry.

Baselines. To our knowledge, this work is the first to leverage high-resolution tactile sensing to
enhance geometric details for 3D generation tasks. Thus, we compare our method with existing
text/image-to-3D methods. For text-to-3D, we compare with DreamCraft3D [22] and use the same
textured prompt as input. DreamCraft3D focuses on geometry sculpting using neural field and
DMTet [88]], followed by texture boosting through fine-tuning DreamBooth with augmented multi-
view rendering, requiring 10x computational cost compared to our method. For image-to-3D, we
compare with DreamGaussian and Wonder3D [13]]. DreamGaussian employs fast generation
using 3D Gaussian primitives and refines an albedo map in Stage 2 with a multi-step denoising MSE
loss. Wonder3D generates paired multi-view RGB and normal images, utilizing a geometry fusion
process to generate a 3D result. The input images remain the same as ours for these two baselines.
‘We use the official open-source implementation for all baselines.
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Table 1: Human perceptual study. For all paired comparisons, our method is preferred (> 50%) over the
baselines for both texture appearance and geometric details.

Ours vs DreamGaussian  Ours vs Wonder3D  Ours vs DreamCraft3D

Texture 85.43 £4.76 86.36 + 3.93 61.54 +4.43
Geometry 92.85 + 3.47 88.07 £ 3.80 84.20 £4.17

Qualitative evaluation. Figure[§]shows qualitative results of our method compared against three
baselines. For each example, we show color and normal rendering with zoomed-in patches at the
same location for detailed comparison. Our method achieves higher visual fidelity, more realistic
details in normal space, and better color-geometry alignment than the baselines. In particular, our
textures exhibit sharper details than those of Wonder3D, which tend to be overly smooth. In contrast
to DreamGaussian and DreamCraft3D, our generated geometry details are more realistic and align
well with color appearance. In the avocado example, DreamCraft3D suffers from the “Janus problem”,
generating a brown-colored core on both sides.

Quantitative evaluation. We perform a human perceptual study using Amazon Mechanical Turk
(AMTurk). We set up a paired test, showing a reference prompt and two rendering results, one
generated with our method and the other generated with one of the baselines.

We conduct two separate surveys to evaluate the texture appearance and geometric details respectively.
For texture appearance, we render full-color RGB images and ask users “Which of the following
views has more realistic textures?”. For geometric details, we render shaded colorless images that
only demonstrate the mesh geometry and ask users “Which of the following views has more realistic
geometry details?”. Each user has two practice rounds followed by 20 test rounds to evaluate our
method against DreamGaussian, Wonder3D, and DreamCraft3D. All samples are randomly selected
and permuted, and we collect 1,000 responses.

Table[T] shows the mean and standard deviation of users’ preference score; our method is preferred
over all baselines. While DreamCraft3D has a close performance regarding texture appearance, it
fails to obtain high-resolution geometric details that align well with color texture.

Ablation study. We perform an ablation study to evaluate key aspects of our method. We render
both front and back views of a sampled object for each experiment. To illustrate details and cross-
modal alignment, we prsent a global full-color view on the left, a global normal view on the right,
and patch views of the full-color, albedo, and normal renderings in between. Figure [0]shows results
of ablating diffusion-based guidance losses for texture refinement, specifically the visual guidance
Ly and tactile guidance Lrg.
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Figure 9: Ablation study regarding texture refinement. We ablate our method regarding the tactile guidance
loss Lrg and visual guidance loss Lvg. Removing L1g results in fewer details of the generated tactile texture.
Removing the visual guidance introduces misaligned visual and tactile normal textures. For example, the bumps
in the normal map are misaligned with the locations of white seeds in the albedo rendering, as shown in the
zoomed-in patches. Our method encourages the generated color to be consistent with the tactile normal using
ControlNet-euided visual refinement loss while also enhancing the details in the tactile texture.
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Figure 10: Ablation study regarding tactile preprocessing. Without tactile data preprocessing including
high-pass filtering and contact area crooning. the generated geometric details tend to be flat and unrealistic.
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Figure 11: Ablation study regarding tactile input. We remove the tactile input while keeping the refinement
loss. Without the tactile information, the generated 3D assets fail to capture fine-grained geometric details.

Omitting L1 reduces tactile texture details, while omitting Ly introduces misalignment between
visual and tactile normal textures; for instance, bumps in the normal map do not match the white seeds
in the albedo rendering. Our method ensures color consistency with tactile normals via ControlNet-
guided visual refinement and enhances tactile texture detail.

We also study the efficacy of tactile data processing by comparing our method with the texture
map synthesized using the original tactile data without preprocessing stated in Section 3] Figure [I0]
shows that using the original data produces much more flattened textures since the low-frequency
deformation of the gel pad due to uneven contact during the data collection would dominate the
tactile signal and thus degrade the details of synthesized texture maps. Figure[TT]shows the results of
removing tactile input and only optimizing the albedo map with “textured prompts” using £, and
Lvg. Without tactile input, the output mesh is overly smooth, demonstrating the insufficiency of
using text prompts only for fine geometry texture generation.

6 Discussion

Recent methods in 3D generation often struggle with unrealistic geometric details. To address this,
we have introduced a novel approach that incorporates tactile information. Our method synthesizes
both visual and tactile textures using a 3D texture field. Additionally, we have introduced a multi-part
texturing pipeline for controllable region-wise texture generation. To our knowledge, this is the
first use of high-resolution tactile sensing to improve 3D generation. Our method produces realistic,
fine-grained geometric textures while maintaining accurate visual-tactile alignment.

Limitations. The quality of the generated coarse shape depends on the existing 3D generative
models, which struggle with complex geometry. Additionally, slight seams may appear in our results
due to UV unwrapping. Addressing these issues presents a meaningful direction for future work.
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Appendix

A Implementation Details and Additional Results

Please check out our webpage for video results and more examples.

A.1 Diffusion-based Multi-Part Segmentation

In Section {.3] we mentioned using attention maps of the diffusion process to segment the input
image based on text prompts. We provide more details here. Assume an input image x and its
corresponding prompt y = [y1, Y2, - -, Y| are given, where [y1,y2, - -, Y] is a list of tokens and
among these, ¥, , - - -, Yp, define IV parts in the image x. For example, with the prompt “a cactus
in a pot”, the tokens “cactus” and “pot” correspond to two parts of the object in the image, and our
method outputs the segmentation mask for each part. Specifically, we first perturb x using random
noise ¢; with a noise level of t. We empirically choose ¢ = 0.2. We then use the stable diffusion
UNet to denoise x; for one step. During the denoising process, we collect the cross-attention and
self-attention probability maps for each of the 16 layers. Following DiffSeg [85], we aggregate
the 16 self-attention probability maps to a single map Ay with the shape of 64 x 64 x 64 x 64,
and aggregate the 16 cross-attention maps into A, with the shape of 512 x 512 x 77. Running
iterative attention merging [85] on upsampled .4 would give us a preliminary cluster probability

map Ay € RM*512X512 \where each A¢ [k, :,:], k = 1,---, M is a probability map,

> Aglkyigl =1, k=12 M. (13)
,J

We can then get a preliminary segmentation mask S,

¥i.g,  Sli,j) = argmax Ag[k, i, j]. (14)

Note that S contains M parts but in general M # N. Therefore, we need to assign each of the M
segments to one of the V parts specified in the prompt. Specifically, we extract the corresponding
cross-attention maps A, € RV X512X512 a4q0ciated with the IV tokens,

AC[Za:a:]:AC[:a:apl]v l:172a"'7N7 (15)
where
S Aligl=1, 1=12-N. (16)
4,7

We calculate a KL distance matrix D € RM*N between A; and A,

Dlk,l] = Dxr(As[K], Acl), k=1,2,---,M, 1=1,2,---,N. (17)
We merge the preliminary mask S according to D to get the final segmentation S,
Vi, 5,  S[i,j] = argmlinD[S[i,j],l]. (18)
An example of output masks is shown in Figure[T2]

A.2 Dataset Details

Figure[T3]shows additional textures included in our TouchTexture dataset, and Table [2] shows the
list of text descriptions corresponding to each texture.

16



Reference Albedo Mask A: cactus Mask B: pot

Attention Aggregation

Diffusion +
UNetﬁ Mask Merging

a cactus in a pot
Figure 12: Illustration of diffusion-based multi-parts segmentation. At each iteration, we run a forward pass
of the diffusion model for the target albedo image, aggregate its self-attention and cross-attention maps, and
compute KL distance to merge the masks into IV parts. We show an example of “a cactus in a pot”, where

we extract the masks corresponding to two tokens “cactus” and “pot”, shown as Mask A and Mask B. The
segmentation masks are then used to supervise the label field training to enable multi-part synthesis.
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Figure 13: Additional materials in tactile normal dataset TouchTexture. We collect tactile normal data from
16 daily objects featuring diverse tactile textures. We show the tactile normal map and a 3D height map for each
object. This library of tactile samples covers a wide range of diverse materials commonly found in daily life.

A.3 Training Details

Regarding the network, we use TCNN encoding with two base linear layers, which then branches out
into three output layers, one linear layer followed by sigmoid activation for albedo output, one linear
layer followed by tanh activation for tactile normal output, and one optional linear layer for label
field. We follow DreamBooth [84] to train texture LoRAs with Stable Diffusion (SD) V1.4 for the
tactile guidance loss. We find empirically that SD V1.4 works better for generating tactile normal
maps. We use ControlNet (v1.1 - normalbae version) with SD V1.5 for the diffusion loss. We follow
Wonder3D to generate the base mesh and train the texture field network using Adam optimizer with
Ir = 0.01. We train all models on A6000 GPUs and each experiment takes about 10 mins and 20G
RAM to run.

A.4 Flexible Base Mesh Generation

Given a text or image input, our method seamlessly integrates with a wide range of mesh gener-
ation approaches to enhance the 3D output with refined details. Here, we presents results using
RichDreamer [87] for base mesh generation in Figure [I4a] and results using InstantMesh [86] in
Figure[I4b] RichDreamer generates detailed and consistent 3D meshes from text prompts by incor-
porating depth and normal priors during pre-training, while InstantMesh employs a feed-forward
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Table 2: List of objects in TouchTexture and their text descriptions.

Object Name Description

avocado “avocado skin’s
strawberry “strawberry”

canvas bag “canvas bag”

striped steel “fine striped steel”
corn “corn”

rubber “heat-resistant rubber with heart-shape pattern”
woven “woven crochet”
orange “orange”

cantaloupe “cantaloupe skin’s”
potato “potato”

football “football”

chopping board ‘cutting board”

table tennis handle  “smooth wood”

table cloth “patterned table cloth”
metal grid “metal grid”

cork “cork mat”

image-to-3D approach with a transformer-based reconstruction model and FlexiCubes for efficient
mesh production. Both methods provide solid base meshes, and our approach effectively adapts to
each, refining the output meshes with intricate texture details for greater realism and fidelity.

A wooden desk and chair b
from an elementary school

Albedo Normal  Full Color Albedo Normal  Full Color

=
Rich = :
Dreamer |
Rich - ‘ :
Dreamer
+ Ours

(a) We integrate RichDreamer, a purely text-to-3D baseline, into our method.

[ -~
B Dog
Input Q SN P

Albedo Normal  Full Color Albedo Normal  Full Color

A statue of angel, dh

Input 3d asset

Instant
Mesh

Instant
Mesh +
Ours

(b) We integrate InstantMesh, an image-to-3D baseline, into our method

Figure 14: Our method is flexible and compatible with diverse text- and image-to-3D pipelines.

A.5 Human Perceptual Study Details
We perform a human perceptual study on Amazon Mechanical Turk (AMTurk). The full text of

instructions given to participants and the webpage setup are shown in Figure [I5] and Figure [T6]
The estimated time for each test is about 5 minutes, and we pay users a corresponding amount of
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compensation higher than the minimum wage in the country of the data collector. The online survey
does not pose any explicit potential risks that are expected to be incurred by participants.

About this HIT:
« Please only participate in this HIT if you know have clear color vision.
* It should take about 5 minutes.

» You will take part in an experiment involving 3D generation. You will see a series of black and white rendering of 3D objects that
should match the given text prompt.

You can assume it is a real object without any color, only the shape.

Your task is to determine which of the two rendered views have realistic shape, especially the geometry details (shouldn't be overly
smooth or have unrealistic fractures).

* You will complete a short practice (less than 1 minute) before starting the main task.

Start!

If you have questions about this research, please contact at mturkcat@gmail.com. Your participation in this research is voluntary. You may decline further
participation, at any time, without adverse consequences. Your anonymity is assured; the researchers who have requested your participation will not
receive any personal information about you.

Which of the following views have more realistic geometry details?

3%

Our goal is to generate textured 3D objects with nice shape.
It should also match the text description below.
Red box is a zoom-in patch to show more details.
The light comes from the left, so you should expect left side to be brighter.

Method A Method B

“an avocado”

Trial 1 out of 20

Figure 15: AMTurk setup for geometry evaluation. We show the full-text instructions at the top and a sample
test page at the bottom.

B Soceital Impacts

Our method of incorporating tactile information into 3D generation enhances the geometric details of
the generated results. This advancement helps automatically create high-fidelity assets, which are
highly applicable in game and film production. However, there is also a potential risk of misuse, as
3D assets could be employed to generate fake content for misinformation. Despite this concern, we
believe humans can currently distinguish our synthesized objects from real ones.
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About this HIT:
+ Please only participate in this HIT if you know have clear color vision.
o |t should take about 5 minutes.
* You will take part in an experiment involving 3D generation. You will see a series of color rendering of 3D objects that should match
the given text prompt. Your task is to determine which of the two rendered views have realistic color texture, especially clear and

reasonable details.

* You will complete a short practice (less than 1 minute) before starting the main task.

Start!

If you have questions about this research, please contact at mturkcat@gmail.com. Your participation in this research is voluntary. You may decline further
participation, at any time, without adverse consequences. Your anonymity is assured; the researchers who have requested your participation will not receive
any personal information about you.

Which of the following views have more realistic textures?

Our goal is to generate textured 3D objects with nice shape.
It should also match the text description below.
The light comes from the left, so you should expect left side to be brighter.

Method A Method B

“an avocado”

Trial 1 out of 20

Figure 16: AMTurk setup for texture evaluation. We show the full-text instructions at the top and a sample
test page at the bottom.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes, we include the paper’s contribution and scope in the abstract and introduc-
tion section.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Yes, we discuss the limitations of the work in the main paper.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA|
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Justification: The paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe the network architecture and implementation details in the paper.
We will also release our code and dataset upon publication.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We describe the implementation details in the paper to ensure reproducibility.
The code and data will be released on our project website.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide essential experiment settings in the main paper and provide
additional details and parameters in the supplementary document.

Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We provide error bars for all quantitative evaluations.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the
experiments?

Answer: [Yes]

Justification: We provide the computational requirement, memory usage, and time of execu-
tion in the supplementary material.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Yes, our research conforms well with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Yes, we discuss societal impact in the supplementary material.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release data or models that have a high risk of misuse and thus pose
no such risks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite all the original paper/code package/dataset to our best efforts.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets. The code and data will be released upon
publication.

Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: We use AMTurk for user study and provide required details in the supplemen-
tary material.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: Yes, we provide related details in the supplementary material.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

¢ For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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