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ABSTRACT

In the process of evolution, the brain has achieved such perfection that artificial in-
telligence systems do not have and which needs its own mathematics. The concept
of cognitome, introduced by the academician K.V. Anokhin, as the cognitive struc-
ture of the mind — a high—order structure of the brain and a neural hypernetwork, is
considered as the basis for modeling. Consciousness then is a special form of dy-
namics in this hypernetwork — a large-scale integration of its cognitive elements.
The cognitome, in turn, consists of interconnected COGs (cognitive groups of
neurons) of two types — functional systems and cellular ensembles. K.V. Anokhin
sees the task of the fundamental theory of the brain and mind in describing these
structures, their origin, functions and processes in them. The paper presents math-
ematical models of these structures based on new mathematical results, as well as
models of different cognitive processes in terms of these models. In addition, it is
shown that these models can be derived based on a fairly general principle of the
brain works: the brain discovers all possible causal relationships in the external
world and draws all possible conclusions from them. Based on these results, the
paper presents models of: “natural” classification; theory of functional brain sys-
tems by P.K. Anokhin; prototypical theory of categorization by E. Roche; theory
of causal models by Bob Rehter; theory of consciousness as integrated informa-
tion by G. Tononi.

1 INTRODUCTION

K.V. Anokhin offers the following approach to solving the “difficult problem of consciousness” and
the “brain-main problem” of neuroscience |Anokhin| (2021). He argues that the success of under-
standing the nature of consciousness critically depends on the creation of a detailed neuroscientific
theory of the carrier of conscious experience — what has been called “mind” for centuries. To de-
fine the mind as a cognitive structure, K.V. Anokhin introduces the concept of “cognitome” — a
high-order structure of the brain neural hypernetwork. In that case a cognition is a special form of
dynamics in this hypernetwork — a large-scale integration of its cognitive elements.

By natural intelligence” we will mean a cognitive hypernetwork of the brain, consisting of in-
terconnected COGs (COgnitive Groups of neurons representing elements of subjective experience)
of two types — functional systems and cellular ensembles of D. Hebb” |Anokhin| (2021)); [Vityaev
(2021). K.V. Anokhin sees the task of the fundamental theory of the brain and mind in describ-
ing these systems structures, their origin, functions and processes in them |Anokhin| (2021); |Vityaev
(2021)).

The purpose of this paper is to provide a mathematical description of these structures and thereby
a mathematical model of the cognitome. We will first show that the basic properties and functions
of these two types of COGs can be derived from a more general principle: the brain detects all
possible causal relationships in the external world and makes all possible conclusions from them.

For this, we first analyze the concept of causality. Causality is a consequence of physical determin-
ism: “for any isolated physical system, some of its state determines all subsequent states” |Carnap
(1971). In the philosophy of science, causality is reduced to prediction and explanation. ’Causality
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means predictability... if all the previous situation is known, the event can be predicted ... if all the
facts and laws of nature associated with this event are given” |(Carnap|(1971). It is clear that it is not
possible to know all the facts, the number of which is potentially infinite, and all the laws. In addi-
tion, humans and animals learn the laws of the external world through training (inductive inference).
Therefore, causality is reduced to prediction by inductive statistical inference (section 1), when the
prediction is derived from facts and statistical data with some probability.

In addition, cause-and-effect relationships in the form of statistical laws that are detected on real data
or as a result of training, face the problem of statistical ambiguity — contradictory predictions can be
derived from them (section 1)|Hempel|(1965}|1968)). To avoid this ambiguity, Hempel introduced the
maximum specificity requirement (section 1), which informally means that statistical laws should
include as much available information as possible.

We solved the problem of statistical ambiguity and determined the most specific statistical laws for
which it was proved (Theorem 1) that the inductive-statistical inference using them does not lead
to contradictions |Vityaev| (2006b); |Vityaev & Martinovich| (2015); |Vityaev & Odintsov| (2019). To
detect such laws, a special semantic probabilistic inference was developed. In addition, we have
developed a formal neuron model that satisfies the Hebb rule, which infers such laws and discovers
the most specific statistical laws Vityaev| (2015).

Probabilistic cause-and-effect relationships, reflecting the relationships between the properties of
some object of the external world, loop on themselves, forming cellular ensembles and creating
fixed points of cyclically mutually predicting attributes. These fixed points have a special meaning
and reflect the “natural” classification of objects in the external world (section 2). It was noted that
the "natural ” classes of animals or plants differ in a potentially infinite set of properties |[Mill| (1983)).
Natural scientists who built ”natural” classifications noted that the construction of a ’natural” clas-
sification consists in “indication” — from an infinitely large number of features, you need to move
to a limited number of them, which would replace all other features |Smirnov| (1938). This means
that in “natural” classes, features are strongly correlated, for example, if there are 128 classes and
the attributes are binary, then about 7 attributes may be independent “indicator” attributes among
them, since 27 = 128, and other attributes can be predicted from the values of these 7 attributes. We
can choose various 7-10 attributes as “indicators” and then other attributes, which are potentially
infinitely many, are also predicted from these selected attributes. Therefore, there can be an expo-
nential set of causal relationships between the attributes of objects of the natural” classes relative
to the number of attributes.

We formalize the “natural” classification by generalizing the analysis of formal concepts |Ganter
(2003); [Ganter & Wille| (2003). Formal concepts can be defined as fixed points of deterministic
rules (with no exceptions) |Ganter| (2003). We generalize formal concepts to the probabilistic case,
replacing deterministic rules with probabilistic maximally specific causal relationships and defining
probabilistic formal concepts as fixed points of these maximally specific rules E.E. & Martynovich
(2015); |Vityaev & Martinovich| (2015); [Vityaev et al.| (2012)); [Vityaev & Odintsov| (2019). Due to
the fact that the conclusion based on the most specific causal relationships is consistent (Theorem
1), the resulting fixed points will also be consistent and will not contain both a sign and its negation,
i.e. such a definition of probabilistic formal concepts is correct.

It can be shown that probabilistic formal concepts adequately formalize the “natural” classification,
and the resulting “natural” classification satisfies all the requirements that natural scientists imposed
on “natural” classifications |[E.E. & Martynovich| (2015)).

In addition, this formalization (section 3) define a “natural’” concepts described in the works of
Eleanor Rosch Rosch| (1975} |1978). The definition of “natural ” concepts is based on the cate-
gorization principle of Eleanor Rosch, which postulates the structure of the perceived world: “’the
perceived world is not an unstructured set of equally likely properties, on the contrary, objects of the
perceived world have a highly correlated structure” Rosch| (1978)).

On the highly correlated structure of the external world is also base the integrated information,
defined by G. Tononi Tononi|(2010; [2012); |O1zumi et al.|(2014)) (section 4). But G. Tononi does not
have a model of the external world, and integrated information is considered as an internal property
of the system of causal relationships that manifests itself in consciousness. It defines the concept
notion as a system of causal relationships with maximally integrated information. Since it has no
external world, it cannot be said that concept reflects “natural” concepts or “natural” objects.
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Thus our formalization of “’natural” classification using probabilistic formal concepts is both a for-
malization of “natural” concepts and integrated information. It is principally different from the for-
malization of the causal systems, based on Bayesian networks, as it was done in |Rehder & Martin
(2011), since Bayesian networks do not support cycles.

In our formalization Cognitom is a reflection of the hierarchy of “natural” classes of the external
world, in which properties and objects of the class form fixed points in the form of the probabilistic
formal concepts. These fixed points generates the most integrated information of G. Tononi. The
algorithm of “natural” classification is based on a certain criterion of maximum consistency of causal
relationships in its mutual predictions, which is close in its meaning to the integrated information.

Formalization of the second type of COGs — functional systems, is based on the consideration of
purposeful behavior, which is carried out by the developing conditional (causal) relationships be-
tween actions and their results. In sections 8-11 it is shown that these conditional relationships are
sufficient for modeling functional systems and developing animates.

2 CAUSALITY

As already mentioned, causality is reduced to prediction and explanation (Carnap, (1971)).

There are two models for predicting some statement G:

1. Deductive-Nomological (D-N), based on facts and deductive laws.

2. Inductive-Statistical (I-S), based on facts and probabilistic laws.

Deductive-nomological model can be represented by the following scheme:

Lqy,...,Ln
Cy,...,Cy
G
1. Lq,...,Ly - set of laws.
2. Cq,...,Cy- set of facts.
3. G - predicted sentence.
4. Lqy,..., Ly, Cq,...,Cuk G;
5. theset Ly,..., Ly, Cq, ..., C, is consistent.
6. Ly,...,Lpt/ G, Cq,...,Cl/ G;
7. Lq,...,Ly - set of laws contain only generality quantifiers. Set Cy,..., C,of facts —

quantorless formulas.
Inductive-statistical model is similar to the previous one, with the difference that the conclusion is
made with some probability, so property 7 is formulated differently:
7) the set L1, . . ., L, contains statistical laws. Set of facts Cy, ..., C,— quantorless formulas.

When detecting laws based on real data, the problem of statistical ambiguity arises, which consists
in the fact that in the process of learning (inductive inference) we can obtain probabilistic rules from
which the contradiction may be derived.

A classic example of statistical ambiguity.
Let’s assume that there are the following statements:
(L1) — “almost all cases of streptococcus are quickly cured by penicillin injection’;

(L2) — “‘Almost always penicillin-resistant streptococcal infection is not cured after penicillin injec-
tion’;

(C1) =" Jane Jones has a strep infection’.

(C2) -’ Jane Jones received penicillin injection’;
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(C3 - Jane Jones has a penicillin-resistant strep infection’.

Two contradictory statements can be deduced from this set of statements: one that explains why Jane
Jones will recover quickly (E), and the other that explains why Jane Jones will not recover quickly
(E).

Explanation 1 Explanation 2
L1 L2

Cl, C2 [1] C2,C3 1]
E -E

The conditions of both explanations do not contradict each other, both of them can be simultaneously
true. However, their conclusions contradict each other.

To avoid contradictions, Hempel Hempel| (1968)) introduced the requirement of maximum speci-
ficity for statistical laws:

The rule F = G is maximally specific in the state of knowledge K,

F= G, p(GF)=r
F(a) [1]
G(a)

if for every class H for which both the following statements Vx(H(x) = F(x)), H(a) , belong to
K, there exists a statistical law p(G; H) = r’ in K such that r = 1’. The idea behind the maximum
specificity requirement is that if F and H both contain object a, and H is a subset of F, then H
has more specific information about object a, and, therefore, the law p(G;H) should be preferred
to the law p(G;F), but the law p(G;H) must have the same probability as the law p(G;F). So any
specification of the set of objects H can not change the probability r.

Despite the fact that Hempel gave a fairly precise informal definition of the maximum specificity
requirement, neither he nor his followers proved that I-S inference, based on the most specific rules,
is consistent.

We solved the problem of statistical ambiguity and defined the most specific statistical laws for
which we prove (Theorem 1) that an inductive-statistical inference, based on such laws does not
lead to contradictions|Vityaev| (2006b); E.E. & Martynovich| (2015)); Vityaev & Martinovich|(2015);
Vityaev & Odintsov|(2019).

3 WHAT IS A "NATURAL” CLASSIFICATION?

The highly correlated structure of the external world was revealed in two theories — “natural” clas-
sification and natural” concepts. At the same time, “natural” classification refers to the structure
of objects in the external world, and natural” concepts, studied in cognitive science, refer to the
perception of these “'natural” objects.

The first sufficiently detailed analysis of the “’natural” classification belongs to J. S. Mill Mill|(1983).
First, let’s separate “artificial” classifications from natural” ones by J. S. Mill:

1. artificial classifications - "Let’s take any attribute, and if some things have it, and others
do not, then we can base the division of all things into two classes on it”.

2. natural classifications - ”But if we turn to a class “animal” or “plant”, and if we look at
what features the individuals embraced by a given class differ from those not included in
it, we will find that in this respect some classes differ greatly from others. ... have such a
large number of characteristics that they cannot be enumerated” .

J. S. Mill defines the "natural” classification as follows: ”Natural groups ... are defined by features,
... taking into account not only the features that are absolutely common to all the objects included in
the group, but the whole set of those features, of which all are found in the majority of these objects,
and the majority — in all. Consequently, our concept of a class — the image that this class is repre-
sented in our mind - is the concept of a certain pattern that has the majority of the characteristics of
this class.”
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The problem of defining of “natural” classifications is still discussed in the literature Nat| (2013).
However, from our point of view, there is no sufficiently adequate formalization of the “natural”
classification.

4 WHAT IS A "NATURAL” CONCEPTS?

In the introduction it was mentioned a categorization principle of Eleanor Rosch. Thus, basic objects
are information-rich bundles of observed properties, that create categorization: “Categories can be
viewed in terms of their clear cases if the perceiver places emphasis on the correlational structure
of perceived attributes ... By prototypes of categories we have generally meant the clearest cases
of category membership” |[Rosch| (1975} (1978)). Later, Eleanor Rosch’s theory of “natural” concepts
was called prototype theory.

In further research, it was found that models based on traits, similarities, and prototypes are not
sufficient to describe “’natural” concepts. It is necessary to take into account theoretical, causal, and
ontological knowledge related to concept objects. For example, people not only know that birds
have wings, can fly and build nests in trees, but also that birds build nests in trees because they can
fly, and fly because they have wings.

Considering these studies, Bob Rehder put forward the causal-model theory, according to which:
“people’s intuitive theories about categories of objects consist of a model of the category in which
both a category’s features and the causal mechanisms among those features are explicitly repre-
sented” |[Rehder| (2003). In the theory of causal models, the relation of an object to a category is no
longer based on the set of features and proximity by features, but on the similarity of the generat-
ing causal mechanism: “Specifically, a to-be-classified object is considered a category member to
the extent that its features were likely to have been generated by the category’s causal laws, such
that combinations of features that are likely to be produced by a category’s causal mechanisms are
viewed as good category members and those unlikely to be produced by those mechanisms are
viewed as poor category members” |Rehder| (2003).

Bob Rehder used Bayesian networks to represent causal models Rehder & Martin| (2011). However,
they do not support cycles and therefore cannot model cyclic causal relationships. Our proposed
formalization by the probabilistic formal concepts directly models cyclic causal relationships repre-
sented by fixed points of predictions based on causal relationships [Vityaev| (2006b); [Vityaev et al.
(2012); |Vityaev & Martinovich|(2015); [E.E. & Martynovich|(2015).

5 INTEGRATED INFORMATION THEORY BY G. TONONI

G. Tononi’s theory of integrated information is also based on the highly correlated structure of the
external world G.Tononi Tononi| (2010; [2012); |Oizumi et al.|(2014)). Integrated information consid-
ered by G. Tononi as a property of a system of cyclic causal relationships: «<Indeed, a “snapshot” of
the environment conveys little information unless it is interpreted in the context of a system whose
complex causal structure, over a long history, has captured some of the causal structure of the world,
i.e. long-range correlations in space and time> [Tononi| (2012).

G. Tononi describes the relationship of integrated information with reality as follows: ’Cause-effect
matching ... measures how well the integrated conceptual structure ... fits or 'matches’ the cause-
effect structure of its environment”, ”... matching should increase when a system adapts to an
environment having a rich, integrated causal structure. Moreover, an increase in matching will tend
to be associated with an increase in information integration and thus with an increase in conscious-

ness> [Tononi (2010; 2012)).

G. Tononi defines consciousness as a primary concept that has the following phenomenological
properties: composition, information, integration, exclusion [Tononi| (2010} 2012)); |Oizumi et al.
(2014). We present the formulations of these properties together with our interpretation of these
properties (given in parentheses) from the point of view of the “natural” classification.

1. composition — elementary mechanisms (causal interactions) can be combined into higher-order
ones (’natural” object classes form a hierarchy).
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2. information — only mechanisms that specify ’differences that make a difference’ within a system
<count> (only the system of “resonating” causal relationships forming the class is significant).

3. integration — only information irreducible to non-interdependent components counts (only a sys-
tem of ’resonant” causal relationships is significant, which is not reduced to information of individ-
ual components, indicating a perception of a highly correlated structure of a ’natural” object).

4. exclusion — only maxima of integrated information count (only values of features that are maxi-
mally interconnected by causal relationships form an “image” or prototype”).

Unlike G. Tononi, we consider these properties not as internal properties of the system, but as
the ability of the system to reflect the “natural” classification of objects of the external world, and
consciousness — as the ability of a complex hierarchical reflection of the “natural” classification of
the external world.

6 PROBABILISTIC FORMAL CONCEPTS

We present our formalization of the basic concepts: Cartwright definitions of probabilistic causality,
semantic probabilistic inference, maximally specific causality, and probabilistic formal concepts.
This section follows the works |Vityaev| (2006b); |Vityaev & Martinovich| (2015); |Ganter| (2003);
Ganter & Wille| (2003)).

Definition 1. A formal context K = (G, M, 1) is a triple, where G and M- arbitrary set of objects
and attributes, and I C G x M- is a binary relation that expresses the belonging of an attribute to
an object.

In a formal context, the derived operators play a key role — they link subsets of objects and attributes
of the context.

Definition 2.A C G, B C M, then:

1. AT={me M |Vg e A,(g,m) €I}
2. B¥={g€G|Yme B,(g,m) €I}

Definition 3. A pair (A, B) is a formal concept if AT = B and B+ = A.
In the framework of logic, we will consider only finite contexts.

Definition 4. For a context K = (G, M, I), we define 2k a context signature, that contains predicate
symbols for each m € M, KEm(z) < (z,m) € I.

Definition 5. For the signature (), we define the following variant of first-order logic:

1. Xk - set of variables;
2. Atg— set of atomic formulas (atoms) m(x), m € Q, z € Xk;
3. Lk - set of literals that includes all atoms m(t) and their negations —m(t);
4. Ok — set of formulas defined inductively: a literal is a formula, and for any ®, U € &g
expressions P AU, &V U, & — U, - is also a formula.
We define conjunction AL and negation =L = {—P | P € L} of a set of literals L C L.

Definition 6. A single signature Qf element {g} forms the model K, of this object. The truth of
the formula ¢ on the model K is defined as gl=¢ < K =¢.

Denition 7. We define a probability measure i on a set G in the Kolmogorov sense. Then we can
define the probability measure on the set of formulas as:

v:®x —[0,1], v(¢) = u({g | g=¢}).

We assume that there are no non-essential objects in the context, such as u({g}) =0, g € G.

Definition 8. Let {H17H2, .. .,Hk,C’} € Lk, C % {Hl,H27. . Hk}, k>0.
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There is a relationship R = (Hy NHa A ... N H, — C);

The premise R* of the relation R is a set of literals {H,, Ha,..., Hi };
The conclusion of the relationship is R~ = C;

The length of the relationship is |R*|.

v

Definition 9. The probability n of the relation R — is a quantity
n(R) = v(R7|R™) = V(BT A R*)/V(R&).

If the denominator v(R*") of the ratio is 0, then the probability is undefined.

Definition 10. The relation R; is a sub-relation of the relation Ry, denoted as Ry[ R, if Ry” =
= R c Rt
2y 11 2 -
Definition 11. The relation R refines the relation Ry, denoted as Ry < Ry, if Ro[ Ry and n(Ry) >
n(Rz).

Definition 12. The relation R is a probabilistic causal relationship, if each R is satisfied (R[ R) =
(R < R).

The probabilistic causality given by Cartwright [20] with respect to a certain background can be
formulated in the above terms as follows. If the premise R of the relation R is a set of liter-
als {H,,Has,...,Hy} and we consider this set as abackground, then each literal of the premise is a
probabilistic reason for the conclusion R~ the with respect to this background, that is

v(R7/R) > v(R7/(RT\H)) for everyone H € {H,,H,,..., H }.
It is easy to see that this definition follows from definition 12.

Definition 13. The strongest probabilistic causal relationship is a relation R for which there is no
such probabilistic causal relationship R that (R > R).

Definition 14. The Semantic Probabilistic Inference (SPI) of predictions of a certain literal C is a
sequence of probabilistic causal relationships Ry < Ry < Rs... < Ry, Ry’ = R = Ry ... =
R, = C, R§ =0, Ry, — strongest probabilistic causal relationship.

Definition 15. The tree of semantic probabilistic inference Tree(C) of a certain literal C — is a
collection of all SPI predictions of the literal C.

Definition 16. The most specific causal relation for predicting a certain C — is the strongest proba-
bilistic causal relation of the Tree(C) with the maximum conditional probability.

Let us denote by MSCR the set of all maximally specific causal relations for predicting some literal
C. By the system of causal relations we mean any subset R C MSCR.

Definition 17. Define the prediction operator for the system R as:
IIx(L)=LU{C|3IReR: R CL,R7 =C}.
Definition 18. By the closure of a set of literals L we mean the smallest fixed point of the prediction
operator containing L:
133 (L) = |J 1 (1),
EEN

A set of literals L is consistent if it does not contain both the atom C and its negation —=C. A set of
literals L is compatible if v(AL) # 0.

Theorem 1. If L is compatible, then I (L) compatible and consistent for any system R.

Proof of Theorem 1. Below are the three lemmas necessary to prove Theorem 1, and then the proof
of the theorem itself.

Lemma 1. Any probabilistic causal relationship C = (A4;&...& A = Ap) belongs to some se-
mantic probabilistic output of the letters Ay, and, consequently, to the tree of semantic probabilistic
inference of the letter Ag.
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Proof. For probabilistic causal relationship C = (4:1&..&Ar = Ag), k > lwe find a sub-
relationship that is a probabilistic causal relationship. This always exists, because the rule C = (=
Ap) is a probabilistic causal relationship. The conditional probability of this sub-relationship will
be strictly less than the conditional probability of the causation itself. We add it as a previous rule
for semantic probabilistic inference and continue the procedure.

Lemma 2. For any rule C = (A1 &...&Ax = Ag), k > 0,A0 ¢ {A1&. &AL}, n(A &...&AL) >0
there is a probabilistic causal relationship C’ = (B1&...& By = Ag), B1&...&By C A& .&Ay,
k' < k, for which p(C") > u(C).

Proof. A rule C = (A1&...&Ax = Ay) is either a probabilistic causal relationship and then it is
the desired one, or, by virtue of the definition of a probabilistic causal relationship, there is sub-rule
(RI:R), R = (Pl& .. &Pk/ = Ao), k' >0, {Pl, e ,Pk/} C {Al, - ,Ak}, k' < k for which
w(R) > u(A). Similarly for a rule R/, either it is a probabilistic causal relationship, or there is
a sub-rule with similar properties for it, etc. Since the rule C = (= Ay)is a probabilistic causal
relationship, the process will stop.

Lemma 3. If the inequality n(G/A&—~B) > n(G/A) is true for the rules A = (A = G),
B=B=-G),A=A&.&A; B = Bi&..&B,,, n(A&—B) > 0, k > 0, m > 0, then
there exists a rule with a strictly higher conditional probability than the rule A.
Proof. Let’s rewrite the conditional probability

n(G/A&—-B) = n(G/A& (=B V ... V. =B,,)).
Let us represent a disjunction —-B; VvV ... V —B,, as a disjunction of conjunctions

i=(1,...1,0) ‘
(Bi*&...&Bum), i = (i1, .eyim)s 11, -y im € {0,1}, zero means the presence of nega-
i=(0,...,0)

tion in the corresponding atom, and one — means the absence of negation. The disjunction does not
include the tuple (1,...,1) corresponding to the conjunction B, &...&B,,.

Then the conditional probability n(G/A&(-B; V .. V —-B,)) is rewritten as
i=(1,..1,0) _ . ,

n(G/ % (A&B?&...&B:;;)).
i=(0,...,0)

We prove that if 7(G/ A&—B) > n(G/A), then one of the inequalities also holds
n(G/A&B! &...&Bim) > n(G/A), (i1, .oy i) # (1,...,1).

To the contrary, assume that all inequalities are met simultaneously
n(G/A&BI &...&Bim) < n(GJA), (i1, oy i) # (1,...,1)
in cases where (A& B! &...&Bir) > 0.

Since 7(A&—B) > 0, there are cases when 7(A& B &...& B ) > 0.
Then
N(G&A&BI &...&Bim) < n(G/A)n(A&B &...&Bim), (i1, .oyim) # (1,...,1),

1,0)

,C
i=(0,...,0)

i=(1,...1,0) o i i
,,(l % (G&A&B}l&...&Bi;;)>
(A&B?&...&Big)) = :(:0(101 5 N
n( v (A&B?&...&Bfii‘))
i=(0,...,0)

i=(0,...,0) i=(0,...,0)

Sy nALBY & &Bl) T ST Y n(ALB & &Bix)

SELL0) (G ALBI & &Bim) ) n(G/A)STEL 10 (AR Big.. &Bim)

=n(G/A),

which contradicts the inequality (G /A&—B) > 1(G/A). Therefore, our assumption is not true
and there is a rule of the form

A&B &.. . &Bim = G, (i1, .yi) # (1,...,1)

m
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having a strictly higher conditional probability than A .
Proof of the theorem.

First we prove that each time a rule from P C MSCR is applied, we again get a compatible set
of letters. Suppose, on the contrary, that applying of a certain rule A = (A &..&A4; = G),
{A1,.., A} C L, k > 1to asetof letters L = {Lq,..., L, } outputs the letter G, for which
v(L &...&L,&G) = 0.

Since for rules MS!R the inequalities (G /A, &...&Ay) > v(G), V(A &..&AL) > 0, v(G) > 0
are satisfied, then

v(G&A &.. . &A,) > v(G)r(A &...&AL) > 0.
Add negations of letters { By, ..., B;} = {L,&..&L,}\{A,, ..., A} to the rule A, then we get the
rule (A, &...&Ap&—(B1&...&B;) = G).
Let’s denote A = A;&...&A,, B = B1&..&By, L =11&..&L,,.

By the assumption v(L,&...&L,&G) = 0 of and v(A&B) = v(L) > 0. Let us prove that in
this case ¥(A&—-B) > 0. Suppose the opposite that v(A&—B) 0, then v(G&A&—B) <
v(A&—B) = 0, where it follow that

0 = v(L&G) = v(G&A&B) = v(G&A) — v(G&A&—B) = v(G&A) > 0.

We got a contradiction. Then

Yo By v(GEA&-B) _ v(G&A) — (GEALB)
v(G/A&B) = =050 = T o) —wALB)
V(G&A) —1(G&L) _  v(G&A) V(G&A)
TR v ALE) v v eE vy = V(G Ak LAy).

Then, by lemmas 2, 4, 5, we get that there is a probabilistic causal relationship with a higher condi-
tional probability than the rule A, which contradicts the maximum specificity of the rule A.

Since the set of letters Ly, ..., L,,, Gis compatible and v(L, &...&L,,&G) > 0, then it is consistent,
since if it contained both letters G and —G, then its probability would be zero.

Definition 19. A probabilistic formal concept on the context K — is a pair (A, B) satisfying the
following conditions:
n¥B)=B,A=__U C*%
X(B) s

The definition of a set A is based on the following theorem linking probabilistic and standard formal
concepts on the context K.

Theorem 2. Let K = (G, M, I) be a formal context, then:

1. If (A,B) is a formal concept on K, then there exists a probabilistic formal concept (S,T) on
K suchthat A C S,.

2. If (S,T) is a probabilistic formal concept on K, then there exists a family C of formal con-
cepts on K such that

A B IxB)=T = A.
V( ) )GC( 'R( ) )7S (A,g)ec

Proof of the theorem:

1.LPut7T =TI¥(B)and S= U  C¥. Thenitis obvious that B C T'and A C S.

s (C)=B
2. Define P = {QIIF(Q) = T,Q < M}. By P, we construct a set of strict concepts C =
{(Q*,Q*")|Q € P}. Then, if we define S = U(a,p)ec A then the conditions of the theorem are
satisfied.
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7 CAUSALITY AND THE FORMAL NEURON MODEL

We present a formal model of a neuron that discover maximally specific conditional connections.

By the information received at the brain’s “input” we will understand all the stimulation perceived
by the brain: motivational, situational, trigger, sanctioning, reverse afferentation about actions per-
formed, arriving at the ”input” via collaterals, and so on. From the ecological theory of perception
by J. Gibson |Gibson| (1988)), it follows that information can be understood as any characteristic of
the energy flow of light, sound, etc., coming to the "input” of the brain.

We define the information transmitted by the excitation of a certain nerve fiber to the synapses of a
neuron by single predicates

Pj(a) & (zi(a) = xij),i = 1,.m; § = 1,4,

wherex; (a)- information, and x;;— its value in the current situation (on the object) a. If information
is transmitted to the excitatory synapse, then it is perceived by the neuron as the truth of the predicate
P; (a), if to the inhibitory synapse, then as the falsity —|P;(a) of the predicate. We define the
excitation of a neuron in situation a and the transmission of this excitation to the axon of the neuron
by a predicate Py(a). If the neuron is inhibited in situation a, then we define this situation as
predicting the negation of the predicate ~FPy(a). Predicates P} (a), Py(a) and their negations—Pj (a),
—Py(a)are literals (atomic statements or their negations), which we denote as a, b, ¢, ... € L, where
L is the set of all literals in the dictionary {Po} U{P/}, i =1,..,n; j =1,...,n,.

Each neuron has its own receptive field, which excites it unconditionally. The initial (before any
training) semantics of the predicate P, is this receptive field.

We assume that the formation of conditional connections at the neuron level occurs according to the
Hebb rule |[Hebb| (1949). We formalize the Hebb rule using semantic probabilistic inference (defi-
nition 14), which is fundamentally different from other formalizations in that it reveals maximally
specific causal relationships.

Therefore, a neuron in the process of semantic probabilistic inference (see Figure 1) detects a set of
{R} maximally specific causal relationships of the form:

R = (a1&...&a = b),a1,...,a5,b € L,

where a1, ..., aiare the predicates coming to the synapses of the dendrites of the neuron, and b is the
predicate Py(a) or —Py(a) axon of the neuron. The tree of semantic probabilistic inference in Fig.
1 and the structure of the neuron, presented in Fig. 2, are similar, so it is easy to imagine that neuron
implements such inference.

Let’s describe the properties of the resulting formal neuron model:

1. the neuron performs “closure of conditional connections”. When conditional stimuli are
detected that allow predicting with some probability the excitation/inhibition of a neuron,
conditional connectionis formed that forms the corresponding rule. When new stimuli
are detected that allow predicting the excitation/inhibition of a neuron with even greater
probability, it attaches them to this conditional connection.

2. the neuron is activated or inhibited according to the most probable rules. This is confirmed
by the fact that in the process of discovering conditional connections, as well as when
closing conditional connections at the neuron level, the speed of the neuron’s response to
a conditional signal is higher, the higher the probability of a conditional connection. Since
the most specific rules that take into account all available information are at the same time
the most probable, the prediction (neuron excitation) is carried out according to them;

3. the prediction made by neuron according to the most specific rules is consistent. Therefore,
the neuron learns to predict without contradictions — either its excitatory, or inhibitory
maximally specific rules are triggered, but not simultaneously.

4. Figure 2 shows several semantic probabilistic inferences made by a neuron. For example,
a conditional connection (b < ai&al) is enhanced by new stimuli ai&al providing the
connection (b < al&al&ai&ay}), if the stimuli a}&ajincrease the conditional probability
of predicting the firing of a neuron b.
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Figure 1: Semantic probabilistic inference tree
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Figure 2: Formal model of neuron
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(b <= a2&a3&a?) | (b & a&a3&ai&ai&.. &a?);(b < ai&a3&a3d) | (b <
at&ad&ai&ai&...&a?,))a) (b < al&al&al&ai&ail.. &ay);

b <= a}) | (b < ad&az&ad) | (b < di&a3&a3&ai&. . &al).(b < a}) | (b «
a3&ai&ai) | (b < ai&ai&ai&ai&...&al).b)

c)

Semantic probabilistic inference and the Discovery software system that implements it as a neuron
model, have been successfully used to solve a number of applied problems |[Kovalerchuk & Vityaev
(2000); |Vityaev| (2006a); |Vityaev & Kovalerchuk| (2017)).

8 TASK CONCEPT OF AND THE FOUNDATIONS OF MATHEMATICS

We present an analysis of the desire concept given in [Ershov & Samokhvalov| (1984). Despite
the generality of the above arguments, the mathematical result and revision of the foundations of
mathematics obtained on the basis of this analysis in [Ershov & Samokhvalov|(1984) is its immediate
consequence.

”I’'m thirsty — what does it mean? There is, of course, no mistake in thinking that the words I am
thirsty” simply mean this, where it is a certain state of consciousness that I am experiencing now
and that I call thirst. But then a new question arises: how does the feeling of thirst (wishing) relate
to actual drinking (satisfying wishing)? How do I know that drinking can satisfy your thirst? Does
the experience of thirst itself contain a consciousness of how this thirst can be satisfied? ... To know
desire does not mean to know what is desired, but to know the ability to know what is desired as
soon as the opportunity presents itself. In other words, you understand a desire ... only when you
have matched that desire with a sense of confidence that you will be able to recognize any future
state of consciousness in a convincing and unmistakable way as a state of desire satisfaction or a
state of dissatisfaction... Although ... I don’t necessarily know how this quenching will be achieved.
In my past experience, I expect it to be water, but maybe some pill will also quench my thirst”.

This argument allows us to clarify the fasks concept. ”We understand a problem only when we
compare it with a reasonable sense of confidence that we will be able to recognize any state of our
consciousness in a convincing and unmistakable way as such when a solution is found, or as such
when a solution is not found” [Ershov & Samokhvalov (1984). Note that if the latter condition is
not met, then the problem does not require a solution, since then any state of consciousness can be
considered a solution.

Suppose we have some text. Is it a "convincing and error-free” presentation of the task solved?
In mathematical theories, it is generally accepted that a “reasonable sense of confidence” that the
statement of the solution of the task indeed its solution arises when this statement is a proof of the
task. The proof provides a formal criterion for having a task solution. Let us assume that our states of
consciousness, together with the evidence, can be formalized within the framework of some formal
system S. Let us ask ourselves: does this formal system allow us to determine, by means of the
formal system S itself, whether it is a proof of the solution of the problem or not? If such a formal
system exists, it means that it can serve as a formal model for setting and solving mathematical
problems. This question was analyzed in [Ershov & Samokhvalov| (1984; [2007) and it was proved
that only in “weak” formal systems, in which Godel’s incompleteness theorem does not pass, we
can always determine by means of the formal system itself whether a certain text is a proof of the
solution of a certain problem or not.

This result allowed its authors to formulate a new approach to the foundations of mathematics,
consisting in a radical change in Hilbert’s program of justification of mathematics. ”As you know,
Hilbert believed that, generally speaking, not all statements of any mathematical theory make sense.
At the same time, he implicitly assumed that the division of the set of all statements of the theory
under consideration into meaningful ("real”’) and meaningless (”ideal”) is completely determined by
the type of statements themselves and, therefore, is fixed for all theories with the same syntax and
signature. According to the new paradigm, this division into meaningful and meaningless statements
depends not only on the syntax and signature of the theory under consideration, but also on the class
of problems that this theory is intended to deal with. From this point of view, the same theory
as a mathematical calculus will have different sets of meaningful statements if it is designed to
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handle different classes of problems. In other words, mathematical theory is considered simply as
a “reservoir” for poorer formal systems, which are separately “extracted” from the whole theory
depending on a particular problem at hand. By itself, regardless of possible tasks ... the theory has
no practical significance, and therefore the question of whether it is contradictory in general or not
is of no independent interest” |[Ershov & Samokhvalov| (1984).

But we are not only interested in mathematical problems. We reformulate the concept of a task so
as not to appeal to states of consciousness. We will say that a fask is meaningful if and only if we
have a criterion for solving the task, in the sense that for each proposed solution we are always able
to determine whether it is a solution or not. Tasks in this sense arise not only in mathematics, but
also in many other areas, and therefore in all these cases it should be borne in mind that a criterion
for task solving is always necessary.

9 PURPOSE AND PURPOSEFUL ACTIVITY

Desire is active — it forces the body to show its activity in aimed at satisfying its desire. Then the
concept of goal arises. You can’t achieve a goal without having a criterion for achieving it, otherwise
you can always can assume that the goal has already been achieved. The criterion for achieving the
goal is the satisfaction of the desire. The concept of a goal is more general than the concept of a task
— the goal of the task is its solution and the criterion for achieving this goal is the criterion of task
solution.

Defining a goal doesn’t make sense without a criterion for achieving it, because we need to make
sure that the criterion is not met right now, and, therefore, it makes sense to set a goal like what we
don’t have right now and what we want to achieve. This definition of the goal allows us to define
the result of achieving the goal, as all that we get when the criterion is met and the goal is achieved
(desire satisfaction). There is the following relationship between the concepts of goal and result: the
result is obtained when the goal is achieved and the achievement criterion is “triggered”. But when
a goal is set, we have a goal, but we don’t have a result.

The definition of a goal is paradoxical, since the activity/activity to meet a certain criterion does not
fundamentally imply knowledge about what and how to achieve the goal. You can set a goal without
defining how, what and when to achieve it. This paradoxical nature of the goal concept is called
the goal paradox. As we will see from functional systems theory, brain activity in goal-directed
behavior is constantly focused on resolving the goal paradox and determining how, what and when
the goal can be achieved.

The action is always purposeful. If there is no goal for the action, then it is not clear when (or how)
it should end. The meaning of activity is to change the current state in order to achieve something.
Purposeful activity is aimed at satisfying a certain need (desire) of the body.

10 FUNCTIONAL SYSTEMS THEORY

Functional Systems Theory is only one in which the concepts of goal, result and purposeful activity
are central and where the physiological mechanisms of goal, result and purposeful activity are ana-
lyzed. Functional Systems Theory (TFS) is a theory of how the brain works as a system for achieving
goals and resolving the goal paradox. Therefore, we will present the theory of functional systems
as a theory of brain resolution of the goal paradox, which describes how the brain determines: how,
what and when the goal can be achieved.

P.K. Anokhin wrote: “Perhapsone of the most dramatic moments in the history of studying the brain
as an integrative education is the fixation of attention on the action itself, and not on its results ... we
can assume that the result of the “grasping reflex” will not be grasping itself as an action, but that
set of afferent stimuli that corresponds to the signs of the “’grasped” object” |Anokhin| (1978} |1974;
1984)). The set of afferent stimuli” is the criterion for achieving the goal in the TFS. It should be
noted that this dramatic moment persists to nowadays.

Architecture of functional systems. According to P.K. Anokhin, the central mechanisms of func-
tional systems that provide purposeful behavioral acts have the same architecture.
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Afferent synthesis. The initial stage of a behavioral act of any degree of complexity consists of
afferent synthesis, which includes the synthesis of motivational arousal, memory, situational and
trigger afferentation.

Motivational arousal. Goal setting is carried out by the need that has arisen, which is transformed
into motivational arousal.

Memory. Motivational arousal “extracts from memory” all possible ways to achieve a goal, as well
as the entire sequence and hierarchy of results that must be obtained in order to achieve the goal in
some specific way.

Situational afferentation. When a trace is recorded in memory, the environment in which the result
was obtained is also recorded. This environment is recorded as the necessary conditions, along with
the motivation required to achieve results. Therefore, motivational arousal in a given situation “ex-
tracts from memory” only those ways of achieving the goal that are possible in this situation. Thus,
situational afferentation, when interacting with the experience extracted from memory, determines
what and how can be done in this environment to achieve the goal.

Trigger afferentation. In its meaning, it is also a situational afferentation, only it is not related
to the stimuli of the situation, but to the time and place of achieving the goal. Therefore, trigger
afferentation answers the question: when and where can the result be achieved?

Thus, at the stage of afferent synthesis, the goal paradox is largely resolved and it is determined
what, how, where and when can be done to achieve the goal.

Decision making. At the stage of afferent synthesis by motivational arousal it can be extracted from
memory (in a given situation) several ways to achieve a goal. At the decision-making stage, only one
of these methods is selected — a specific action plan. By “pulling” all the accumulated experience
from memory, motivational arousal is transformed into a specific goal that determines the way to
achieve it. A specific goal is called "higher motivation” in the TFS.

Acceptor of action results. Motivational arousal also “extracts from memory” the entire sequence
and hierarchy of results that must be achieved in order to complete the action plan. This sequence
is called an acceptor of action results in the TFS. The acceptor of action results is the dominant
need (Goal) of the body, transformed into the form of advanced brain stimulation, as if into a kind
of complex receptor for future reinforcement, which is a criterion for achieving a specific goal.

Reinforcements. The sanctioning stage. If all the results of the acceptor of action results are
achieved and the goal is achieved, then the last sanctioned stage occurs, in which the need is met
and the specific action plan is stored in memory.

A formal model of TFS in terms of maximally specific causal connections (neurons) is given below.

11 CAUSALITY AND NEUROPHYSIOLOGY OF FUNCTIONAL SYSTEMS
THEORY

Let us consider the TFS model that follows from neurophysiological data on neuronal excitations
obtained in the TFS. Neurophysiologically, anticipation is realized by special collateral branches
from the actions performed, which come to the ”input” of the brain, converging with afferentation
from input stimuli: ”We are talking about collateral branches of the pyramidal tract, which divert
“copies” of those efferent messages that go to the pyramidal tract to many interstitial neurons ...
Thus, the moment of decision-making and the beginning of the output of working efferent excitements
(the beginning of actions — E.E.) from the brain is accompanied by the formation of an extensive
complex of excitements consisting of afferent signs of a future result and a collateral "copy” of
efferent excitements that went to the periphery along the pyramidal tract to the working organs”
Anokhin| (1984).

In fact, this means the development of conditional (causal) connections between the implementation
of actions (efferent excitements) and the subsequent perception of the results of actions represented
by their afferent characteristics (see Fig. 3). When we perform actions, we immediately send a
conditional signal along the collaterals that we are about to receive afferentation about the results of
these actions. This leads to the development of conditional (causal) relationships between actions
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Figure 3: Formation of the inner contour of predictions

and their results, reflecting the relationship of actions and results occurring in the external world.
These are conditional connections made by the brain along the internal circuit (see Fig. 3), allow
you to predict the results of actions taking place in the external world, even before the results them-
selves appear. When motivational arousal activates various sequences of actions to achieve the goal,
then at the same time, the entire sequence and hierarchy of results that will be obtained in the process
of achieving the goal is predicted along the “inner contour”. When a decision is made on a specific
action plan, the achievement of all intermediate results that make up the acceptor of action results is
simultaneously anticipated along the “inner contour”.

12 TFS MODEL IN TERMS OF MAXIMALLY SPECIFIC CAUSAL
RELATIONSHIPS

We expand the previous scheme in terms of maximally specific causal relationships and correspond-
ing excitations Fig. 4.

We will consider the need as a request to the functional system to achieve the goal indicated by the
predicate PGg. This request is sent to the afferent synthesis block. For functional systems that do
not have functional subsystems, it extracts causal relationships of the form

Py, .. Py A, -, A = PG

leading to goal achievement PGy, where P;, ..., P;,, is the environment properties required to
achieve the goal, and Ay, ..., Ak is the sequence of actions leading to the goal. In this case the
properties P;1, . .., P;,;, must be conformed with the properties of the environment P, ..., P, that
enter the afferent synthesis block.

For hierarchically functional systems that call functional subsystems, this query extracts more com-
plex causal relationships from memory

Pi17"':-Rémv-PGj17"'7PGjn7Ak17"'7Akl = PGO7

these include requests for achieving subgoals PG1, ..., PGj,. Then the extracted rules are sent to
the decision-making block, where the goal achievement forecast is performed for each of the rules.
The forecast of the rules, where only actions are performed, is based on the probability of the rule
itself. Forecasting based on rules with requests to subsystems is performed by sending these requests
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Figure 4: Scheme of the functional system

to these functional subsystems, making decisions in them and receiving probabilistic estimations of
achieving these subgoals. The resulting forecast probability is calculated by multiplying the rule
probability by the probability of achieving the subgoals.

After that, a decision is made for achieving the goal, and for this purpose, a rule is selected that has
the maximum probability of predicting that the goal will be achieved. Then an action plan is formed
that includes all actions included in the rule and all actions that are available in functional subsys-
tems. Simultaneously with the action plan, the action results acceptor is formed, which includes
the expectation of all predicted sub-results in functional subsystems and in the functional system
itself. After that, the action plan is executed, and the expected results are compared with the results
obtained.

If all the sub-results and the final result are achieved and coincide with the expected results, then the
rule itself and all the rules of functional subsystems that were selected during the decision-making
process are reinforced and their probability increases.

If the result is not achieved in a particular subsystem, the corresponding rule of this functional
subsystem is penalized. After that, there is a tentative research reaction, which revises the decision
to achieve the goal.

This model has been repeatedly refined and used for modeling animates Mukhortov et al.| (2012);
Demin & Vityaev|(2014); Vityaev et al.|(2020). The most revealing experiment was conducted with
a nematode |Demin & Vityaev|(2014), when this model was embedded in an electronic model of the
nematode and after learning by trial and error”, this model learned its natural movement, which is
used by a real nematode.

Thus, the cognitive group of functional systems has been successfully formalized.

13 CONCLUSION

Thus, we were able to show that by taking as a basis the principle that the brain detects all possible
causal relationships in the external world and draws conclusions from them, we can obtain math-
ematical models of the neuron, cellular ensembles in the form of probabilistic formal concepts and
model of functional system.
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These mathematical models are based on an accurate mathematical analysis of probabilistic causality
and its formalization in the form of probabilistic maximally specific causal relationships, as well as
on probabilistic generalization of formal concepts, which is a looping conclusion on maximally
specific causal relationships.
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