This ICCV paper is the Open Access version, provided by the Computer Vision Foundation.

Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

GT-Loc: Unifying When and Where in Images Through a Joint Embedding Space

David G. Shatwell’

david.shatwell@ucf.edu idave@adobe.com

Abstract

Timestamp prediction aims to determine when an image
was captured using only visual information, supporting ap-
plications such as metadata correction, retrieval, and digital
forensics. In outdoor scenarios, hourly estimates rely on
cues like brightness, hue, and shadow positioning, while sea-
sonal changes and weather inform date estimation. However,
these visual cues significantly depend on geographic context,
closely linking timestamp prediction to geo-localization. To
address this interdependence, we introduce GT-Loc, a novel
retrieval-based method that jointly predicts the capture time
(hour and month) and geo-location (GPS coordinates) of
an image. Our approach employs separate encoders for
images, time, and location, aligning their embeddings within
a shared high-dimensional feature space. Recognizing the
cyclical nature of time, instead of conventional contrastive
learning with hard positives and negatives, we propose a
temporal metric-learning objective providing soft targets by
modeling pairwise time differences over a cyclical toroidal
surface. We present new benchmarks demonstrating that our
Jjoint optimization surpasses previous time prediction meth-
ods, even those using the ground-truth geo-location as an
input during inference. Additionally, our approach achieves
competitive results on standard geo-localization tasks, and
the unified embedding space facilitates compositional and
text-based image retrieval.

1. Introduction

Estimating the capture time and geo-location of images is
crucial for applications ranging from digital forensics to
ecological studies and social media management. In digi-
tal forensics, accurate timestamps verify image authenticity
and help detect manipulation, particularly when camera cali-
brations are suspect. This capability is essential for recon-
structing events from timestamped images during accidents
or natural disasters, providing critical information to first
responders. Ecological studies benefit from time-ordered
images to monitor changes in landscapes and wildlife, while
precise timestamps in social media enhance content manage-
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Figure 1. GT-Loc: Our Unified Approach vs. Prior Methods.
By mapping image, location and time into a single multimodal em-
bedding space, our method can be used for (a) simultaneous image-
to-location and image-to-time retrieval, (b) composed geotemporal-
to-image retrieval. In contrast, current methods are limited to only
(c) location [3, 5], (d) time [27] or (e) geo-temporal classification
[45] or (f) image-to-GPS retrieval [11, 37].
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ment and chronological sorting.

Despite its importance, predicting time from images
presents several challenges because of the intricate relation-
ship between temporal cues and location-specific factors.
Time-of-day (ToD; i.e., hours) and time-of-year (ToY; i.e.,
months) manifest differently in images due to variables like
scene brightness, shadows, weather, and seasonal changes,
making it difficult to establish consistent patterns. The com-
plexity of the task is further compounded as the visual appear-
ance of specific hours varies substantially across different
months and locations, influenced by the amount and relative
exposure to sunlight. Additionally, the representation of
months fluctuates across various latitudes, with regions near
the equator experiencing relatively stable climate conditions
year-round compared to regions at higher latitudes.

Most existing methods [22, 27, 45] rely heavily on GPS
metadata for accurate time estimation, while state-of-the-art
geo-localization models (e.g., PIGEON [5], GeoCLIP [37])
excel at coarse location prediction. Yet predicting both time
and location simultaneously without supplementary inputs
remains unsolved, and few works tackle the complementary



task of image retrieval (Figure 1). This challenge is further
exacerbated by the absence of standardized datasets and
evaluation protocols: many approaches use custom or poorly
documented splits, hindering fair comparisons and consistent
benchmarking across studies.

In this paper, we introduce G7-Loc, a retrieval-based ap-
proach for joint time prediction and geo-localization. We
conceptualize time prediction as a retrieval problem, repre-
senting time as a month-hour pair. A schematic diagram
of our framework is shown in Figure 2. Building upon the
CLIP-initialized visual model, our goal is to learn a shared
embedding space where we can align visual (image), time,
and location modalities. For time prediction, we propose a
novel time representation that considers the cyclical nature of
months and hours over a toroidal manifold. We then project
these representation into a multi-scale, high-dimensional
time embedding using random Fourier features (RFFs) [33].
Next, to learn the alignment between the time and image
embeddings, we explore several possibilities. Existing con-
trastive learning methods, including CLIP [24] and SimCLR
[2], use other batch instances as negative samples. Such
a strategy succeeds in image-location losses used by Con-
trastive Spatial Pre-Training (CSP) [18], GeoCLIP [37], and
SatCLIP [11], due to the significant variation of visual ap-
pearance with respect to geographical location. In contrast,
image-time alignment suffers because temporal neighbors of-
ten look nearly identical: hours and months blend smoothly
in appearance, so designating adjacent time points as neg-
atives undermines effective alignment. Instead of defining
positive-negative pairs as in contrastive learning, we pro-
pose a novel Temporal Metric Learning approach, which
encourages similarity between two instances based on their
time difference. To build the target metric for our proposed
loss, we use the toroidal distance between the times of each
instance pair to consider the cyclic nature of time. This ap-
proach enhances performance without the need for explicit
assignment of positive and negative samples, providing a
more effective and efficient solution for time prediction.

By mapping the image, location, and time modalities
into a unified feature space, our model is able to perform
compositional retrieval tasks. For instance, given a specific
time and location, it can efficiently retrieve all correspond-
ing images from a gallery that closely match the specified
criteria.

In summary, our main contributions are the following:

* A framework for joint time-of-capture prediction and geo-
localization by aligning the image, time and location em-
beddings in a shared multimodal feature space using con-
trastive learning.

* The first retrieval-based method for time-of-capture pre-
diction, where we propose a novel time representation
as normalized month-hour pairs, considering its cyclic
nature.

* A novel Temporal Metric Learning (TML) loss function
for image-time alignment with soft targets, eliminating the
need to assign positive and negative samples to the anchor.
Since both hours and months are cyclic, we employ a
toroidal distance instead of a regular /5 distance which
results in improved performance.

* A new standard benchmarks for time prediction, demon-
strating that our jointly optimized time-location method
surpasses time-only optimized baselines and competes
well with expert geo-localization methods. Our shared
embedding space further facilitates downstream tasks like
compositional and text-based retrieval.

2. Related Work

Time-of-capture prediction: Time-of-capture prediction
is a relatively new problem that has only been directly ad-
dressed by a handful of prior works. Tsai et al. [36] proposed
a physically inspired method to infer the time of day by esti-
mating the Sun’s position and camera orientation, but their
approach requires sky visibility and additional metadata,
such as GPS coordinates and access to an external image
database. In a different line of research, Zhai et al. [45]
introduced a data-centric approach to learn geo-temporal
image features. Their model uses an image, location, and
time encoders to generate mid-level features, which are sub-
sequently passed to a set of classifiers for predicting time and
location as discrete classes. However, their evaluation shows
that providing the location as an input is crucial for predict-
ing the time of day with reasonable accuracy. Similarly,
Salem et al. [27] proposed a hierarchical model to predict
the month, hour, and week of capture, but this method also
assumes known geo-location, limiting its real-world appli-
cability. In contrast, our model relies solely on images to
generate accurate time predictions using a retrieval approach
in a continuous shared feature space, with resolution de-
termined by a gallery of arbitrary size rather than discrete
classes.

Other works have also explored the time-of-capture task
indirectly. Li et al. [16] presented an algorithm to verify
image capture time and location by comparing the sun po-
sition, computed from the claimed time and location, with
the actual sun position derived from shadow length and ori-
entation. However, their approach assumes that latitude,
time-of-day, and time-of-year are given, with only one po-
tentially corrupted. Padilha et al. [22] proposed a model for
time-of-capture verification using a data-centric approach, in-
volving four encoders for ground-level images, timestamps,
geo-locations, and satellite images, fed into a binary classi-
fier to predict time consistency. Similarly, Salem et al. [26]
proposed a model to generate a global-scale dynamic map
of visual appearance by matching visual attributes across im-
ages annotated with timestamps and GPS coordinates. Both
Padilha et al. [22] and Salem et al. [26] show qualitative



results on time prediction, but are limited by their depen-
dency on geo-location. In contrast, our method accurately
estimates both GPS coordinates and timestamps using only
images.

Several additional methods explore problems adjacent to
time prediction. Jacobs et al. [8] proposed an algorithm for
geo-locating static cameras by comparing temporal principal
components of yearly image sequences with those from a
gallery of known locations. For shadow detection, Lalonde
et al. [14] used a multi-stage method to extract pixel-wise
ground-shadow features and find edges using CRF optimiza-
tion, while Wehrwein et al. [40] used illumination ratios
to label shadow points in a 3D reconstruction and com-
pute dense shadow labels in pixel space. Another series
of works estimate the sun position for various downstream
applications, such as computing camera parameters from
time-lapses [13] and determining outdoor illumination con-
ditions [6, 14] from single images. Adapting these methods
for time prediction would require additional metadata, which
might not be available during inference. For example, even
with correct sun position prediction, day of the year, geo-
location, and compass orientation are needed to accurately
predict the hour.

Although the above works contribute to time prediction,
they either require additional input metadata like GPS coor-
dinates, or are not reliable in the absence of specific temporal
cues. In contrast, our proposed GT-Loc model aims to pre-
dict both ToY and ToD from a single image without relying
on any additional metadata, making it more broadly applica-
ble for real-time prediction tasks.

Global geo-localization: Geo-localization, the task of es-
timating the geographic coordinates of an image, has gained
substantial popularity in recent years. Traditionally, geo-
localization methods have adopted either a classification
approach [12, 20, 23, 28, 38, 41] or an image retrieval ap-
proach [25, 29, 30, 35, 49, 50]. The classification approach
divides the Earth into a fixed number of geo-cells or uses
the city label, assigning the center coordinate of the selected
class as the GPS prediction. However, this can result in sig-
nificant errors depending on the size of the geo-cells, even
when the correct class is selected. In contrast, the image
retrieval approach compares a query image to a gallery and
retrieves the image with the highest similarity. GeoCLIP
[37] addresses the limitations of traditional approaches by
framing global geo-localization as a GPS retrieval problem.
It leverages the pretrained CLIP [24] ViT and employs con-
trastive learning to align image and location embeddings in
a shared feature space. Other methods, such as PIGEON [5],
use a hybrid strategy: first using image classification to iden-
tify the top-k geo-cells with the highest probability, followed
by a secondary retrieval stage for refinement within and
across geo-cells. However, PIGEON’s dependence on addi-
tional metadata for training—such as administrative bound-

aries, climate, and traffic—poses a significant limitation.
Finally, recent methods such as Img2Loc [47] have begun
leveraging multimodal large language models (MLLMs) and
retrieval-augmented generation (RAG) to achieve competi-
tive geo-localization performance without the need for dedi-
cated training. However, the effectiveness of these methods
is highly dependent on the underlying MLLM and results in
substantial inference overhead.

Geo-spatial dual-encoder methods: The success of
CLIP has inspired to leverage its architecture for geo-spatial
tasks. SatCLIP [11] aligns satellite imagery and natural
images in a shared feature space, enabling cross-modal re-
trieval and localization. In a similar fashion, Zavras et al.
[43] proposed a method for aligning complementary remote
sensing modalities beyond RGB with the CLIP encoders.
Other works from Mai et al. [18] and Mac Aodha et al. [17],
employ a dual image-location encoder architecture to learn
robust location representations from images. However, their
ultimate goal is not to geo-locate images. Instead, they use
the learned embeddings from the image encoder for down-
stream tasks, such as image classification. These methods
demonstrate the effectiveness of dual-encoder architectures
for geo-spatial problems, motivating our approach of using
a triple encoder architecture for joint time-of-capture and
location prediction.

3. Method

Given a training dataset Sirqin, = {(I;, Gi, Di)}Y.; con-
sisting of image I;, GPS coordinates G; and date-time D,
triplets, our objective is to train a model that can simulta-
neously predict the location, time-of-day (ToD) and time-
of-year (ToY) from unseen images. Our GT-Loc method
consists of three encoders: Image Encoder ()), Location
Encoder (.Z), and Time Encoder (7") as shown in Figure 2.
Both geo-localization and time prediction are framed as a
retrieval problem. Given a query image 19 € Seyq;, We com-
pute an image embedding, V¥ = V(I?), using a pre-trained
Vision Transformer. Similarly, given a gallery of latitude-
longitude pairs, and a gallery of timestamps, we respectively
compute galleries of location embeddings Lg =Y (G,?)
and time embeddings T = T(D,?). In order to predict the
location and time, the image embedding is compared against
both galleries. The GPS and timestamp with the highest
cosine similarity to the image are selected as predictions.

A fundamental prerequisite for retrieval is the alignment
of image, location, and time modalities within a shared mul-
timodal embedding space. To achieve this, our framework is
optimized using two multimodal alignment objectives: (1)
Image-Location alignment, and (2) Image-Time alignment.
Furthermore, to capitalize on large-scale visual pretraining,
we employ the pretrained CLIP ViT-L/14 as our image en-
coder, projecting it into our shared embedding space using a
trainable multi-layer perceptron (MLP).
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Figure 2. Overview of GT-Loc: GT-Loc uses an image encoder V(-), location encoder .Z(-) and time encoder 7 (-) to generate a set of
image V;, location L; and time 7; embeddings. Leveraging the CLIP [24] pretrained ViT-L/14 as image encoder, we aim to align its image
embedding to both location and time embeddings. The image-location alignment is learned through a regular CLIP-like loss [37] and the
image-time alignment is learned through our proposed Temporal Metric Learning.

3.1. Image-Location Alignment

We adopt GeoCLIP for the image-location modality align-
ment. Given a latitude-longitude pair G;, it first uses
Equal Earth Projection (EEP) to mitigate the distortion of
the standard GPS coordinate system and provide a more
accurate representation Gg. Then, Random Fourier Fea-
tures (RFF) are used to map the 2D representation into a
rich high-dimensional representation at three scales (M)
using projection matrices v(-) with different frequencies
o; € {20, 24, 28}. Lastly, the RFFs are passed to a set of
MLPs f; and added together, forming a single multi-scale
feature vector. This can be mathematically expressed as the
following equation:

Li Zfz

Next, to compute the image-location contrastive loss £},
we consider a set of P augmented image V;; and location L;;
embeddings (5 € 1,..., P). For the batch with size B with
S additional location embeddings stored in a continually
updated dynamic queue, and temperature 7, the loss is given
by:
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Figure 3. (a) Temporal Metric Learning loss Lim.: We compute
the image-time similarity matrix by using the cosine similarity
between the image and time embedding of the all instances in the
batch. We then obtain the target distance matrix by computing
the cyclic toroidal time difference between each pair. As shown
in the red highlighted box, we take the ith row of both matrices
and normalize them using the softmax function o(-) and 1 — o (+)
respectively, resulting in two probability mass functions p; and q;.
The loss is defined as the cross-entropy (CE) between p; and q;. (b)
Proposed distance metric d; ;: Assume we have two normalized
month-hour pairs D; = (0s, ¢;) and D} = (0;, ¢;). Since month
and hours are periodic, they repeat infinitely in both dimensions of
the 0-¢ plane. Using the /5 distance overestimates the real distance
between the two times, but our proposed toroidal time distance d;, ;
is able to provide a correct estimate by considering the minimum
distance between D; and the periodic copies of D.



3.2. Time Representation

The capture time of an image is usually a Unix timestamp,
an integer tracking the seconds (or milliseconds) elapsed
since January 1, 1970. We discard the year information
from the timestamp, as predicting the year is beyond the
scope of this work, and instead focus on Time-of-Year
(ToY; i.e., month) and Time-of-Day prediction (ToD; i.e.,
hour). Both ToY and ToD are cyclical, with periods of 12
months and 24 hours, respectively. To convert the Unix
timestamp U, into a time representation that focuses on the
months and hours, we transform it into a date-time tuple
D, = unithuple(Ui) = (mi, di, HZ‘, Mi, Sl) with the
month, day, hour, minute, and second. From this tuple, we
then compute a new time representation composed of the
normalized cyclic month-hour pair D} = (6;, ¢;) using

6, = L ((mi—l)—l—wi__l)), 3

T 12 D(m;)
1 M, S;
i =5 | Hi+ — ) 4
¢ 24 ( * 60 + 3600> @

where D(m;) is the number of days in month m,;. We
represent the sequence of operations to convert a Unix
timestamp to normalized cyclic month-hour pair as D) =
unix2cyclic(U;).

Time encoding: By representing time as a pair of real-
valued numbers, the problem of time prediction becomes
similar in nature to geo-localization. Instead of retrieving
the latitude-longitude pair with the highest similarity, we
are interested in retrieving a month-hour pair. Thus, our
time encoder (7) follows the exact same architecture as the
location encoder (.Z’). Similar to Eq. 1, the time embedding
is obtained from the proposed time representation using the
following equation:

M
T, =T(U;) = Zfi(’y(uniXZCyclic(Ui),Uz‘))- Q)
i=1

3.3. Temporal Metric Learning

Visual features associated with location typically exhibit
significant variation due to cultural, socio-economic and
environmental factors, leading to abrupt changes in visual
embeddings with respect to spatial distances. For instance,
two neighborhoods within the same city often appear notably
different. Therefore, standard contrastive objectives that
clearly distinguish positives and negatives are suitable for
aligning location and image embeddings (Eq. 2). In contrast,
visual cues change more smoothly and continuously over
time. As a result, labeling temporally adjacent samples as
negatives, as is common in standard contrastive losses, can
hinder effective learning. This makes it challenging to define

explicit positives and negatives for time-image alignment. To
address this, we propose a metric-learning objective called
Temporal Metric Learning (TML), explicitly designed to
leverage the smooth and cyclic nature of time by aligning
instance similarity proportionally to the temporal difference.

Let’s consider the image embeddings {V;}~_, and time
embeddings {Tl}f‘i1 Instead of defining a set of positive
and negative pairs for each embedding, we assign soft targets
inversely proportional to the difference between the time
associated to the image and time embeddings. Since months
and hours are cyclical, using the regular /5 distance between
two normalized month-hour pairs (6;,¢;) and (6;, ¢;) in
an Euclidean space results in overestimated distance values,
as shown in Figure 3(b). This problem can be solved by
mapping the normalized month-hour pairs into the surface
of a toroidal manifold, resulting in the new distance J; ;:

ij= [ > min(l—|Aq ;| [Aci;])2  (6)
ae{0,¢}
where Aa; ; = o; — ;. Then, for each anchor image

embedding V;, we compute a vector p; with the normalized
cosine similarity scores with respect to all time embeddings
T} in the batch. Similarly, we compute the vector q; with
the normalized time difference between the anchor time and
other times in the batch as follows:

) exp (V; - T;/7)
piljl = B ’ )
> ohe1exp (Vi T /7)
_ exp (51])
B bl
2 k=1 €XP (3 k)
Since p; and q; are normalized, they have the same char-
acteristics as probability mass functions. Thus, we define the

image-time contrastive loss by computing the cross-entropy
(CE) between p; and q;:

£§?me = CE(p;, q;). )

The final training objective is defined as the sum of the
image-location and image-time objectives, defined in Equa-
tions 2 and 10:

eB, O

qifj] =1 j € [B]. (8)

o) (10)

time:

r® — p

loc

3.4. Inference

After training, the image, location, and time modalities share
a unified embedding space. To predict the capture time and
location of a query image I, we compute the cosine simi-
larity between its image embedding V' ? and the embeddings
within the time gallery T¢ and the location gallery LY. The
predicted time and location correspond to the gallery ele-
ments with the highest cosine similarities. For a visual rep-
resentation of this inference process, refer to Supplementary
Section 7.



Table 1. Zero-shot time prediction on the unseen cameras of
SkyFinder dataset. Rows marked by * indicate methods we repli-
cate, closely adhering to the protocols outlined by prior work.

Method Month Hour TPS 1
Error | Error |
Zhai et al. [45]* 2.46 3.18 6548
Padilha et al. [22]* 1.62 3.61 7142
Salem et al. [27]* 2.72 3.05 63.25
Zhai et al. [45]* w/ CLIP 1.65 3.14  73.20
Padilha et al. [22]* w/ CLIP  1.62 298  74.06
Salem et al. [27]* w/ CLIP 1.56 2.87 75.02
CLIP + cls. head 1.61 3.17 7337
CLIP + reg. head 1.55 3.06 74.33
DINOV2 + cls. head 2.24 374 65.61
DINOV2 + reg. head 2.12 353 6749
OpenCLIP + cls. head 1.66 343  71.87
OpenCLIP + reg. head 1.72 334  71.75
TimeLoc 1.52 2.84 7549
GT-Loc (Ours) 1.40 272 77.00

4. Experiments

We evaluate GT-Loc on both time-of-capture and geo-
localization tasks, conduct ablation studies to justify key
design choices, and assess robustness by measuring perfor-
mance under limited training data and noisy annotations.
Datasets and evaluation details: For training, we use
two existing datasets: MediaEval Placing Tasks 2016 (MP-
16) [15] and Cross-View Time (CVT) [26]. MP-16 consists
of 4.72 Million images from Flickr annotated only with
GPS coordinates. CVT originally consists of 206k geo-
tagged smartphone pictures from the Yahoo Flickr Creative
Commons 100 Million Dataset [34] and 98k images from
static outdoor webcams of the SkyFinder Dataset [19]. Our
zero-shot evaluation benchmark is constructed using a subset
of images from SkyFinder that are not seen during training.
Geo-localization performance is evaluated by measuring
the geodesic distance between the real and predicted GPS
coordinates, and then computing the ratio of images that
are correctly predicted within a threshold. Time prediction
performance is evaluated by measuring the mean absolute
ToY (Er,y) and ToD (Er,p) errors between the ground-
truth and predicted times. We also report an overall Time
Prediction Score (TPS) that combines both errors into a
single metric. We compute the TPS based on our proposed
cyclical time difference using the following equation:

| B3y + E3
TPS=1- 7“”; LoD (11)

where EToy, Erop € [0, 1] are the normalized time errors.
A TPS of 1 represents a perfect prediction, while 0 represents

Table 2. Geo-localization accuracy on Im2GPS3k & GWS15k
datasets, reported on the ratio of samples that are correctly predicted
under a distance threshold of 1 km radius.

Method Im2GPS3k GWS15k
[L] kNN, sigma=4 1ccyr17(38) 7.2 -
PlaNet gcevr 16417 8.5 -
CPlaNet ECCV’18[28] 10.2 -
ISNS kcevr18120] 10.5 0.1
Translocator gecyr 22123 11.8 0.5
GeoDecoder cyprr2313] 12.8 0.7
GeoCLIP yeyr1psr 241371 14.11 0.6
PIGEOTTO cypr 24153 11.3 0.7
Img2Loc(LLaVA) stgrrr24147) 8.0 -
GT-Loc (Ours) 14.41 0.88

the maximum possible cyclic error of 12 hours and 6 months.
Please, refer to Supplementary Sections & to 12 for more
details about the dataset, architecture and training protocol.

4.1. Comparison with Prior Methods

Time-of-capture prediction: We present our time predic-
tion results in Table 1. Given the significant reproducibility
challenges identified in prior work (see Supplementary Sec-
tion 21), we selected three representative baseline methods
for a fair comparison with GT-Loc. The first baseline is
the triple encoder architecture from Zhai et al. [45], which
closely resembles our approach. Although they did not re-
lease code, pretrained weights, or exact dataset splits, their
methodology is well-documented, allowing us to closely
replicate their protocol. The second baseline is Padilha et al.
[22], chosen due to its recent publication, public source code
availability, and use of the CVT dataset—common to our
evaluation. However, they do not provide the specific cross-
camera split of CVT, and their original work only offers
qualitative results. We extend their evaluation quantitatively
for direct comparison. The final baseline is Salem et al.
[27], selected for its use of the SkyFinder dataset, with clear
experimental procedures enabling straightforward replica-
tion despite the absence of source code. Importantly, all
these baseline methods rely on geo-location metadata as
input, unlike GT-Loc, which exclusively uses visual cues.
Additionally, each baseline fully trains their models using
different backbone architectures: Zhai et al. [45] employs
InceptionV2, while both Padilha et al. [22] and Salem et al.
[27] use DenseNet-121. To ensure fairness, we also evaluate
scenarios in which these models use a frozen CLIP ViT-L/14
backbone, aligning closely with GT-Loc.

Our second set of baselines explores various frozen back-
bone architectures (e.g., CLIP ViT-L/14, DINOv2 ViT-L/14,
and OpenCLIP ViT-G/14), paired with an MLP of match-
ing capacity to our image encoder, and either regression or



classification heads. These baselines illustrate the effective-
ness of our retrieval-based approach compared to standard
classification and regression techniques.

Lastly, we introduce TimeLoc, a robust baseline utilizing
only the image and time encoders from GT-Loc, analogous
to GeoCLIP [37] and SatCLIP [11] but specifically tailored
for time prediction. Experimental results clearly demon-
strate that GT-Loc achieves superior accuracy for both Time-
of-Year (ToY) and Time-of-Day (ToD) predictions without
additional metadata. Moreover, jointly training for time
prediction and geo-localization enriches the learned tempo-
ral representations. In Figure 4 , we show two qualitative
examples from unseen cameras of the SkyFinder dataset,
highlighting GT-Loc’s effectiveness in simultaneously pre-
dicting time and geo-location.

Table 3. Ablations for time prediction performance with different
loss functions. /3 refers to the Euclidean distance, while cyclic
refers to the distance over the toroidal manifold.

Loss Month Hour TPS|
Function Error | Error 1
CLIP [24] 1.71 3.51 71.12
RnC [44] 1.87 2.96 71.89
SimCLR [2] 1.50 3.40 73.28
TML (¢5) 1.53 2.74 75.88
TML (Cyclic) 1.40 2.72 77.00
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Figure 4. (a) Sample images for two cameras of the SkyFinder
test set with the ground truth location and capture time. (b) Spatial
distribution of the predicted GPS coordinates colored by the cosine
similarity between the location and image embeddings. (c) His-
togram of the top-1k retrieved months and hours, weighted by the
cosine similarity between the image and time embeddings (supp.
Eq. 12). Both the top-1 predicted location and time are shown
below the distributions.

Geo-localization: Table 2 presents the geo-localization per-

formance of our model compared to recent expert meth-
ods. Overall, GT-Loc delivers competitive results compared
against models like GeoCLIP on both datasets. It also out-
performs the LLaVA-based Img2Loc variant, despite using
at least 15 times fewer parameters.

4.2. Ablation Studies

In this section, we present additional experiments to evalu-
ate the effectiveness of our proposed Temporal Metric Loss.
Furthermore, in the supplementary material (Section 13),
we explore alternative image backbones (i.e., DINOv2 [21],
OpenCLIP [7]), different time encoders (i.e., Time2Vec [10],
Circular Decomposition [17]), and various temporal resolu-
tions to provide additional insights and justification for our
design choices.

We evaluate several alternative loss functions for time
prediction. First, we implement a basic CLIP-based loss [24].
Next, we explore a geo-localization-style contrastive loss
that uses a dynamic queue and applies a false negative mask,
excluding samples close to the anchor based on a specified
threshold. We also experiment with the Rank-N-Contrast
loss introduced by Zha et al. [44], specifically designed
for regression tasks by ranking samples according to their
distances. Finally, we compare our proposed loss function
against a variant using standard /5 distance rather than cyclic
temporal distance. The results in Table 3 demonstrate that
our Temporal Metric Loss significantly outperforms all other
evaluated losses for both Time-of-Day (ToD) and Time-of-
Year (ToY) predictions.

Table 4. Impact of Limited Data on the Robustness of Time
Prediction

Data Month Hour TPS+1
Availability Error | Error |

100% 1.40 2.72 77.00
50% 1.69 2.83 74.02
10% 1.70 2.94 73.51
5% 1.89 2.86 72.07

Table 5. Ablations for robustness to label noise for time-prediction.

Label Month Hour TPS1
Noise (6) Error | Error |

0 1.40 2.72 77.00
1 1.52 2.71 76.00
2 1.75 2.74 73.81
3 2.16 2.72 69.92

4.3. Robustness of GT-Loc

Timestamp-prediction datasets are often scarce or plagued
by missing and noisy metadata, so robustness is essential.



We first measure performance as we shrink the training set
from 100% to 5% in four stages, then simulate label noise
by adding Gaussian perturbations with standard deviation
between o € [0, 3] months and hours to the training anno-
tations. As Tables 4 and 5 show, GT-Loc’s errors rise only
modestly by 0.3 months and 0.22 hours, even with just 5% of
the data, and it remains stable up to ¢ = 2, with significant
degradation appearing only at o > 3. These results confirm
GT-Loc’s resilience under realistic data constraints.

4.4. Compositional Image Retrieval

In this section, we evaluate GT-Loc’s capability for compo-
sitional image retrieval tasks, leveraging its unified multi-
modal embedding space. Specifically, we explore retrieving
images based on joint queries consisting of both location
and time information. Given query location L% and time
T<, we generate a multimodal representation by averaging
their embeddings, inspired by multimodal retrieval methods
proposed in prior works [31, 32].

To provide meaningful baselines for comparison, we se-
lected the method by Zhai et al. [45], which is conceptually
similar but was originally intended only for time and loca-
tion classification tasks. Since their original work did not
consider compositional retrieval explicitly, we adapt their
model to our retrieval scenario as described in Supplemen-
tary section 14. We evaluate retrieval performance using
recall metrics at ranks 1, 5, and 10. A retrieved image is
considered correct if its ground truth timestamp is within
one hour and one month, respectively, of the query, and if its
location is within 25 km.

Table | shows quantitative results for these baselines.
GT-Loc consistently achieves higher recall across all ranks,
significantly outperforming other methods. This indicates
that our unified retrieval-based embedding approach effec-
tively encodes joint geo-temporal information, providing
richer representations for retrieval tasks. Qualitative exam-
ples demonstrating GT-Loc’s compositional retrieval capa-
bilities are shown in Supplementary section 14.

Table 6. Zero-shot composed retrieval (I' + L — I) on the
unseen cameras of the SkyFinder dataset.

Method R@1 R@5 R@10
Zhai et al. [45]* 091 7.81 13.61
Zhai et al. [45]* w/CLIP 258 16.22 29.46
GT-Loc 6.69 24.58 38.54

4.5. Qualitative results using text queries

We also investigate the ability of GT-Loc to use the pre-
trained CLIP text encoder to retrieve times and locations
mentioned in the text. For this task, we follow GeoCLIP’s
approach and replace the image backbone by a text back-
bone, keeping the trained MLP, location encoder and time

encoder. For each text, we create a text embedding, pass it
through the MLP and compare it against the location and
time galleries. We then create spatial and temporal distri-
butions of the top retrieved samples for each modality, as
shown Figure 5, where we see that not only is our model
able to accurately pinpoint the location, but it also creates
meaningful time distributions to words such as “winter” and
“evening” that do not explicitly mention the time.

Noon during winter in
New York City

Warm Summer evening
in Oslo, Norway
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Figure 5. Qualitative examples of geo-localization and time-of-
capture prediction using text queries. Top: prompt passed to CLIP’s
text encoder. Middle: spatial distribution of the predicted geo-
locations with the highest cosine similarity. Bottom: histogram
of the top-1k predicted months and hours with the highest cosine
similarity. GT-Loc is capable of providing good estimates of the
time and GPS coordinates to each of the text queries, even when
time is not explicitly specified.

5. Conclusion

We introduce GT-Loc, a novel framework for jointly pre-
dicting the time and location of an image using a retrieval
approach. GT-Loc not only shows competitive performance
compared to state-of-the-art geo-localization models but also
introduces the capability of precise time-of-capture predic-
tions. A key innovation of our approach is the novel temporal
metric loss, which significantly outperforms traditional con-
trastive losses in time prediction tasks.

Furthermore, our results demonstrate that GT-Loc ex-
tends beyond standard time-of-capture prediction and geo-
localization tasks. It supports additional functionalities like
compositional image retrieval (1" + L — I), as well as text-
to-location and text-to-image retrieval, indicating a profound
understanding of the interplay between images, locations,
and time.
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