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ABSTRACT

In this work, we attempt to bridge the two fields of finite-agent and infinite-agent
games, by studying how the optimal policies of agents evolve with the number of
agents (population size) in mean-field games, an agent-centric perspective in con-
trast to the existing works focusing typically on the convergence of the empirical
distribution of the population. To this end, the premise is to obtain the optimal
policies of a set of finite-agent games with different population sizes. However,
either deriving the closed-form solution for each game is theoretically intractable,
training a distinct policy for each game is computationally intensive, or directly
applying the policy trained in a game to other games is sub-optimal. We address
these challenges through the Population-size-Aware Policy Optimization (PAPO).
Our contributions are three-fold. First, to efficiently generate efficient policies for
games with different population sizes, we propose PAPO, which unifies two nat-
ural options (augmentation and hypernetwork) and achieves significantly better
performance. PAPO consists of three components: i) the population-size encoding
which transforms the original value of population size to an equivalent encoding
to avoid training collapse, ii) a hypernetwork to generate a distinct policy for each
game conditioned on the population size, and iii) the population size as an addi-
tional input to the generated policy. Next, we construct a multi-task-based training
procedure to efficiently train the neural networks of PAPO by sampling data from
multiple games with different population sizes. Finally, extensive experiments on
multiple environments show the significant superiority of PAPO over baselines,
and the analysis of the evolution of the generated policies further deepens our
understanding of the two fields of finite-agent and infinite-agent games.

1 INTRODUCTION
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Figure 1: Experiments on Taxi Match-
ing environment show the failure of
two naive methods and the success of
our PAPO. ↓means the lower the better
performance. See Sec. 5.1 for details.

Games involving a finite number of agents have been ex-
tensively investigated, ranging from board games such as
Go (Silver et al., 2016; 2018), Poker (Brown & Sandholm,
2018; 2019; Moravčík et al., 2017), and Chess (Campbell
et al., 2002) to real-time strategy games such as StarCraft
II (Vinyals et al., 2019) and Dota 2 (Berner et al., 2019).
However, existing works are typically limited to a handful
of agents, which hinders them from broader applications.
To break the curse of many agents (Wang et al., 2020),
mean-field game (MFG) (Huang et al., 2006; Lasry & Li-
ons, 2007) was introduced to study the games that involve
an infinite number of agents. Recently, benefiting from
reinforcement learning (RL) (Sutton & Barto, 2018) and
deep RL (Lillicrap et al., 2016; Mnih et al., 2015), MFG
provides a versatile framework to model games with large
population of agents (Cui & Koeppl, 2022; Fu et al., 2019;
Guo et al., 2019; Laurière et al., 2022; Perolat et al., 2021;
Perrin et al., 2022; 2020; Yang et al., 2018).

∗Corresponding author.
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Despite the successes of finite-agent games and infinite-agent games, the two fields are largely evolv-
ing independently. Establishing the connection between an MFG and the corresponding finite-agent
Markov (stochastic) games1 has been a research hotspot and it is done typically by the convergence
of the empirical distribution of the population to the mean-field (Saldi et al., 2018; Cui & Koeppl,
2022; Cui et al., 2022; Fabian et al., 2022). However, few results have been achieved from an agent-
centric perspective. Specifically, a fundamental question is: how do the optimal policies of agents
evolve with the population size? As the population size increases, the finite-agent games approx-
imate, though never equal to, their infinite-agent counterparts (Cui & Koeppl, 2021; Mguni et al.,
2018). Therefore, the solutions returned by methods in finite-agent games should be consistent with
that returned by methods in infinite-agent games. As we can never generate finite-agent games with
infinite number of agents, we need to investigate the evolution of the optimal policies of agents,
i.e., scaling laws2, to check the consistency of the methods. However, theoretically investigating the
scaling laws is infeasible, as obtaining the closed-form solutions of a set of finite-agent games is
typically intractable except for some special cases (Guo & Xu, 2019). Hence, another natural ques-
tion is: how to efficiently generate efficient policies for a set of finite-agent games with different
population sizes? Most methods in finite-agent games can only return the solution of the game with
a given number of agents (Bai & Jin, 2020; Jia et al., 2019; Littman et al., 2001). Unfortunately, the
number of agents varies dramatically and rapidly in many real-world scenarios. For example, in Taxi
Matching environment (Nguyen et al., 2018; Alonso-Mora et al., 2017), the number of taxis could be
several hundred in rush hour while it could be a handful at midnight. Fig. 1 demonstrates the failure
of two naive options in this environment: i) directly apply the policy trained in a given population
size to other population sizes (PPO-Naive), and ii) train a policy by using the data sampled from
multiple games with different population sizes (PPO). Furthermore, computing the optimal policies
for games with different population sizes is computationally intensive.

In this work, we propose a novel approach to efficiently generate efficient policies for games with
different population sizes, and then investigate the scaling laws of the generated policies. Our main
contributions are three-fold. First, we propose PAPO, which unifies two natural methods: augmenta-
tion and hypernetwork, and thus, achieves better performance. Specifically, PAPO consists of three
components: i) the population-size encoding which transforms the original value of population size
to an equivalent encoding to avoid training collapse, ii) a hypernetwork to generate a distinct pol-
icy for each game conditioned on the population size, and iii) the population size as an additional
input to the generated policy. Next, to efficiently train the neural networks of PAPO, we construct a
multi-task-based training procedure where the networks are trained by using the data sampled from
games with different population sizes. Finally, extensive experiments on multiple widely used game
environments demonstrate the superiority of PAPO over several naive and strong baselines. Fur-
thermore, with a proper similarity measure (centered kernel alignment (Kornblith et al., 2019)), we
show the scaling laws of the policies generated by PAPO, which deepens our understanding of the
two fields of finite-agent and infinite-agent games. By establishing the state-of-the-art for bridging
the two research fields, we believe that this work contributes to accelerating the research in both
fields from a new and unified perspective.

2 RELATED WORKS

Our work lies in the intersection of the two research fields: learning in Markov games (MGs) and
learning in mean-field games (MFGs). Numerous works have tried to study the connection between
an MFG and the corresponding finite-agent MGs from a theoretical or computational viewpoint such
as (Saldi et al., 2018; Doncel et al., 2019; Cabannes et al., 2021), to name a few. The general result
achieved is either that the empirical distribution of the population converges to the mean-field as the
number of players goes to infinity or that the Nash equilibrium (NE) of an MFG is an approximate
NE of the finite-agent game for a sufficiently large number of players, under different conditions
such as the Lipschitz continuity of reward/cost and transition functions (Saldi et al., 2018; Cui &
Koeppl, 2021; 2022; Cui et al., 2022) or/and the convergence of the sequence of step-graphons (Cui
& Koeppl, 2022; Cui et al., 2022). Though the advancements in these works provide a theoretical or

1In this work, we focus on the finite-agent Markov games sharing a similar structure with the MFG, see
Sec. 3 and Appendix A.2 for more details and discussion.

2We use the term “scaling laws” to refer to the evolution of agents’ optimal policies with the population
size, which is different from that of (Kaplan et al., 2020). See Appendix A.4 for a more detailed discussion.
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computational understanding of the connection between the two fields, very few results have been
achieved from an agent-centric perspective. More precisely, we aim to answer a fundamental ques-
tion: how do the optimal policies of agents evolve with the population size? Toward this direction,
the most related work is (Guo & Xu, 2019), which proves the convergence of the NE of the finite-
agent game to that of the MFG by directly comparing the NEs. However, it requires the closed-form
solutions of both the finite-agent game and the MFG to be computable, where extra conditions such
as a convex and symmetric instantaneous cost function and càdlàg (bang-bang) controls are needed.
In a more general sense, deep neural networks have been widely adopted to represent the policies
of agents due to their powerful expressiveness (Laurière et al., 2022; Perolat et al., 2021; Perrin
et al., 2022; Yang et al., 2018). In this sense, to our best knowledge, our work is the first attempt to
bridge the two research fields of finite-agent MGs and MFGs. Specifically, we identify the critical
challenges (theoretical intractability, computational difficulty, and sub-optimality of direct policy
transfer) and propose novel algorithms and training regimes to efficiently generate efficient policies
for finite-agent games with different population sizes and then investigate the scaling laws of the
policies. For more discussion and related works on the two fields, see Appendices A.2 and A.3.

Our work is also related to Hypernetwork (Ha et al., 2016). A Hypernetwork is a neural network
designed to produce the parameters of another network. It has gained popularity recently in a variety
of fields such as computer vision (Brock et al., 2018; Jia et al., 2016; Littwin & Wolf, 2019; Potapov
et al., 2018) and RL (Huang et al., 2021b; Rashid et al., 2018). In (Sarafian et al., 2021), Hypernet-
work was used to map the state or task context to the Q or policy network parameters. Differently, in
addition to generating a distinct efficient policy for each population size by using Hypernetwork, we
also investigate the scaling laws of the generated policies, which has not been done in the literature.

3 PRELIMINARIES

In this section, we present the game models (finite-agent Markov game and infinite-agent mean-field
game) and problem statement of this work.

Finite-agent Markov Game. A Markov Game (MG) with N <∞ homogeneous agents is denoted
as G(N) = (N ,S,A, p, r, T ). N = {1, · · · , N} is the set of agents. S and A are respectively
the shared state and action spaces. At each time step t ∈ T = {0, 1, · · · , T}, an agent i in state sit
takes an action ait. Let zNst

denote the empirical distribution of the agent states st = (s1t , · · · , sNt )

with zNst
(s) = 1

N

∑N
i=1 1{sit = s}, for all s ∈ S . Then, zNst

∈ ∆(S), the probability distribution
over S. For agent i, given the state sit, action ait, and state distribution zNst

, its dynamical behavior
is described by the state transition function p : S × A×∆(S)→ ∆(S) and it receives a reward of
r(sit, a

i
t, z

N
st
). Let πi : S × T → ∆(A) be the policy3 of agent i. Accordingly, π = (πi)i∈N is the

joint policy of all agents and π−i = (πj)j∈N ,j ̸=i is the joint policy of all agents except i. Given the
initial joint state s and joint policy π, the value function for agent 1 ≤ i ≤ N is given by

V i(si, πi,π−i) = E

[
T∑

t=0

r(sit, a
i
t, z

N
st
)
∣∣∣si0 = si, sit+1 ∼ p, ait ∼ πi

]
. (1)

A joint policy π∗ = (πi,∗)i∈N is called a Nash policy if an agent has no incentive to unilaterally
deviate from others: for any i ∈ N , V i(si,π∗) ≥ maxπi V i(si, πi,π−i,∗). Given a joint policy π,
the NASHCONV(π) =

∑N
i=1 maxπ̂i V i(si, π̂i,π−i) − V i(si,π) measures the “distance” of π to

the Nash policy. That is, π is a Nash policy if NASHCONV(π) = 0.

Mean-Field Game. A Mean-Field Game (MFG) consists of the same elements as the finite-agent
MG except that N = ∞, which is denoted as G(∞) = (S, A, p, r, T ). In this case, instead of
modeling N separate agents, it models a single representative agent and collapses all other (infinite
number of) agents into the mean-field, denoted by µt ∈ ∆(S). As the agents are homogeneous, the
index i is suppressed. Consider a policy π as before. Given some fixed mean-field (µt)t∈T of the
population and initial state s ∼ µ0 of the representative agent, the value function for the agent is

V (s, π, (µt)t∈T ) = E

[
T∑

t=0

r(st, at, µt)
∣∣∣s0 = s, st+1 ∼ p, at ∼ π

]
. (2)

3In experiments, we follow (Laurière et al., 2022) to make the policy dependent on time by concatenating
the state with time.

3



Published as a conference paper at ICLR 2023

π∗ is called a Nash policy if the representative agent has no incentive to unilaterally deviate from the
population (Perolat et al., 2021; Perrin et al., 2020): V (s, π∗, (µ∗

t )t∈T ) ≥ maxπ̂ V (s, π̂, (µ∗
t )t∈T ),

where (µ∗
t )t∈T is the mean-field of the population following π∗. Given a policy π, the NashConv

is defined as NASHCONV(π) = maxπ̂ V (s, π̂, (µt)t∈T )− V (s, π, (µt)t∈T ) with (µt)t∈T being the
mean-field of the population following π. Then, π is a Nash policy if NASHCONV(π) = 0.

Problem Statement. Though numerous advancements have been achieved for the finite-agent MGs
and infinite-agent MFGs, the two fields are largely evolving independently (we provide more de-
tailed discussions on the connection between MGs and MFGs in Appendix A.2). Bridging the two
fields can contribute to accelerating the research in both fields. There are two closely coupled ques-
tions: how do the optimal policies of agents evolve with the population size, i.e., scaling laws, and
how to efficiently generate efficient policies for finite-agent MGs with different population sizes?
Formally, let G =

{
G(N), · · · , G(N), · · · , G(N̄)

}
denote a set of MGs, where N and N̄ denote

the minimum and maximum number of agents. Let π∗
N denote the Nash policy of a game G(N).

Let ρ(N) = ρ(π∗
N , π∗

N+1) denote some measure capturing the difference between the Nash policy
of G(N) and that of G(N + 1) (see Appendix A.5 for more discussion on ρ). Then, one question is
how ρ(N) changes with N . However, directly investigating the evolution of ρ(N) is infeasible, as
we need to obtain the Nash policy π∗

N for each game G(N). In addition, directly applying the Nash
policy π∗

N to a game G(N ′) with N ′ ̸= N could result in worse (or arbitrarily worse) performance,
i.e., large (or arbitrarily large) NASHCONV(π∗

N ) for G(N ′), as shown in Fig. 1. Thus, another
question is how to efficiently generate a policy πN that works well for each game G(N) ∈ G, i.e.,
small NASHCONV(πN ), though it may not be the Nash policy πN ̸= π∗

N . Unfortunately, most
existing methods can only return the Nash policy for the game with a given N , which hinders them
from many real-world applications where the number of agents varies dramatically and rapidly,
e.g., the number of taxis could be several hundred in rush hour while it could be a handful at mid-
night (Alonso-Mora et al., 2017). Furthermore, learning the Nash policies of all the games in G is
computationally intensive. Therefore, our objective is to develop novel methods that can efficiently
generate efficient policies4 for the games in G and enable us to investigate the scaling laws.

4 POPULATION-SIZE-AWARE POLICY OPTIMIZATION

We start by introducing the basic structure of the policy network of a representative agent. Let πθ

denote the agent’s policy parameterized by θ ∈ Θ. Note that θ can be any type of parameteriza-
tion such as direct policy parameterizations (Leonardos et al., 2022) and neural networks (Agarwal
et al., 2021). In this work, we use a neural network with three layers to represent the policy, i.e.,
θ = (θ1,θ2,θ3) with θl = (wl, bl, gl) denoting the vectors of weights (wl), biases (bl), and scal-
ing factors (gl) of the layer 1 ≤ l ≤ 3. In practice, θ is typically trained by using RL algorithms (see
Sec. 4.3 for practical implementation). However, as mentioned in the problem statement, either train-
ing a distinct policy for each game is computationally intractable or naively applying a policy trained
under a given N to other games is sub-optimal (as shown in Fig. 1). To address these challenges,
we propose a new policy optimization approach, the Population-size-Aware Policy Optimization
(PAPO), which is shown in Fig. 2.

4.1 POPULATION-SIZE ENCODING

As PAPO is population-size dependent, one may choose to directly take N as the input (we call it
the raw encoding (RE, for short)). However, this might work poorly in practice. In many real-world
applications, the population size can be large and vary dramatically and rapidly, e.g., the total number
of taxis in Manhattan is around 13,000 and in one day it can fluctuate from a handful at midnight
to several hundred in rush hour (Alonso-Mora et al., 2017). When directly taking population sizes
as inputs, bigger N ’s may have a higher contribution to the network’s output error and dominate
the update of the network. This could degrade the performance or severely, collapse the training (as
observed in experiments where the training of PAPO with RE is collapsed).

To address the aforementioned issue, we propose the population-size encoding to pre-process N . We
use binary encoding (BE, for short) to equivalently transform the original decimal representation of
N into a binary vector with size k > 0. Formally, given N , we obtain a vector e(N) = [e1, · · · , ek]

4We call a policy an “efficient policy” if it has a small NashConv in the corresponding game.
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Figure 2: The neural network architecture of PAPO.

such that N =
∑k

j=1 2
k−jej where ej ∈ {0, 1}. After that, the encoding is further mapped to

the embedding (through an embedding layer parameterized with η) which will be fed to the policy
network and hypernetwork as shown in Fig. 2. With a slight abuse of notation, throughout this work,
we simply use N to represent the embedding of e(N) if it is clear from the context.

4.2 POPULATION-SIZE-AWARE ARCHITECTURE

The critical insight of our approach is to leverage the population-size information to generate effi-
cient policies for the games in G. In view of the fact that none of the existing works has addressed
a similar problem as ours, we first propose two natural methods: augmentation and hypernetwork.

Augmentation. That is, we concatenate N with st and then pass the resulting input to the policy. A
similar idea has been adopted in the literature to address the problem of policy generalization. For
example, in (Perrin et al., 2022), the state is concatenated with the initial mean-field to endow the
policy with the capability of generalizing across the mean-field space. In our context, by augmenting
the state with N , the policy can work well across games with different N ’s.

Hypernetwork. That is, we generate a distinct policy for each game by mapping N to the policy
network parameters through a hypernetwork (Ha et al., 2016; Sarafian et al., 2021). This choice is
completely different from the augmentation as the game-level information (population size in our
context) is fully disentangled from the policy input. More specifically, let hβ denote a hypernetwork
parameterized with β. hβ takes N as input and outputs a set of parameters (weights, biases, and
scaling factors) which will be reshaped to form the structure of the policy network. Formally, we
have θ = hβ(N). In the hypernetwork, three independent heads are used to generate the parameters
of the three layers of the policy network (more details of the network architecture such as the number
of neurons of each layer can be found in Appendix B.1).

Although the above two methods can obtain efficient policies for the games in G, there is no affir-
mative answer to the question of which one is better as they achieve the goal from different angles:
augmentation uses a fixed set of policy network parameters and takes elements from the cartesian
product of two domains (S and {2, 3, · · · }) as inputs while the hypernetwork generates a distinct set
of policy network parameters for each game. In this work, instead of trying to answer this question,
we propose a unified framework, PAPO, which encompasses the two options as two special cases.
Specifically, as shown in Fig. 2, PAPO uses a hypernetwork to generate the parameters of the policy
network conditioned on N and also takes N as an additional input to the generated policy.

Intuitively, PAPO preserves the merits of the two special cases and possibly achieves better perfor-
mance. On one hand, it induces a hierarchical information structure. To a certain extent, it decouples
the game-level information from the policy by introducing a hypernetwork to encode the varying el-
ements across different games. In the context of our work, the only difference between the games in
G is the population size while other game elements such as the state and action spaces are identical.
Thus, PAPO can generate a distinct policy (or in other words, a specialized policy) for each game
conditioned on the population size. On the other hand, once the policy is generated, PAPO becomes
the augmentation, which, as mentioned before, can work well in the corresponding game.

Furthermore, we can investigate the scaling laws of the generated policies by studying the difference
between them. Formally, let πθ=hβ(N) and πθ=hβ(N+1) be two policies generated by PAPO for the
two games with N and N + 1 agents, respectively. Then, the difference, denoted as ρ(N) =

5
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ρ
(
πθ=hβ(N), πθ=hβ(N+1)

)
, as a function of N , characterizes the evolution of the policies with the

population size. In practice, one can choose any type of ρ(N). In experiments, we will identify a
proper measure (a similarity measure) that can be used to achieve this goal.

4.3 PRACTICAL IMPLEMENTATION

Notice that PAPO is a general approach. In this section, we specify the practical implementations of
the modules in PAPO and construct a training procedure to efficiently train the neural networks.

Algorithmic Framework. We implement PAPO following the framework of PPO (Schulman et al.,
2017) as it is one of the most popular algorithms for solving decision-making problems. That is,
in addition to the policy network θ (i.e., actor), a value network ϕ (i.e., critic) is used to estimate
the value of a state and also generated by a hypernetwork. Then, the networks (hypernetworks and
embedding layers) are trained with the following loss function (see Appendix B.2 for details):

Lt(β
A,βC) = E

[
L1
t (θ = hβA(N))− c1L

2
t (ϕ = hβC(N)) + c2H(πθ=hβA (N))

]
. (3)

As the agents learn their policies independently, the policy learning in this work falls in the category
of using independent RL to find Nash equilibrium (Ozdaglar et al., 2021). Recent works (Ding et al.,
2022; Fox et al., 2021; Leonardos et al., 2022) have shown that independent policy gradient can
converge to the Nash equilibrium under some conditions, which, to some extent, provides support
to our work. More discussion can be found in Appendix A.1.

Training Procedure. To make PAPO capable of generating efficient policies for the games in the
set G, a trivial idea is to train the networks sequentially over G, i.e., train the networks until they
converge in one game and then proceed to the next. Unfortunately, such a method is computationally
intensive and could suffer catastrophic forgetting, i.e., the networks focus on the learning in the
current game. A more reasonable approach is to train the networks by using the data sampled from
all the games (a way similar to multi-task learning (Zhang & Yang, 2021)). Inspired by this idea, we
construct a multi-task-based training process to efficiently train the networks. At the beginning of an
episode, a game G(N) is uniformly sampled from G. Then, PAPO takes N as input and generates
a policy which is used by the agents to interact with the environment. Finally, the experience tuples
are used to train the networks. More details can be found in Appendix B.3.

5 EXPERIMENTS

We first discuss the environments, baselines, metric used to assess the quality of learning, similarity
measure used to investigate the scaling laws, and then present the results and ablation studies.

Environments. We consider the following environments which have been widely used in previous
works: Exploration (Laurière et al., 2022), Taxi Matching (Nguyen et al., 2018), and Crowd in
Circle (Perrin et al., 2020). Details of these environments can be found in Appendix C.1.

Baselines. (1) PPO: the standard deep RL method. (2) AugPPO: augments the input of PPO with the
population size. (3) HyperPPO: without the additional input to the generated policy. (4) PPO-Large:
the number of neurons of each layer is increased such that the total number of learnable parameters
is similar to PAPO. (5) AugPPO-Large: similar to PPO-Large. The last two baselines are necessary
to show that performance gain is not due to the additional number of learnable parameters, but due to
the architecture of PAPO. In addition, all the baselines are trained with the same training procedure
as PAPO, which ensures a fair comparison between them and PAPO. More details on baselines and
hyperparameters are given in Appendix C.2 and Appendix C.3, respectively.

Approximate NashConv. Computing the exact NashConv is typically intractable in complex games
as it requires obtaining the exact best response (BR) policy of the representative agent. Instead, we
obtain an approximate BR by training it for a large enough number of episodes (1e6) and thus,
obtain an approximate NashConv, which is the common choice in the literature (Laurière et al.,
2022; Perrin et al., 2020). More details are given in Appendix C.4. Furthermore, in Appendix D.2,
we show the BR training curves to demonstrate that the BR has approximately converged, ensuring
that the approximate NashConv is a reasonable metric to assess the quality of learning.

Similarity Measure. Intuitively, two policies are similar means that their output features (represen-
tations) of the corresponding layers (not their parameter vectors) are similar, given the same input

6
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Figure 3: Experimental results. (A) Approximate NashConv versus population size. (B) CKA value
versus population size. (C) UMAP embeddings of some human-understandable game states: agent
on the upper-right/bottom-left of the map and agent on the center of the circle.

data. Particularly, the outputs of the final layer are closely related to an agent’s decision-making (be-
havior). Therefore, we use the centered kernel alignment (CKA) (Kornblith et al., 2019) to measure
the similarity between two policies. More details can be found in Appendix C.5.

5.1 RESULTS

In Fig. 1, we show the results obtained in a small-scale setting (2 ≤ N ≤ 50) in Taxi Matching
environment to illustrate our motivation. There are two most straightforward options to obtain poli-
cies for different games: i) directly apply the policy trained in a given game (N = 20, marked by
star) to other games, i.e., PPO-Naive, and ii) train a single policy by using the training procedure in
Sec. 4.3 and then apply it to the evaluated games, i.e., PPO. At first glance, it might be natural to
expect PPO to work well across different games when it is trained by using the data sampled from
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different games. However, as shown in the results, though it outperforms PPO-Naive, it still has a
large approximate NashConv when evaluating in different games. In striking contrast, PAPO works
well across different games. In addition, given the same training budget, PAPO still preserves a
similar performance in the game (N = 20) where PPO-Naive was trained.

In Fig. 3, we show the results obtained in a larger-scale setting (2 ≤ N ≤ 200) in different environ-
ments. From Panel A, we can draw the following conclusions. (1) PAPO significantly outperforms
other naive and strong baselines in terms of approximate NashConv across different games, which
demonstrates that PAPO has achieved one of our goals – efficiently generating efficient policies for
a set of finite-agent games. (2) As two special cases of PAPO, AugPPO and HyperPPO can work
well across different games. However, they are competitive, which verifies that there is no affir-
mative answer to the question of which one is better (Sec. 4.2 and Appendix D.1). (3) Given the
same training budget, simply increasing the number of learnable parameters of the policy (PPO-
Large and AugPPO-Large) or only relying on the hypernetwork to generate the policies (Hyper-
PPO), though could outperform PPO, is still struggling to achieve better performance. This shows
the superiority of PAPO as a unified framework which inherits the merits of the two special cases
(AugPPO/AugPPO-Large and HyperPPO) and thus, achieves a better performance.

In Panel B, we show how the policies generated by PAPO change with the population size. From the
results we can see that the similarity between two policies increases with the increasing population
size. In other words, with the increase in population size, the policies in the games with different
population sizes tend to be similar to each other, which shows a convergent evolution of the policies
in terms of population size. Though it is impractical to experimentally set N =∞, from the results
we hypothesize that the similarity measure increases to 1 when N → ∞ (the finite-agent game
would become an infinite-agent MFG when N = ∞). To quantitatively describe the scaling laws,
we show the curves fitting the similarity, which is obtained by employing the tools for curve fitting
in Numpy (Harris et al., 2020). We consider a function with the form of ρ(N) = 1− a

Nb ≤ 1, which
maps N to the similarity measure. The fitted curves again verify the aforementioned conclusions.
Furthermore, we compute the p-value of each parameter of the function (a and b), which shows that
the curves fit well (p < 0.05) the original CKA values. Notice that there could be different forms of
ρ(N). For example, a more general case is ρ(N) = 1 − a

cNb+d
≤ 1. However, by computing the

p-values, we found that some parameters (c and d) are less significant and hence, can be removed
from ρ(N). We give a more detailed analysis in Appendix D.3.

In addition, we observed that the variance of the similarity of the input layer is small while that of the
output layer is large (especially when N is small). This coincides with the well-known conclusion in
deep learning (Alzubaidi et al., 2021; LeCun et al., 2015): the first layer of a neural network extracts
the lowest-level features while the last layer extracts the highest-level features. In our context, the
only difference between two games is the number of agents while the underlying environmental
setup (e.g., grid size) is the same. Hence, the low-level features extracted by the first layers of the
policies are similar. In contrast, as the output layers capture the features of agents’ decision makings
which are largely impacted by the presence of other agents (more precisely, the number of agents),
the extracted high-level features could be very different in different games (especially for small N ’s).

To gain more intuition on how the generated policies are different from each other, in Panel C, we
perform an analysis of the policies’ output representations similar to (Jaderberg et al., 2019). We
manually construct some high-level game states such as “agent on the upper-right/bottom-left of the
map” and “agent on the center of the circle” and obtain the output representations of the policy of
each game G(N) by using UMAP (McInnes et al., 2018). We colored the representations of some
policies: N ∈ {5, 10, 15, 20} and N ∈ {185, 190, 195, 200} to represent small-scale and large-scale
settings, respectively. From the results, we can see that when N is large, the policies of different
games tend to encode the same game states in similar ways (i.e., the UMAP embeddings of the same
game state of different policies tend to be centered), which is aligned with the findings revealed by
the CKA values. We give more analysis in Appendix D.4.

5.2 ABLATIONS

To gain a deeper understanding of the proposed approach and further support the results obtained in
the previous section, we provide more discussion in this section and Appendix D.
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Effect of Population-size Encoding. In Fig. 4, we show the training curves of PAPO when using
RE (i.e., directly using N as the input). It is observed that using RE can result in training collapse.
In Taxi Matching environment, though PAPO with RE still gets positive rewards, it is lower than
PAPO with BE. The results demonstrate the importance of the population-size encoding for training
the neural networks of PAPO. More detailed analysis can be found in Appedix D.5.
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Figure 4: Collapsed training of PAPO when using RE.

Generalization to Unseen Games. In Fig. 5, we show the performance of applying PAPO and
other baselines to unseen games. We found that, though the population-size aware methods (PAPO,
HyperPPO, AugPPO, and AugPPO-Large) could perform better than the population-size unaware
methods (PPO and PPO-Large) in some of the unseen games, their performance fluctuates and could
be much worse. Therefore, an important future direction is to improve the generalizability of PAPO
(as well as other population-size-aware methods), where more advanced techniques such as adver-
sarial training (Ganin et al., 2016) are needed.

225 250 275 300 325 350 375 400
Population Size

0

10

20

30

40

50

60

A
pp

ro
x.

 N
as

hC
on

v

Exploration

225 250 275 300 325 350 375 400
Population Size

0

50

100

150

200

250

300

350

Taxi Matching

PPO
PPO-Large
AugPPO
AugPPO-Large
HyperPPO
PAPO (Ours)

225 250 275 300 325 350 375 400
Population Size

0

20

40

60

80

100

120

140

160
Crowd in Circle

Figure 5: Performance of PAPO and baselines on unseen games.

6 CONCLUSIONS AND FUTURE WORKS

In this work, we attempt to bridge the two research fields of finite-agent and infinite-agent games
from an agent-centric perspective with three main contributions: i) a novel policy optimization ap-
proach, PAPO, to efficiently generate efficient policies for a set of games with different population
sizes, ii) a multi-task-based training procedure to efficiently train the neural networks of PAPO, and
iii) extensive experiments to demonstrate the significant superiority of our approach over several
naive and strong baselines, and the analysis of the scaling laws of the policies to further deepen our
understanding of the two research fields of finite-agent and infinite-agent games.

There are several future directions. (1) Beyond the single type of agents, in real-world scenarios, the
agents can be divided into multiple types (Ganapathi Subramanian et al., 2020; Yang et al., 2020a),
e.g., in Taxi Matching environment, different vehicles have different capacities (Alonso-Mora et al.,
2017). Investigating the scaling laws of each type requires new methods and training regimes. (2)
Beyond the population size (Gatchel, 2021), in future works, other game elements such as state and
action spaces or even the rules of the games can be different between games. PAPO demonstrates
the possibility of learning a universal policy for completely different games. (3) Beyond the target
set of games, generalization to unseen games requires more advanced techniques such as adversarial
training (Ganin et al., 2016). (4) Our approach may have implications for Meta-RL (Fakoor et al.,
2019; Finn et al., 2017; Rakelly et al., 2019; Sohn et al., 2019) as well.
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Davis, Kevin Waugh, Michael Johanson, and Michael Bowling. Deepstack: Expert-level artificial
intelligence in heads-up no-limit poker. Science, 356(6337):508–513, 2017.

Duc Thien Nguyen, Akshat Kumar, and Hoong Chuin Lau. Credit assignment for collective multi-
agent RL with global rewards. NeurIPS, pp. 8102–8113, 2018.

Asuman Ozdaglar, Muhammed O Sayin, and Kaiqing Zhang. Independent learning in stochastic
games. arXiv preprint arXiv:2111.11743, 2021.

Julien Perolat, Sarah Perrin, Romuald Elie, Mathieu Laurière, Georgios Piliouras, Matthieu Geist,
Karl Tuyls, and Olivier Pietquin. Scaling up mean field games with online mirror descent. arXiv
preprint arXiv:2103.00623, 2021.

Sarah Perrin, Julien Pérolat, Mathieu Laurière, Matthieu Geist, Romuald Elie, and Olivier Pietquin.
Fictitious play for mean field games: Continuous time analysis and applications. arXiv preprint
arXiv:2007.03458, 2020.

Sarah Perrin, Mathieu Laurière, Julien Pérolat, Romuald Élie, Matthieu Geist, and Olivier Pietquin.
Generalization in mean field games by learning master policies. In AAAI, pp. 7143–7150, 2022.

Alexey Potapov, Oleg Shcherbakov, Innokentii Zhdanov, Sergey Rodionov, and Nikolai Skorobo-
gatko. Hypernets and their application to learning spatial transformations. In ICANN, pp. 476–
486, 2018.

Kate Rakelly, Aurick Zhou, Chelsea Finn, Sergey Levine, and Deirdre Quillen. Efficient off-policy
meta-reinforcement learning via probabilistic context variables. In ICML, pp. 5331–5340, 2019.

13



Published as a conference paper at ICLR 2023

Tabish Rashid, Mikayel Samvelyan, Christian Schroeder, Gregory Farquhar, Jakob Foerster, and
Shimon Whiteson. QMIX: Monotonic value function factorisation for deep multi-agent rein-
forcement learning. In ICML, pp. 4295–4304, 2018.

Lars Ruthotto, Stanley J Osher, Wuchen Li, Levon Nurbekyan, and Samy Wu Fung. A machine
learning framework for solving high-dimensional mean field game and mean field control prob-
lems. PNAS, 117(17):9183–9193, 2020.

Diego Rybski, Sergey V Buldyrev, Shlomo Havlin, Fredrik Liljeros, and Hernán A Makse. Scaling
laws of human interaction activity. PNAS, 106(31):12640–12645, 2009.

Naci Saldi, Tamer Basar, and Maxim Raginsky. Markov–Nash equilibria in mean-field games with
discounted cost. SIAM Journal on Control and Optimization, 56(6):4256–4287, 2018.

Elad Sarafian, Shai Keynan, and Sarit Kraus. Recomposing the reinforcement learning building
blocks with hypernetworks. In ICML, pp. 9301–9312, 2021.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy
optimization algorithms. arXiv preprint arXiv:1707.06347, 2017.

Lloyd S Shapley. Stochastic games. PNAS, 39(10):1095–1100, 1953.

Aaron Sidford, Mengdi Wang, Lin Yang, and Yinyu Ye. Solving discounted stochastic two-player
games with near-optimal time and sample complexity. In AISTATS, pp. 2992–3002, 2020.

David Silver, Aja Huang, Chris J Maddison, Arthur Guez, Laurent Sifre, George Van Den Driessche,
Julian Schrittwieser, Ioannis Antonoglou, Veda Panneershelvam, Marc Lanctot, et al. Mastering
the game of Go with deep neural networks and tree search. Nature, 529(7587):484–489, 2016.

David Silver, Thomas Hubert, Julian Schrittwieser, Ioannis Antonoglou, Matthew Lai, Arthur Guez,
Marc Lanctot, Laurent Sifre, Dharshan Kumaran, Thore Graepel, et al. A general reinforcement
learning algorithm that masters chess, shogi, and Go through self-play. Science, 362(6419):1140–
1144, 2018.

Sungryull Sohn, Hyunjae Woo, Jongwook Choi, and Honglak Lee. Meta reinforcement learning
with autonomous inference of subtask dependencies. In ICLR, 2019.

Jayakumar Subramanian and Aditya Mahajan. Reinforcement learning in stationary mean-field
games. In AAMAS, pp. 251–259, 2019.

Richard S Sutton and Andrew G Barto. Reinforcement Learning: An Introduction. MIT press, 2018.

Oriol Vinyals, Igor Babuschkin, Wojciech M Czarnecki, Michaël Mathieu, Andrew Dudzik, Juny-
oung Chung, David H Choi, Richard Powell, Timo Ewalds, Petko Georgiev, et al. Grandmaster
level in StarCraft II using multi-agent reinforcement learning. Nature, 575(7782):350–354, 2019.

Lingxiao Wang, Zhuoran Yang, and Zhaoran Wang. Breaking the curse of many agents: Provable
mean embedding Q-iteration for mean-field reinforcement learning. In ICML, pp. 10092–10103,
2020.

Chen-Yu Wei, Yi-Te Hong, and Chi-Jen Lu. Online reinforcement learning in stochastic games.
NeurIPS, pp. 4987–4997, 2017.

Chen-Yu Wei, Chung-Wei Lee, Mengxiao Zhang, and Haipeng Luo. Linear last-iterate convergence
in constrained saddle-point optimization. arXiv preprint arXiv:2006.09517, 2020.

Chen-Yu Wei, Chung-Wei Lee, Mengxiao Zhang, and Haipeng Luo. Last-iterate convergence of
decentralized optimistic gradient descent/ascent in infinite-horizon competitive Markov games.
In COLT, pp. 4259–4299, 2021.

Qiaomin Xie, Yudong Chen, Zhaoran Wang, and Zhuoran Yang. Learning zero-sum simultaneous-
move Markov games using function approximation and correlated equilibrium. In COLT, pp.
3674–3682, 2020.

14



Published as a conference paper at ICLR 2023

Fan Yang, Alina Vereshchaka, Changyou Chen, and Wen Dong. Bayesian multi-type mean field
multi-agent imitation learning. In NeurIPS, pp. 2469–2478, 2020a.

Jiachen Yang, Xiaojing Ye, Rakshit Trivedi, Huan Xu, and Hongyuan Zha. Learning deep mean
field games for modeling large population behavior. In ICLR, 2018.

Shanwen Yang, Tianrui Li, Xun Gong, Bo Peng, and Jie Hu. A review on crowd simulation and
modeling. Graphical Models, 111:101081, 2020b.

Kaiqing Zhang, Sham Kakade, Tamer Basar, and Lin Yang. Model-based multi-agent RL in zero-
sum Markov games with near-optimal sample complexity. NeurIPS, pp. 1166–1178, 2020.

Yu Zhang and Qiang Yang. A survey on multi-task learning. IEEE Transactions on Knowledge and
Data Engineering, 2021.

15



Published as a conference paper at ICLR 2023

A LEARNING IN MARKOV GAMES

In this section, we provide more discussion on learning in Markov games. First, we present some
discussion and analysis on independent learning for finding Nash equilibria of Markov games. Then,
we provide more discussion on the connection between MGs and MFGs presented in this work to
further facilitate the understanding of our proposal.

A.1 CONVERGENCE ANALYSIS OF INDEPENDENT POLICY GRADIENT

In a given game, as all the agents learn their policies independently, the policy learning in this work
falls in the category of using independent RL to find Nash equilibrium (Ozdaglar et al., 2021). Re-
cent works (Ding et al., 2022; Fox et al., 2021; Leonardos et al., 2022) have shown that independent
policy gradient can always converge to the Nash equilibrium under some conditions. In this section,
we provide more analysis on the convergence of independent policy gradient in MGs, which, to
some extent, provides support to our approach.

A.1.1 MARKOV POTENTIAL GAMES

In the standard definition of the Markov game (Littman, 1994; Shapley, 1953; Ozdaglar et al., 2021;
Ding et al., 2022; Fox et al., 2021; Leonardos et al., 2022), agents are typically assumed to have
access to the global state. In the context of our work, the global state is the joint state of all agents
st = (s1t , · · · , sNt ) ∈ SN . In this sense, a Markov game G(N) is called a Markov potential game
(MPG) if there exists a (global) state-dependent potential function Φs : Π→ R such that

Φs(π
i,π−i)− Φs(π̂

i,π−i) = V i(s, πi,π−i)− V i(s, π̂i,π−i), (4)

for all agents i ∈ N , states s ∈ SN and policies πi, π̂i ∈ Πi, π−i ∈ Π−i. Πi is the policy space of
agent i and Π = ×i∈NΠi (Π−i = ×j∈N ,j ̸=iΠ

j) is the space of joint policy of all agents (except i).

As one of the most important and widely studied classes of games, MPGs have gained much research
attention recently due to their power in modeling mixed cooperative/competitive environments and
the convergence guarantee of independent policy gradient in these games (Ding et al., 2022; Fox
et al., 2021; Leonardos et al., 2022).

A.1.2 INDEPENDENT POLICY GRADIENT

Assume that all agents update their policies according to the gradient ascent (GA) on their policies
independently, i.e., only local information such as each agent’s own rewards, actions, and observa-
tions (the agent’s local state s ∈ S) is used during the learning process (Leonardos et al., 2022). The
GA is given by

πi,k+1 := πi,k + δ∇πiV i(πi,k), ∀i ∈ N , (5)
where k indicates the k-th iteration of the policy. Note that the policy πi,k+1 after k-th update is
always bounded on its policy space πi,k+1 ∈ Πi, i.e., πi,k+1(·|s) ∈ ∆(A) for all s ∈ S . If not
so, a projection operation can be applied to ensure this condition. We omit such an operation for
simplicity. Furthermore, we assume that all agents i ∈ N use the direct policy parameterization
with α-greedy exploration as follows:

πi(a|s) = (1− α)xi,s,a +
α

|A| , (6)

where xi,s,a ≥ 0 for all states s ∈ S , actions a ∈ A and
∑

a∈A πi(a|s) = 1 for all s ∈ S .
Essentially, πi(s) = (πi(a|s))a∈A is a mixed strategy in state s. α is the exploration parameter.

In practice, the exact gradient ∇πiV i(πi,k) is typically unavailable, agents use stochastic gradient
ascent (SGA) to update their policies. Specifically, the exact gradient ∇πiV i(πi,k) is replaced by
an estimator, denoted as ∇̂k

πi , which is typically derived from a batch of observations collected
through interactions with the game environment by employing the policy πi,k at k-th iteration. The
commonly used (REINFORCE) gradient estimator is as follows:

∇̂k
πi = Ri

T∑
t=0

∇ log πi,k(at|st), (7)
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where Ri =
∑T

t=0 rt is the sum of rewards of agent i along the trajectory collected by using the
policy πi,k at k-th iteration. Now the SGA is given by

πi,k+1 := πi,k + δ∇̂k
πi , ∀i ∈ N . (8)

A.1.3 CONVERGENCE ANALYSIS

In this section, we briefly discuss the convergence of independent policy gradient in MGs, following
the results obtained in (Leonardos et al., 2022).
Proposition A.1.1. If the reward function is a global signal, i.e., r(si, ai, zNs ) = r(zNs ), ∀i ∈ N ,
∀si ∈ S, and ∀ai ∈ A, the finite-agent MG G(N) is an MPG.

Proof. The result can be derived by showing that the conditions in Proposition 3.2 in (Leonardos
et al., 2022) are satisfied. Specifically, as the agents share a global reward r(zNs ), G(N) is a potential
game at each (global) state s ∈ SN , i.e., the potential function is the global reward function ϕs(a) =
r(zNs ). Therefore, each agent i’s instantaneous reward is decomposed as r(si, ai, zNs ) = ϕs(a) +
ui
s(a

−i), where the dummy ui
s(a

−i) ≡ 0 trivially satisfies the condition:

∇πiEτ∼π

[
T∑

t=0

ui
st
(a−i

t )
∣∣∣s0 = s

]
= (cs1)s∈SN , (9)

where a and a−i are respectively joint actions of all agents and of all agents other than i, cs ∈ R,
1 ∈ R|A|, τ is the trajectory when all agents follow the policy π.

Note that here we only give a simple discussion on the connection between our work and the recent
advances in the convergence of independent policy gradient, which is not the focus of this work.
Indeed, a global reward can ensure that G(N) is an MPG, but we do not impose such a condition
in the definition of the game model in Sec. 3. In different benchmark environments, an agent can
receive a global reward, a local reward (Laurière et al., 2022), or both (Nguyen et al., 2018).
Proposition A.1.2. (Convergence of Independent Policy Gradient, Theorem 1.2 in (Leonardos et al.,
2022)) Consider the MG G(N) satisfying the condition in Proposition A.1.1. If each agent runs
SGA 8 using direct policy parameterization (Eq. 6) on their policies and the updates are simultane-
ous, then the learning converges to an approximate Nash policy.

Note that the above convergence is established under the direct policy parameterization of πθ. In
practice, such a choice is typically less expressive than using a neural network to represent the
policy. However, establishing the convergence guarantee for neural network-type parameterization
is extremely hard, if not impossible, because neural networks are typically highly non-linear and
non-convex/concave. Nonetheless, empirical verification can be conducted by computing the (ap-
proximate) NashConv of a trained policy πθ, i.e., if the (approximate) NashConv is 0, then the policy
πθ is a Nash policy, regardless of the type of parameterization.

In our experiments, we use neural networks to represent the policies of agents. In this context, as
the (approximate) NashConv measures the distance of a policy to the Nash policy, we train/generate
a policy that has a lower (approximate) NashConv, which shows the potential (though not exact)
convergence of our approach.

A.2 CONNECTION BETWEEN MG AND MFG

To facilitate the understanding of our proposal, we give some remarks on the connection between
the MG and MFG described in Sec. 3.

We attempt to bridge the two research fields (finite-agent MG and infinite-agent MFG) from a finite-
to-infinite perspective. That is, we try to envision how will the policy of an MFG behave by in-
vestigating a series of finite-agent MGs. In this sense, the finite-agent MGs we considered should
share a similar structure with the MFG, i.e., all agents are homogeneous. Though such game-level
connection between MG and MFG is somewhat implicit, MFG provides us the guidance to generate
the “correct” finite-agent MGs, i.e., the games that are different only in the number of agents while
other elements such as state and action spaces and reward functions are kept identical. Notice that
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directly generating a game with an infinite number of agents is impractical as it requires infinite
computing resources for simulating the behaviors of an infinite number of agents.

On the policy-level connection, we note that it is not directly comparable between our proposed
PAPO and the methods for MFGs. In view of the finite-to-infinite perspective, to implement a fair
comparison, naturally we first need to generate a game with an infinite number of agents and then
train the networks of PAPO by using the data sampled from this game. However, we can neither
generate such a game as it requires infinite computing resources for simulating the behaviors of an
infinite number of agents nor train the networks as PAPO will need to take N =∞ as input. In this
sense, our experiments do not (or more precisely, cannot) implement such a comparison but provide
insights into the relationship between the policies generated by PAPO and the policy of the MFG.

On the other hand, much also can be done from an infinite-to-finite perspective that is opposite to
ours. This is grounded on the well-known fact that a policy that gives a mean field equilibrium also
gives an ϵ(N)-Nash equilibrium for the corresponding game with N agents, where ϵ(N) goes to 0
as N goes to infinity (Saldi et al., 2018). In this sense, one can first learn a policy in the MFG (under
the assumption that the algorithm has access to a simulator which takes the current state, action, and
mean-field as inputs and outputs the reward, next state, and next mean-field (Guo et al., 2019)) and
then apply it to the finite-agent games with different N ’s. Essentially, this is analog to the PPO-
Naive mentioned in the Introduction. Differently, here the policy is trained in the MFG while in
PPO-Naive it is trained in a finite-agent MG. As a consequence, the (approximate) NashConv could
be arbitrarily large when N decreases from large to small (ideally, from N = ∞ to N = 2). In
this sense, it is worth interest to propose novel methods to mitigate the loss of applying the policy
learned in the MFG to finite-agent MGs, which we leave for future works.

A.3 MORE RELATED WORKS

Learning in Markov Games (MGs). Among finite-agent games, Markov game (Littman, 1994;
Shapley, 1953) is a widely used framework for characterizing games with sequential decision-
making, e.g., in multi-agent reinforcement learning. There is a long line of work in developing
efficient algorithms for finding Nash equilibria of MGs under various assumptions such as full en-
vironmental knowledge (Hansen et al., 2013; Hu & Wellman, 2003; Littman et al., 2001; Wei et al.,
2020), access to simulators (Jia et al., 2019; Sidford et al., 2020; Wei et al., 2017; 2021), and special
structures like zero-sum games (Bai & Jin, 2020; Bai et al., 2020; Chen et al., 2021; Huang et al.,
2021a; Jin et al., 2021; Xie et al., 2020; Zhang et al., 2020) and potential games (Ding et al., 2022;
Fox et al., 2021; Leonardos et al., 2022), or built on techniques for learning single-agent Markov
decision process (Bai et al., 2021; Liu et al., 2021). Our work adds to the vast body of existing
works on learning in MGs. Instead of concentrating on the policy learning in a given MG, we
aim to investigate how the optimal policies of agents evolve with the population size, i.e., scaling
laws (Kaplan et al., 2020; Kello et al., 2010; Lobacheva et al., 2020), and propose novel methods to
efficiently generate policies that work well across games with different population sizes, given that
the agents are homogeneous which is a common phenomenon in many real-world domains such as
crowd modeling (Yang et al., 2020b), Ad auction (Gummadi et al., 2012), fleet management (Lin
et al., 2018), and sharing economy (Hamari et al., 2016).

Learning in Mean-Field Games (MFGs). In contrast to finite-agent MGs, MFGs consider the case
with an infinite number of agents. Since introduced in (Huang et al., 2006) and (Lasry & Lions,
2007), MFG has gained intensive research attention due to its power in modeling games involving a
large population of agents (Achdou & Laurière, 2020; Gomes et al., 2014; Lauriere, 2021; Ruthotto
et al., 2020). Recently, the capability of MFG is further revealed by benefiting from RL (Fu et al.,
2019; Guo et al., 2019; Perolat et al., 2021; Perrin et al., 2020) and deep RL (Laurière et al., 2022;
Perrin et al., 2022; Subramanian & Mahajan, 2019; Yang et al., 2018). Despite the progress, the
evolution of finite-agent games to infinite-agent MFGs is poorly understood and unexplored when
the policies of agents are represented by deep neural networks. In this sense, our work makes the
first attempt to bridge the two research fields by establishing a novel tool which we call PAPO.

A.4 MORE DISCUSSION ON THE TERM “SCALING LAWS”

The terminology “Scaling Law” has been widely used in different areas including biology, physics,
social science, and computer science. It typically describes the functional relationship between two
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quantities. In this sense, we note that the two quantities are typically problem-dependent, e.g., the
performance of a model and the model size (Kaplan et al., 2020), the fluctuations in the number of
messages sent by members in a communication network and their level of activity (Rybski et al.,
2009), the probability that a vertex in a social network interacts with other vertices and the k other
vertices (Barabási & Albert, 1999), to name a few.

In this work, the two quantities are: (1) the behavior of the policy network, and (2) the number of
agents. In fact, this is conceptually similar to the scaling laws in social networks which investigate
how some quantity (e.g., the property of a social network such as the connectivity) changes with the
number of vertices (typically, a vertex stands for an individual, i.e., an agent) (Barabási & Albert,
1999). Our work follows a similar idea but focuses on investigating how the behavior of the policy
network change with the number of agents. Therefore, the term "Scaling Law" is suited to this work
as, in a more general sense, it can be used to describe the relationship between any two quantities
which are determined by the specific problem at hand, not only the size of the model or training set
or the amount of compute used for training (Kaplan et al., 2020). Furthermore, in contrast to the
areas such as natural language processing (NLP), computer vision (CV), and single-agent RL which
typically consider a single model, it is natural to consider the scaling laws of the policy with the
number of agents in multi-agent systems (MAS).

A.5 MORE DISCUSSION ON SIMILARITY MEASURE

In this section, we give more discussion on the similarity measure employed in this work. First, we
answer an important question as follows:

What is the most appropriate measure for studying the scaling laws in the context of this work?

In this work, we aim to investigate how the Nash policy π∗
N changes with the population size N .

However, it is non-trivial to determine an appropriate measure to capture the evolution of π∗
N with

N . There are two intuitive choices:

(1) The performance of π∗
N , which is similar to (Kaplan et al., 2020). However, we note that taking

the performance as the measure is suitable only when the underlying task is identical, as in (Kaplan
et al., 2020). In our work, the games with different N ’s are essentially different tasks, which means
that the performance of (approximate NashConv) is not an appropriate measure. This is also the
difference between our work and some machine learning (ML) works such as (Kaplan et al., 2020).

(2) The difference between π∗
N and a fixed reference policy π̂. Such a measure may unable to show

how π∗
N changes with N , because all π∗

N ’s could have the same difference. For example, suppose
that π∗

N and π̂ have two parameters (2 dimensions). Then, when all π∗
N ’s form a circle and the

centroid is the fixed reference policy π̂, all π∗
N ’s have the same distance to π̂, but they are different

themselves.

Thus, considering an “absolute” quantity (performance of π∗
N or difference between π∗

N and a fixed
reference policy π̂) could be struggling in studying the scaling laws of the Nash policies π∗

N . Instead,
we consider the “relative” change between the Nash policies, i.e., the difference ρ(N) between two
Nash policies. Intuitively, such a measure could have more implications and does not cause incon-
sistency with our objective (i.e., how π∗

N itself changes with N ) as one could recover an “absolute”
quantity from the “relative” changes. For example, let the reference policy be π̂ = π∗

N+2, ρ(N) be
the difference between π∗

N and π∗
N+1, ρ(N + 1) be the difference between π∗

N+1 and π̂. Then, it
could be possible to derive the difference between π∗

N and π̂ by combining ρ(N) and ρ(N + 1).

In addition, when considering the existence of multiple equilibria, rigorously defining the similarity
measure ρ(N) could be more involved and outside the scope of this work, as it could be closely
related to closed-form solutions which are typically hard to obtain in complex multi-player games,
or needs more elaborate discussion. Nevertheless, in this work, as the policies are represented by
deep neural networks (DNNs), we use CKA to measure the similarity between two (approximate)
Nash policies (the more similar the smaller difference between them), which is well-defined because:
(1) CKA is one of the commonly used measures to characterize the similarity between two DNNs,
as given in Appendix C.5 and (Kornblith et al., 2019), and (2) As mentioned in Sec. 5, such a
measure is capable of characterizing the intuition: two policies are similar means that their output
features (representations) of the corresponding layers (not their parameter vectors) are similar, given
the same input data.
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B MORE DETAILS ON PAPO

In this section, we provide more details on PAPO and practical implementations.

B.1 NETWORK ARCHITECTURE

The embedding layer is a linear layer with 128 neurons. The policy network consists of three fully-
connected (FC) layers, each with 128 neurons. The activation between layers is ReLU.

The hypernetwork starts with two FC layers, each with 128 neurons. The activation between layers
is ReLU. After that, three independent heads are used to generate the parameters of the three layers
of the policy network. In each head, three linear layers are used to map the output z of the two FC
layers to the weights, biases, and scaling factors. Such an architecture is similar to (Sarafian et al.,
2021; Littwin & Wolf, 2019). Fig. 6 shows the architecture of the described hypernetwork. The
generated parameters are reshaped to form the structure of the policy network. Take the hidden layer
(l = 2) of the policy network as an example. Suppose that the output from the input layer is x and
the weights, biases, and scaling factors generated by the head corresponding to the hidden layer are
w2(z), b2(z), and g2(z), respectively. Then, the output to the next layer is x′ = ReLU(xw2(z) ⊙
(1 + g2(z)) + b2(z)). To be more specific, in Fig. 7 we present the code snippet in the forward
process of PAPO. The “emb” denotes the embedding of the population size and the batch size is the
number of experience tuples (transitions) obtained in every E episodes as the common practice in
PPO (see Algorithm 1 for details). The final logits will be used to compute the loss during training
or infer the action after passing through a softmax activation during execution.

𝜽𝟏 =
𝒘𝟏, 𝒃𝟏, 𝒈𝟏

𝜽𝟐 =
𝒘𝟐, 𝒃𝟐, 𝒈𝟐

𝜽𝟑 =
𝒘𝟑, 𝒃𝟑, 𝒈𝟑

𝑧

𝒘𝟑 𝒃𝟑 𝒈𝟑

head headhead

hypernetwork

Figure 6: The architecture of hypernetwork.

# state:       [batch_size, state_dim]

# emb:         [batch_size, emb_dim]

# w1:          [batch_size, 128, state_dim + emb_dim]

# b1:          [batch_size, 128, 1]

# g1:          [batch_size, 128, 1]

# w2:          [batch_size, 128, 128]

# b2:          [batch_size, 128, 1]

# g2:          [batch_size, 128, 1]

# w3:          [batch_size, action_dim, 128]

# b3:          [batch_size, action_dim, 1]

# g3:          [batch_size, action_dim, 1]

out = F.relu(torch.bmm(w1, torch.cat([state, emb], dim=1).unsqueeze(2)) * (1 + g1) + b1)

out = F.relu(torch.bmm(w2, out) * (1 + g2) + b2)

out = torch.bmm(w3, out) * (1 + g3) + b3

logits = torch.squeeze(out, dim=2)      # logits: [batch_size, action_dim]

Figure 7: The code snippet in the forward process of PAPO.

B.2 LOSS FUNCTION

Let πθ and Vϕ respectively denote a representative agent’s actor and critic (πθold and Vϕold respec-
tively denote the old version of actor and critic which are periodically updated by copying from θ
and ϕ). Similar to PPO (Schulman et al., 2017), the loss function for PAPO is:

Lt(β
A,βC) = E

[
L1
t (θ = hβA(N))− c1L

2
t (ϕ = hβC(N)) + c2H(πθ=hβA (N))

]
, (10)
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where hβA and hβC are respectively the hypernetworks for generating the actor and critic networks.
For notation simplicity, here we use θN and ϕN to represent θ = hβA(N) and ϕ = hβC(N),
respectively. Then, the three terms in the above equation are:

L1
t (θ = hβA(N)) = E

[
min

(
πθN

(at|st)
πθold(at|st)

At, clip(
πθN

(at|st)
πθold(at|st)

, 1− ϵ, 1 + ϵ)At

)]
,

L2
t (ϕ = hβC(N)) =

(
VϕN

(st)−
T∑

t′=t

r(st′ , at′ , z
N
st′

)
)2

,

H(πθ=hβA (N)(·|st)) = −Eat∼πθN
log πθN

(at|st),

where At is the truncated version of generalized advantage estimation:

At = δt + (γλ)δt+1 + · · ·+ (γλ)T−tδT with δt = rt + γVϕN
(st+1)− VϕN

(st),

where rt = r(st, at, z
N
st
) and δt is the TD error (Sutton & Barto, 2018). The expectation E is taken

on a finite batch of experiences sampled by interacting with the environment.

B.3 TRAINING PROCEDURE

We construct a training procedure where the networks of PAPO are trained by using the data sampled
from all the games in the target set G. Specifically, at the beginning of each episode, a game G(N) is
uniformly sampled from the target set G. Then, PAPO takes N as input and generates a policy which
is used by the agents to interact with the environment for T steps. Next, the T experience tuples of
the representative agent are stored in the episode buffer D. Finally, every E episodes, we optimize
the surrogate loss function Lt(β

A,βC) with respect to βA and βC (as well as the embedding layers
ηA and ηC) for K epochs with the collected ET experience tuples. As the agents are homogeneous,
without loss of generality, we choose i = 1 as the representative agent. A more detailed description
of the training procedure is shown in Algorithm 1.

Algorithm 1: Training Procedure
Input: Hyperparameters
Output: Trained PAPO

1 D ← ∅;
2 for episode = 1, 2, · · · do
3 Sample a game G(N) ∼ Uniform[G];
4 si0 ← s0, ∀i ∈ N ;
5 Generate a policy πθ=hβA (N);
6 for 0 ≤ t ≤ T do
7 Sample action ait ∼ πθ(·|sit), ∀i ∈ N ;
8 Execute ait in G(N), ∀i ∈ N ;
9 Receive reward rt = r(sit, a

i
t, z

N
st
), ∀i ∈ N ;

10 Observe new state sit+1, ∀i ∈ N ;
11 Store data D ← D ∪ {(s1t , a1t , rt, s1t+1)};
12 end
13 if episode%E = 0 then
14 Update βA and βC (and ηA and ηC) by optimizing Lt for K epochs;
15 D ← ∅, θold ← θ, ϕold ← ϕ;
16 end
17 end
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C EXPERIMENTAL DETAILS

C.1 DETAILS ON GAME ENVIRONMENTS

Exploration (Laurière et al., 2022). Consider a grid environment with size M ×M . The state of
an agent is his coordinate st = (x, y) and available actions are: left, right, up, down, and stay. The
agent cannot walk through the walls on the boundaries. Given st = (x, y), at, and µt, the reward
for the agent is r(st, at, µt) = − log(µt(st)). In experiments, we set M = 10.

Taxi Matching (Nguyen et al., 2018). Consider a grid world environment with size M ×M . A set
of drivers aim to maximize their own revenue by picking orders distributed over the map. As the
demand in different zones is varied (e.g., the demand in downtown is higher than that in residential
areas), each driver needs to find an optimal roaming policy while taking the competition with other
drivers into consideration. The state of a driver is his coordinate st = (x, y) and actions are: left,
right, up, down, and stay. Given st = (x, y), at, and µt, the reward for a driver is r(st, at, µt) =
−ost log(µt(st)), where ost denotes the total order price in state st. In experiments, we set M = 10
and consider that there are 100 orders each with a reward of 1 and distributed over the map according
to the Gaussian distribution with the mean at the center of the map.

Crowd in Circle (Perrin et al., 2020). Consider a 1D environment with M = 20 states denoted as
S = {1, 2, · · · , |S| = 20} and form a circle. The available actions for an agent are: left, right, and
stay. At each time step t, there is a point of interest (PoI, for short) located at s̄t. Given st, at, and
µt, the reward for the agent is r(st, at, µt) = − log(µt(st)) + 5× 1{st = s̄t}, i.e., the agent gets a
reward of 5 when he is located on the PoI while still favoring social distancing. In experiments, we
consider two PoIs during an episode: for t ≤ T

2 , s̄t = 5 while for t > T
2 , s̄t = 15.

C.2 ALGORITHM FRAMEWORKS AND REMARKS ON BASELINES

In this section, we first introduce the baselines and then present the details of the algorithm frame-
works of PAPO and different baselines.

To facilitate the understanding of the experimental design, we introduce the baseline and give some
remarks on them. As the network architecture of PAPO is large (has more learnable parameters),
in addition to the standard baselines (PPO and AugPPO), we consider three more baselines: PPO-
Large, AugPPO-Large, and HyperPPO (note that HyperPPO has a larger number of learnable pa-
rameters than PPO and AugPPO and hence, we regard it as a stronger baseline), which have similar
numbers of learnable parameters as PAPO by increasing the number of neurons of the hidden lay-
ers of the policy network (PPO-Large and AugPPO-Large) or hypernetwork (HyperPPO). This is
critical to ensure a fair comparison and demonstrate the effectiveness of our approach. In Table 1,
we give the numbers of learnable parameters of different methods in different environments. As the
dimensions of the input and output of different environments are different, the numbers are different
(notice that for the same environment, the numbers for different methods should be kept similar).
In Table 2, we give the numbers of neurons used in different methods to obtain a similar number
of learnable parameters. Note that for HyperPPO and PAPO, we change the two FC layers of the
hypernetwork as the policy network structure is fixed.

Although the methods using RE (e.g., AugPPO w/ RE, AugPPO-Large w/ RE, HyperPPO w/ RE)
can be considered as the baselines, we note that they could be weaker than those using BE (AugPPO,
AugPPO-Large, HyperPPO) due to the possible training collapse when using RE, as shown in Fig. 4
and Appendix D.5. Thus, when presenting the main results obtained in experiments in Fig. 3, we
focus on the baselines which use BE, which also ensures a fair comparison between them and PAPO
(as well as the fair comparison between these baselines). We study the effect of RE on the perfor-
mance in the ablation study (Fig. 4 and Appendix D.5).

In Fig. 8, we present the algorithm frameworks of PAPO and different baselines. “emb” denotes the
embedding of the population size (see Sec. 4.1 and Appendix B.1).

• In PPO/PPO-Large, the actor (critic) takes the agent’s state and current time as inputs and
outputs the policy (value). PPO-Large operates in the same manner as PPO except that the
number of learnable parameters is similar to PAPO.
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• In AugPPO/AugPPO-Large, the actor (critic) takes the agent’s state, current time, and the
embedding of population size as inputs and outputs the policy (value). AugPPO-Large
operates in the same manner as AugPPO except that the number of learnable parameters is
similar to PAPO.

• In HyperPPO, we first use the hypernetwork to generate the actor (critic) by taking the
embedding of population size as input, then the generated actor (critic) takes the agent’s
state and current time as inputs and outputs the policy (value).

• In PAPO, we first use the hypernetwork to generate the actor (critic) by taking the em-
bedding of population size as input, then the generated actor (critic) takes the agent’s state,
current time, and the embedding of population size as inputs and outputs the policy (value).
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Figure 8: The algorithm frameworks of PAPO and different baselines.

Table 1: The numbers of learnable parameters of different methods in different environments.

Env./Method PPO AugPPO PPO-Large AugPPO-Large HyperPPO PAPO

Exploration 45K 81K 10,159K 10,457K 10,166K 10,176K
Taxi Matching 44K 80K 5,936K 5,918K 5,883K 5,893K
Crowd in Circle 44K 80K 10,146K 10,444K 9,995K 10,076K

Table 2: The numbers of neurons used in different methods.

Env./Method PPO-Large AugPPO-Large HyperPPO PAPO

Exploration (2230, 2230, 2230) (2200, 2200, 2200) (128, 220) (128, 128)
Taxi Matching (1700, 1700, 1700) (1635, 1635, 1635) (128, 128) (128, 74)
Crowd in Circle (2230, 2230, 2230) (2200, 2200, 2200) (128, 220) (128, 128)

C.3 HYPERPARAMETERS

Table 3 lists the parameters used in our experiments. Unless otherwise specified, the parameters
listed in Table 3 are the same in different game environments. The parameters related to the network
architectures can be found in Sec. B.1. The parameters related to the environments can be found in
the previous section. Without loss of generality, we evaluate the performance of different methods in
a subset: G′ = {10, 20, · · · , 200}. As for generalization to unseen games, we evaluate the methods
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in a set of unseen games: G̃ = {220, 240, · · · , 400}. The approximate BR policy is obtained by
using (single-agent) PPO. Moreover, all experiments are run on a machine with 20 Intel i9-9820X
CPUs and 4 NVIDIA RTX2080 Ti GPUs, and averaged over 3 random seeds.

Table 3: Hyperparameters.

Hyperparameter Value

optimizer Adam
length of an episode T 20
minimum number of agents N 2
maximum number of agents N̄ 200
maximum number of policy training episodes 2 · 107
maximum number of BR training episodes 1 · 106
actor learning rate 3 · 10−5

critic learning rate 3 · 10−4

update every E episodes 5
optimize K epochs at each update 5
critic loss coefficient c1 0.5
entropy loss coefficient c2 0.01
batch size m for computing CKA 1000
dimension of binary encoding k 12

C.4 APPROXIMATE NASHCONV

In this section, we provide more details on how to compute the approximate NashConv. Let πθN
be

the policy returned by a method (PAPO or other baselines) for the given game G(N). According to
the definition given in Sec. 3, the NashConv of this policy is as follows:

NASHCONV(πθN
) =

N∑
i=1

max
π̂i

V i(si, π̂i, {πj = πθN
}Nj=1,j ̸=i)− V i(si, {πi = πθN

}Ni=1). (11)

As the agents are homogeneous, without loss of generality, we compute the NashConv of a repre-
sentative agent i. Specifically, we first train an approximate BR policy for agent i, denoted as πi,BR

θ
(deriving the exact BR policy for the agent i is typically difficult in multi-player games). Then, we
compute the approximate NashConv of the agent i as:

NASHCONVi(πθN
) = V i(si, πi,BR

θ , {πj = πθN
}Nj=1,j ̸=i)− V i(si, {πi = πθN

}Ni=1). (12)

Roughly speaking, the approximate NashConv of agent i is the difference between his value function
of following the BR policy πi,BR

θ and his value function of following current policy πθN
, given that

the other agents are fixed to the current policy {πj = πθN
}Nj=1,j ̸=i.

C.5 SIMILARITY MEASURE: CENTERED KERNEL ALIGNMENT

In this work, we use centered kernel alignment (CKA) (Kornblith et al., 2019) to measure the sim-
ilarity between two policies generated by PAPO. Specifically, we aim to compute the similarity
measure ρ(N) = ρ(πθ=hβ(N), πθ=hβ(N+1)). Under CKA, the process is as follows. We randomly
sample a batch of m states and fed them into the two generated policies πθ=hβ(N) and πθ=hβ(N+1).
Then, we obtain the output of each layer:

XN
input ∈ Rm×qinput , XN

hidden ∈ Rm×qhidden , XN
output ∈ Rm×qoutput (13)

for πθ=hβ(N) and XN+1
input , XN+1

hidden, and XN+1
output for πθ=hβ(N+1), where qinput, qhidden, and qoutput are

respectively the number of neurons of input, hidden, and output layers of the policies. Now, we can
measure the similarity of each layer between the two generated policies, i.e., we have ρinput(N) =

CKA(XN
input, X

N+1
input ), ρhidden(N) = CKA(XN

hidden, X
N+1
hidden), and ρoutput(N) = CKA(XN

output, X
N+1
output).

Details on the computation of the CKA can be found in (Kornblith et al., 2019).
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D MORE EXPERIMENTAL RESULTS

In this section, we provide more results and analysis to deepen the understanding of our approach.

D.1 MORE EXPLANATIONS ON THE EXPERIMENTAL RESULTS

From Fig. 3, Panel A, we can see that AugPPO and HyperPPO, as the two most natural methods,
are competitive in terms of performance, but both are weaker than our PAPO. We hypothesize that
the augmentation or hypernetwork alone would be individually insufficient. (1) In HyperPPO, the
population size information needs to first pass through the hypernetwork (which is typically much
larger) before passing to the underlying policy network. This could be inefficient when the gradient
of the embedding of the population size backpropagates through the deeper hypernetwork, which is
similar to the observation in (Sarafian et al., 2021) where the context gradient did not backpropagate
through the hypernetwork. (2) In AugPPO, the population size information is directly augmented to
the input of the policy network. However, the policy network is less expressive than the hypernet-
work as it is typically much smaller than the hypernetwork. Therefore, by inheriting the merits of
the two special cases, PAPO could achieve a better performance. However, as mentioned in Sec. 4.2,
instead of thoroughly investigating the two special cases and answering the question of which one
is better (which could be more involved and outside the scope of our work), we propose a unified
framework which encompasses the two options as two special cases.

Given the same training budget as PAPO, PPO-Large and AugPPO-Large cannot always generate
approximate Nash policies for games with different population sizes. In this sense, it could be the
case that AugPPO-Large could perform worse than PPO-Large as it is more sensitive to the popu-
lation size. However, we note that we cannot derive the conclusion that AugPPO-Large performs
definitely worse than PPO-Large (in “Crowd in Circle” environment, AugPPO-Large performs bet-
ter than PPO-Large in small-scale settings). Further investigating the difference between PPO-Large
and AugPPO-Large could be outside the scope of this work.

D.2 TRAINING CURVES

In Fig. 9, we present the training curves of different methods in different environments. From the
results, we can see that all methods have converged after a sufficient number of training episodes
(2 · 107). Notice that theoretically computing the exact Nash policy is typically difficult in multi-
player games, if not impossible. In this sense, we would expect the methods to return an approximate
Nash policy, given that they are trained with a large enough training budget.

During evaluation in a given game, we train a new PPO as the representative agent’s BR policy
while other agents are fixed to execute the approximate Nash policy. From the representative agent’s
perspective, the environment is stationary and hence, the problem of learning the BR policy is re-
duced to an RL problem. In Fig. 10, we present the BR training curves of different methods in a
given game. As we can see, the BR training curves have approximately converged, ensuring that the
computed approximate NashConv is a reasonable metric to assess the quality of learning.

Figure 9: Training curves of different methods in different environments.
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Figure 10: BR training curves of different methods in different environments (N = 10).

D.3 CKA ANALYSIS

In this section, we provide a more detailed analysis on the CKA values. In Fig. 3 (B), we consider
the function ρ(N) with the form of ρ(N) = 1 − a

Nb . In fact, as mentioned in Sec. 5.1, there could
be different forms of ρ(N). However, thoroughly investigating all forms of ρ(N) could be outside
the scope of this work. Instead, we choose the one with the form of an inverse polynomial because
it coincides with the intuition that when N goes to infinity, the similarity between two policies goes
to 1 (i.e., upper-bounded by 1).

Intuitively, the most general case is ρ(N) = 1 − a
cNb+d

. However, by computing the p-values, we
found that some parameters (c and d) are less significant and hence, can be removed from ρ(N).
In Fig. 11, we show the curves and in Table 4, we present the values of the parameters and their
p-values. We can see that, in most cases, only the parameter b has a significant influence on the
curve fitting, i.e., has a small p-value. As a result, in Fig. 3 (B), we consider that ρ(N) = 1 − a

Nb

and from the results we can see that the two parameters (a and b) are statistically significant, which
means that this simpler formula is sufficient to quantitatively characterize the evolution of the CKA
values over the population size.

Though the results in Fig. 3 (B) and Fig. 11 provide some intuitions about the evolution of the
agents’ optimal policies with the population size, they do not rigorously prove the convergence of
finite-agent games to MFG. In fact, rigorously proving the convergence could be more involved and
maybe only achievable for some special cases such as in (Guo & Xu, 2019). Nevertheless, our results
provide an empirical verification, which has not been done before when the policies are represented
by DNNs.
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Figure 11: CKA values versus population size. ρ(N) = 1− a
cNb+d

.
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Table 4: Values of parameters in ρ(N) = 1− a
cNb+d

in different game environments.

Exploration
Layer a(p) b(p) c(p) d(p)

ρinput 3.81e−6 (0.97) 3.92e−5 (0.97) 4.68e+0 (0.00) −4.68e+0 (0.00)
ρhidden 4.09e−1 (0.99) 6.74e−1 (0.00) 2.98e+0 (0.99) −3.63e+0 (0.99)
ρoutput 4.22e+0 (0.99) 8.93e−1 (0.00) 1.02e+1 (0.99) −1.09e+1 (0.99)

Taxi Matching
Layer a(p) b(p) c(p) d(p)

ρinput 8.96e−3 (0.99) 1.11e+1 (0.09) 5.71e+0 (0.99) −6.09e+0 (0.99)
ρhidden 2.90e−2 (0.99) 1.28e−1 (0.16) 2.32e+0 (0.99) −2.44e+0 (0.99)
ρoutput 8.43e−1 (0.99) 4.52e−1 (0.02) 1.84e+0 (0.99) +6.26e−1 (0.99)

Crowd in Circle
Layer a(p) b(p) c(p) d(p)

ρinput −2.95e−4 (0.91) −7.77e−1 (0.16) 1.75e+0 (0.91) −1.62e+0 (0.91)
ρhidden +1.49e−4 (0.99) +2.65e−4 (0.99) 1.46e+1 (0.99) −1.45e+1 (0.99)
ρoutput −5.13e−2 (0.99) −3.43e−1 (0.47) 1.05e+1 (0.99) −1.32e+1 (0.99)
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D.4 REPRESENTATIONS OF GAME STATES

In this section, we provide more results of the representations of different game states. To this end,
we first manually construct some natural and understandable game states according to the position
of an agent on the map/circle. For example, the game state “Bottom-left” means the agent is located
on the bottom-left of the map at any time. In Fig. 12 – Fig. 14, we show the UMAP embeddings of
different game states. We found that the UMAP embeddings of some game states (e.g., bottom-left
and upper-right in Exploration, bottom-left and bottom-right in Taxi Matching, center in Crowd in
Circle) present a similar trend as mentioned in the main text while the UMAP embeddings of other
game states do not have clear patterns. We hypothesize that some manually constructed high-level
(coarse-grained) game states may consist of very different underlying (fine-grained) states of the
agents. On the other hand, to some extent, the results imply that our PAPO may not be a smooth
enough function of the population size. In this sense, in future works, proposing novel techniques to
drift PAPO toward a smoother function of the population size is worth interesting and may further
improve the performance of PAPO, making it a more elegant solution.
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Figure 12: UMAP embeddings of different game states in Exploration.
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Figure 13: UMAP embeddings of different game states in Taxi Matching.
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Figure 14: UMAP embeddings of different game states in Crowd in Circle.

29



Published as a conference paper at ICLR 2023

D.5 EFFECT OF POPULATION-SIZE ENCODING

In this section, we provide more analysis to explore the effect of population-size encoding on the
training process. In Fig. 4, we can see that the training of PAPO is collapsed when using RE. Though
the approximate NashConv is less meaningful in this case, for completeness, we present the result-
ing approximate NashConv in Fig. 15–Fig. 16. The results in Fig. 15 correspond to Fig. 1 which
considers small-scale settings in Taxi Matching environment. The results in Fig. 16 correspond to
Fig. 3 which considers larger-scale settings in different environments.
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Figure 15: Approximate NashConv versus population size in small-scale settings in Taxi Matching
environment.
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Figure 16: Approximate NashConv versus population size in large-scale settings in different envi-
ronments.

It is well known that increasing the entropy of a policy at the beginning of training can incentivize
it to explore the environment more widely and in turn improve the overall performance of the pol-
icy (Haarnoja et al., 2018; Ahmed et al., 2019). In this sense, given the initialized PAPO, then we
expect that the generated policies have high entropy, regardless of the input population size. More
precisely, given any N , the generated policy πθ=hβ(N) by the initialized PAPO would output an
approximate uniform distribution over the action space A for a given state st. Let π̂ be the uniform
policy, i.e., π̂(a|st) = 1

|A| for all a ∈ A. We can compute the KL-divergence between πθ=hβ(N)

and π̂, denoted as κ(N) = DKL(πθ=hβ(N)∥π̂). Then, intuitively, at the beginning of training, κ(N)
is near 0 for different N ’s. After the neural networks of PAPO are well trained, κ(N) will be larger
than 0 and vary with N .

In Fig. 17, we present the results to verify the aforementioned conclusions. From the results, we can
see that, when using RE, the approximate uniform action distribution only holds for small N ’s, as
shown in the first row. However, κ(N) quickly increases when N is increasing, which could severely
hamper the training of PAPO (see the comparison between “PAPO w/ RE (initial)” and “PAPO w/
RE (trained)”). In striking contrast, using BE can effectively avoid such a training collapse.
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Figure 17: The KL divergence κ versus population size.
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D.6 REWARD DISTRIBUTION SHIFT

One of the reasons we hypothesize why PPO performs poorly across different games is the reward
distribution shift in the environments. To verify the intuition, for an environment, we use a ran-
domly initialized policy to sample 1,000 trajectories (episodes) and get the reward distribution by
statistics. As shown in Fig. 18–Fig. 20, the reward distribution varies sharply with the increasing
population size. Intuitively, PPO works poorly across the games as it does not consider the increas-
ing diversity of reward signals resulting from the changes in population size. In contrast, PAPO (and
other population-size-aware methods) possesses the ability to work consistently well across different
games by explicitly taking the information of the population size into account during training.
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Figure 18: Sampled reward distributions and trajectories in Exploration.
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Figure 19: Sampled reward distributions and trajectories in Taxi Matching.
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Figure 20: Sampled reward distributions and trajectories in Crowd in Circle.
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