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ABSTRACT

Alignment of large language models (LLMs) has predominantly relied on pairwise
preference optimization, where annotators select the better of two responses to a
prompt. While simple, this approach overlooks the opportunity to learn from richer
forms of human feedback, such as multiwise comparisons and top-k rankings. We
propose Ranked Choice Preference Optimization (RCPO), a unified framework
that bridges preference optimization with (ranked) choice modeling via maximum
likelihood estimation. The framework is flexible, supporting both utility-based and
rank-based choice models. It subsumes several existing pairwise methods (e.g.,
DPO, SimPO), while providing principled training objectives for richer feedback
formats. We instantiate this framework with two representative ranked choice
models (Multinomial Logit and Mallows-RMJ). Empirical studies on Llama-3-8B-
Instruct and Gemma-2-9B-it across AlpacaEval 2 and Arena-Hard benchmarks
show that RCPO consistently outperforms competitive baselines. RCPO shows how
directly leveraging ranked preference data, combined with the right choice models,
yields more effective alignment. It offers a versatile and extensible foundation for
incorporating (ranked) choice modeling into LLM training.

1 INTRODUCTION

Large language models (LLMs), a prominent form of generative Al, have rapidly transformed human-
computer interaction, powering applications from open-ended dialogue (Thoppilan et al., 2022) and
content creation (Brown et al., 2020) to code generation (Chen et al., 2021; Li et al., 2023) and
healthcare decision support (Nori et al., 2023). A key driver of this success is alignment—training
models to produce outputs that are factual, helpful, safe, and aligned with social norms.

Reinforcement learning from human feedback (RLHF) (Ziegler et al., 2019; Stiennon et al., 2020;
Ouyang et al., 2022) has emerged as the dominant paradigm for aligning Al systems, exemplified by
ChatGPT and GPT-4 (Achiam et al., 2023). More recently, Direct Preference Optimization (DPO)
Rafailov et al. (2023) has achieved comparable results through a simpler and more efficient objective,
and has been used to fine-tune LLMs such as Llama-3 (Dubey et al., 2024) and Zephyr (Tunstall
et al., 2023). The success of RLHF and DPO has spurred a surge of research, resulting in numerous
extensions (Zhao et al., 2024; Winata et al., 2025).

Despite their differences, most alignment methods rely on pairwise preference data, where for each
prompt z, a preferred response y,, and a dispreferred response y; are selected by human annotators
or Al judges. In practice, however, preference feedback is often richer than simple pairs. Annotators
may provide partial rankings, top-k selections, or single-best judgments from a larger candidate set.
Current approaches typically reduce this richer information to pairs—e.g., in training InstructGPT,
Ouyang et al. (2022) collected rankings of K responses per prompt but converted them into all
(g{ ) pairs; in many academic alignment studies (Meng et al., 2024; Chen et al., 2025; Zhao et al.,
2024; Gupta et al., 2025), multiple responses are scored by a reward model, but only the highest-
and lowest-scoring are kept. These reductions, while convenient for pairwise-based algorithms, risk
distorting the original preference structure and discarding potentially valuable information.

To address this gap, we propose Ranked Choice Preference Optimization (RCPO), a general
framework that generalizes pairwise preference alignment to ranked choice feedback (see Figure 1).
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Figure 1: Ranked Choice Preference Optimization (RCPO)

Rather than restricting evaluators to comparing only two responses, RCPO presents a set of candidates
and asks them to choose either the single-best or the top-£ responses for a given prompt. Our approach
is grounded in the theory of (ranked) choice models, particularly discrete choice modeling, which
have been extensively studied in psychology, marketing, economics, and operations research. To the
best of our knowledge, RCPO is among the first attempts to systematically apply (ranked) choice
modeling to LLM alignment.

The main contributions of this paper are threefold:

(1) Conceptual Framework: We establish a systematic connection between LLM fine-tuning
and choice modeling, showing that fine-tuning can be essentially reduced to maximum likelihood
estimation (MLE) of choice models. Building on this insight, we develop RCPO as a principled
extension of pairwise preference alignment that directly incorporates ranked choice feedback. RCPO
is a general and flexible framework: any choice model that satisfies certain regularity conditions can
be integrated. By preserving the richness of the original annotations — whether single-best or top-k
preferences — RCPO avoids the information loss inherent in pairwise conversion and enables more
faithful alignment with human intent.

(2) Concrete Examples: We showcase how two broad classes of choice models, i.e., utility- or
rank-based, can be accommodated within the RCPO framework. We then instantiate RCPO with a
representative model from each class: the Multinomial Logit (MNL) model (McFadden, 1972) for
utility-based choices and the Mallows-RMJ model (Feng & Tang, 2022) for rank-based choices. For
both models, we derive alignment objectives under single-best and top-k settings (see Table 1). We
also use gradient analysis to shed some theoretical insights on the substances of these preference
optimization methods.

Table 1: Various Preference Optimization Objectives in RCPO

Choice Model Preference Objective
Pairwise (DPO) —logo (fo(x, yw, 1))
MNL Single-Best —logo( —log D5\ {yw) EXP (fo(z, yi,yw)))
Top-k Choice - Zle loga( — log ZyjeS\{yl ,,,,, y;} €XP (fe (x,y5, Z/z)))
Pairwise —log¢(z) - o(fo(x, Y1, yw))
Mallows-RMJ  Single-Best —log (@) - 3, e\ (yu) O (So(@, ¥i, Yu))
Top-k Choice  —log ¢(x) (322, (IS — 1) o (fo (@, yir1,4:)) +

Zyjes\{yl ,,,,, yk}g(fg(mvijyk)))

mouale) o (y2l®)
et i)~ Blo8 T oy

Notes: fo(x,y1,y2) := Blog

(3) Experiments: We evaluate RCPO on state-of-the-art instruction-tuned LLMs (Llama-3-8B-
instruct and Gemma-2-9B-it) using widely adopted benchmarks (AlpacaEval 2 and Arena-Hard).
Results consistently show that RCPO improves model performance and demonstrates flexibility across
base models, preference feedback, and evaluation settings. We highlight the Mallows-RMJ-based
preference optimization, which achieves strong results under both pairwise and ranked choice setups.

Collectively, these contributions position RCPO as a principled and practical framework for leveraging
ranked choice feedback to advance the alignment of large language models.
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2 A CHOICE BASED ALIGNMENT FRAMEWORK

2.1 RLHF aND DPO

We start by recapping the key concepts in RLHF and DPO. Let = denote an input prompt and y
denote a candidate response. A language model is parameterized by a policy 7y, where 7y (y | )
represents the probability of generating response y given prompt x.

RLHF comprises three sequential phases. First, it fine-tunes a pre-trained LLM through supervised
learning on supervised data and outputs a reference model 7,.r. Second, RLHF fits a reward model
r*(z,y), which can be a neural network itself, based on a separate pairwise preference dataset
D = {(z@, yg), yl(l))}fvzl. Here (%) represents the prompt provided to annotator 7, and yfﬁ) and
yl(l) are the preferred and dis-preferred responses, respectively. Third, the LLM is further fine-tuned
via reinforcement learning to maximize the regularized expected reward:

maxr, Ezp [Eywﬂ'g(mx) [T*(LIJ, y)} — BKL (770(' | $) || 7Tref<' ‘ JI))] ) ey
where § > 0 is a hyperparameter controlling the deviation from the reference policy 7yef.

While RLHF has shown impressive results, both reward model fitting and reinforcement learning
require substantial computational effort. In this light, DPO analytically solves (1), yielding a closed-
form relationship between the optimal policy and the reward model given by:

r*(w,y) = Blog 2L + Blog Z(x), 2

where Z(z) = >°, met(y | z) exp(r*(z,y)/B) is the partition function. As a result, based on a
Bradley-Terry preference assumption on how the preferred/dis-preferred responses are generated,
DPO consolidates the last two steps of RLHF into a direct optimization problem with the following
loss function:

minﬂ'@ Lppro (770; 7Tref) = _E(I,yw,yl)wD [lOg 0—(6 1Og Tolywla) B IOg M)]a (3)

Tref (ywlm) Wref’(yl |5I7)

where o(-) is the sigmoid function. In other words, DPO directly fine-tunes 7y to match human
pairwise preferences in a single step, thereby greatly reducing computational overhead.

2.2 (RANKED) CHOICE MODELING

Discrete Choice Models. We also introduce the key concepts for (ranked) choice modeling. First, a
rich body of research across economics, marketing, and operations research has developed a variety
of choice models to represent human preferences. Let N' = {y1, 92, . . ., yn } denote the universe of
items. A discrete choice model specifies the probability of selecting an ifem y from an assortment
S C N under a given context z, denoted by P(y | S; ). This is an abstraction of many business
and economics use cases. For instance, in retail settings, items typically correspond to products,
assortments represent the sets of available products at the time of choice, and the context encompasses
covariates such as prices, promotions, or product features. There are many ways to define a discrete
choice model, which essentially reduce to specifying the probability function P(y | S'; x).

Ranked Choice Models. Discrete choice models can be extended to richer feedback in the form of
ranked choices, which is first formally studied by Feng & Tang (2022) to the best of our knowledge.
Let u* =41 = yo = - = yp with {y1,...,yr} C S denote a top-F list of items from S. A ranked
choice model defines P(u* | S ; x), which specifies the probability of observing the partial ranking
1" under context z. This notion of ranked choices generalizes several common feedback structures,
such as (i) pairwise comparisons; (ii) discrete choices (or multi-wise comparisons); (iii) listwise
feedback (or full rankings over the items in any given assortment); (iv) top-k rankings over a full item
set, to name a few. For example, when k& = 1, a ranked choice model reduces to a discrete choice
model.

Assumptions. In this paper, we will put (ranked) choice models in the context of LLM alignment,
and focus on those that satisfy the following two assumptions:

o Assumption Al: Reward sufficiency. There exists a real-valued reward functionr : X x ) — R
and a mapping g such that, for every S and =,

P(u* | Ssz) = g(u", S, {r(2,y) }yes) . forevery u* =y; = yo = -+ = yx within S.
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That is, the effect of  and S on ranked choice probabilities enters only through the item rewards
{r(x,y)}yes. Note that in the special case of discrete choices, the condition above can be
simplified to P(y | S ;2) = g(y, S, {r(z,y’) }yes), forevery y € S.

o Assumption A2: MLE estimability. Given observations D = {(z;, S;, u¥)} X, the rewards
are identifiable up to the usual invariances (e.g., additive shift and positive scaling) and admit
tractable log-likelihood function

N
Zi:l IOgg(:Uffa Si7 { T’(:L'i, y) }yESi) .

Here the meaning of “tractable” will be clearer later. In short, the log-likelihood function should
admit simple gradients to be passed to the training of 7.

As can be easily seen, many choice models satisfy the assumptions above. In Sections 2.4 and 2.5,
we present two approaches: utility-based models and rank-based models.

2.3 RCPO: CONNECTION BETWEEN LLM ALIGNMENT AND RANKED CHOICE MODELING

Our framework starts with a conceptual insight into LLM alignment: if we interpret a prompt x as the
context, a candidate response y as an item, and a set of candidate responses as an assortment S, then
every choice model offers a distinct way to incorporate annotators’ preference feedback via an MLE
objective. For instance, consider the case where S = {y.,, y: }, and let g denote the Bradley-Terry
choice rule. Then the probability that y,, is preferred over y; is given by:

HD(yw | {ywayl} ;.’E) = g(ywa {ywvyl}a {r(x,yw),r(x,yl)}) = U(T(J?,yw) - T(x’yl))’

where o denotes the sigmoid function. Substituting the reward function defined in (2) into the
Bradley-Terry likelihood yields the DPO objective described in (3). This establishes that DPO is a
special case of our formulation, where preferences follow the Bradley-Terry pairwise comparison
model.

The RCPO Framework. Motivated by these connections, we introduce a general framework for
preference optimization grounded in choice model theory. Specifically, we extend DPO from pairwise
Bradley-Terry comparisons to arbitrary ranked choice models that satisfy the assumptions outlined
above. In this framework, once the functional forms of r(x, y) is specified, and the choice rule g
is determined by a ranked choice model, the corresponding preference optimization procedure is
defined by the following maximum likelihood estimation (MLE) objective:

N
max Y logg (s, Sis {rny (2, 9)}yes.)

where 7, (2, ) is a reward function derived from the policy 7y.

Beyond the reward function (2) used in DPO, the literature has proposed many alternative definitions.
For example, Wang et al. (2023) introduces f-divergence generalizations, while Meng et al. (2024) and
Gupta et al. (2025) propose length-normalized log-likelihoods. These alternative reward formulations
can likewise be incorporated into the RCPO framework. Consequently, methods such as R-DPO
(Park et al., 2024), SimPO (Meng et al., 2024), and AlphaPO (Gupta et al., 2025) can also be viewed
as special cases of RCPO. In particular, while these approaches adopt the Bradley—Terry choice rule,
they differ in the functional form of the reward r(x, y). Although our framework can accommodate a
wide range of reward functions, for clarity, we restrict attention to the reward defined in (2) thereafter
in the paper.

What truly demonstrates the versatility of RCPO is how it gives birth to new preference optimization
methods. In this paper, we consider two prominent classes of choice models: utility-based models,
which rely on the numerical magnitudes of the items’ utilities, and rank-based models, which depend
on the rankings of the items.

2.4 UTILITY-BASED CHOICE MODELS

The random utility model (RUM) is perhaps the most widely studied class of discrete choice models.
Originally proposed by Thurstone (2017), it has been extensively developed in the economics and
operations management literature (Anderson et al., 1992; Train, 2009). RUM assumes that every item
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y; € N comes with a utility, which takes the form u,, = v,, + €,,, where v,, is the mean utility,
and ¢,, is an exogenous random utility shock term. In this paper, we also write u,, and v, in the
form of w,, (x) and v, (z) to emphasize that they can be context-dependent. Given the mean utility

vector v(z) = (vy, (z),..., 1y, (x)) and a distribution f over the utility shocks € = (g,,...,&y, ),
the probability of choosing alternative y; from an assortment S C N is
P(yi | S;x) = /H{Vyi (m) — Vy; (:E) > Ey; — Ey; Vy; € S \ {yz}}f(€) de. C))]

RUMs are categorized by the distribution of their stochastic terms. The multinomial logit (MNL)
model, introduced by McFadden (1972), assumes i.i.d. Gumbel noise. Alternatives include the
probit model (joint normal distribution (Daganzo, 2014)), the nested logit model (correlated extreme
value distributions (McFadden, 1980)), and the exponomial model (negative exponential distributions
(Alptekinoglu & Semple, 2016)).

The RUM can be extended to a ranked choice model, where the probability of observing the top-%
ranking ;¥ = y; = y2 = --- = yx from an assortment S is

IF’(M’C | S;x) = /H:;l ]I{uyz(x) — vy, (z) > €y, — €yy, VY;j € S\{yl,...,yg}} f(e)de. (5)

As (4) and (5) show, the choice probabilities depend only on the mean utility vector v(z), which
corresponds to the reward vector in our framework. Thus, any RUM that admits MLE estimation of
v(z) can be incorporated into LLM fine-tuning.

2.5 RANK-BASED CHOICE MODELS

While utility-based models operate on numerical utilities, rank-based models represent preferences as
complete orderings over A/, depending only on the relative positions of items. See Jagabathula &
Venkataraman (2022) for a survey of such models.

The Mallows-type model (Mallows, 1957; Fligner & Verducci, 1986) is among the most widely used
classes of ranking models. Let &,, be the set of permutations of N'. A Mallows-type model assigns a
probability distribution over permutations i € &,, based on their distance from a central ranking :

¢d(/¢0wu)

Pauo,d(ﬂ) = S Ao uwe Gy,
I3

where d(-,-) is a distance function between permutations, ¢ € (0,1) is a dispersion parameter.
Intuitively, rankings closer to p( are exponentially more likely. Different distance choices yield
different variants, such as Kendall’s Tau (Mallows, 1957), Spearman’s rank and footrule (Diaconis &
Graham, 1977), Hamming distance (Bookstein et al., 2002), Cayley distance (Irurozki et al., 2018),
and Reverse Major Index (Feng & Tang, 2022). To capture context dependence, we parameterize the
central ranking and dispersion as functions of x, denoted 1o (+|z) and ¢(x). For readability, we may
suppress x in the notation when its dependence is unambiguous.

For a ranking p € &,, and an item y, denote 1~ (y) as the position of % in x (smaller means higher
preference). Given an assortment S C N and a top-k ranking pu* = y; = y2 = --- = y; with
{y1,...,yx} C S, the implied ranked choice probability of observing z* from S is given by

P(u* | S52) =Y Pyt uoie).ali) ¥, S}, ©6)

where T{p,p* S} = 1 if pu ranks {y1,...,yx} in the specified order, and each of
them is ranked above all remaining items in S, or more formally, I{u,u* S} :=

p )< <pHye), } _ : :
1{u’1(yz)<u’1(y,-) Vi, e S\Lysseon b VEELL, ok} [ When k = 1, this reduces to a standard discrete

choice probability. If ¢(x) is known, the choice probability depends only on 1io(+|2), which can be
represented as a vector of normalized ranks. Consequently, any Mallows-type model that supports
MLE estimation of 1 (+|2) can be embedded within our framework.

pneES,,

3 Two EXAMPLES OF THE RCPO FRAMEWORK

In this section, we consider two representative examples: the Multinomial Logit (MNL) model as a
utility-based choice model, and the Mallows-RMJ model as a rank-based choice model. These models
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are selected for the simplicity of their choice probabilities and the tractability of MLE. For each
model, we derive the corresponding objectives for both single-best and top-k feedback, demonstrating
the framework’s flexibility across diverse preference structures.

3.1 MULTINOMIAL LOGIT MODEL (MNL)

Discrete Choice. If we take the random shock e to be i.i.d. Gumbel, we recover the Multino-
mial Logit (MNL) model (McFadden, 1972), arguably the most widely used RUM. The corre-
sponding choice probabilities in (4) admit simple closed from expressions, given by P(y;|S; x) =
evvi(®) / Z‘Ji‘l "% () As such, it naturally extends the Bradley-Terry model from pairwise compar-
isons to multi-item choice settings. By representing the mean utility as the reward defined in (2), we
have the following theorem.

Theorem 1 (MNL-PO-Discrete) Suppose the underlying single-best choice preference distribution
follows MNL, the corresponding policy optimization objective is given by:

_ mo(yilr) o (Ywlw)
min —E¢; sy, )~D loga — log ZyiES\{yw} exp (ﬁl og Writ(yz‘f) Blog e )) (7

) Trof (Yw|T)

As in vanilla DPO, S controls the deviation from the reference policy. When empirically solving
(7), the size of each prompt’s assortment .S is allowed to vary, enabling the sampling of additional
responses, and thus finer-grained preferences, for certain prompts to further enhance alignment.
Similar objectives appear in Ziegler et al. (2019) and Chen et al. (2024), where they are treated as
softmax loss functions rather than being interpreted through the lens of discrete choice model.

Top-%k Ranked Choice. As shown in Feng & Tang (2023), the MNL model also extends to a simple
ranked choice model. Specifically, the probability that a top-k ranked choice p* = y; = yp = ... >
i is chosen out of an assortment S C N is given by

k vy, (z)

P(u* | Ss2) =]] — ®)
) v, (@) vy (@)
=1 Z;c:ieuyj ) +Eyh €S\{y1, -y} © un ()

Hence we can write down the corresponding policy optimization objective as follows.

Theorem 2 (MNL-PO-Topk) Suppose the underlying top-k choice preference distribution follows
(8), the corresponding policy optimization objective is given by:

k
. B 7o (y; ) o (gile) ))
mﬂzn Es 5,uk)~D E i=110g0( log E vy (w1 exp (Blog — Blog

mret (Y5 ]2) mret (YilT)

----- yi}

3.2 MALLOWS-RMJ MODEL

Discrete Choice. A notable challenge in applying Mallows-type models to (ranked) choice model-
ing is that the ranked choice probabilities in (6) are usually difficult to obtain, since the sum is taken
over all permutations. In this regard, an exception is Feng & Tang (2022), who adopt a Mallows-type
model using the Reverse Major Index (RMJ) as the distance function. They show that, unlike other
Mallows-type models, the Mallows-RMIJ distribution admits a closed-form expression for the choice
probabilities derived from (6):

¢(m)d(yivs)

P(y; | S;z) = I+ é(z)+-+ () ST—1° ®

where d(y;, 5) == 3", cs\ (4} I{ug ' (yi | ©) > pg ' (y; | )} equals the number of items in S that
are ranked higher than y; according to the global ranking s (- | x). In other words, d(y;, S) defines
the relative ranking position of item y; within the assortment .S, so that its choice probability decays
exponentially with its rank position in .S.

A notable feature of this model is its exclusive dependence on ordinal information. For instance,
when the assortment size is restricted to two, the model reduces to the classic noisy comparison
model, in which the superior item is chosen with a fixed probability 1/(1 + ¢(z)), independent of the
absolute difference between the options. This is in contrast to the Multinomial Logit (MNL) model,
where choice probabilities are directly tied to the cardinal utilities of items. This reliance on relative
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rankings, rather than precise utility estimates, provides the Mallows-RMJ model a form of robustness
against model misspecification and noise in preference feedback. Such robustness may help explain
the model’s favorable empirical performance observed in our experiments (Section 4).

We next derive the corresponding policy optimization objectives. By normalizing the negative rank

as the reward defined in (2), i.e., —jug *(y|2) = Blog :‘;’f((yylg) + Blog Z(z), we have the following.

Theorem 3 (Mallows-RMJ-PO-Discrete) Suppose the underlying single-best choice preference
distribution follows (9), the corresponding policy optimization objective is given by:

in . o (Ywlz) 7o (yilz)
min —E,5.,)~p[log (@) > o I{Blog Ty — Blog TR, <0} (10)

We also derive the alignment objective for the pairwise comparison case, with details in Appendix C.

Top-%k Ranked Choice. The top-% ranked choice probability under the Mallows-RMJ model is also
given by a simple expression:

B(u* | S52) = Serel - o), an
where d(ub.8) = S Hpg il @) > g i [0} (ST~ )+

e\ o) L0 (W | @) > g (y; | @)} and 9 (n, ¢(x)) = [T7_; (1+...+é(x)'""). The
corresponding policy optimization objective is thus given by the result below.

Theorem 4 (Mallows-RMJ-PO-Topk) Suppose the underlying top-k choice preference distribution
follows (11), the corresponding policy optimization objective is given by:

k
min — E@suk)wp[logqs (Z|5|—z 1{ Blog Zeulh — plog Telnilel < o}

) Tret (Yit1lz

o (Yrlz) o (yjlz)
* Z H{ﬁ log '”ref(ykklz) plog Wref(;jlm) < 0}) :| (12)

y; €S\{y1,-- U}

To make Mallows-RM1J objectives practical for LLM training, we also overcome two challenges
along the way: estimating the unknown dispersion parameter ¢ () and handling the step functions in
the objectives that hinder optimization. For the first challenge, we follow a similar approach to Chen
et al. (2025) and adapt the entropy proxy of — log ¢(x). For the second challenge, we smooth the
step functions by replacing them with sigmoid approximations, which preserve the preference-based
structure while yielding smoother, more informative gradients. More details are in Appendix D. The
resulting objectives are summarized in Table 1.

3.3 GRADIENT ANALYSIS

To gain a deeper mechanistic understanding of the RCPO framework, we analyze the gradient
structure of its loss functions. We focus here on the gradient of the MALLOWS-RMJ-PO-ToP-k
objective as a representative example. Full derivations and gradient expressions for other settings are
deferred to Appendix F. The gradient with respect to model parameters 6 is given by:

V 6 Laliows-RMI-PO-Topk (776
k—1

—ﬁE[ —log ¢(x (Z (1S =) o(fo(z,yir1,v:)) (1 — o (fo(z, yiv1,vi))

i=1

greater weight for greater we]ght for greater weight when
low-dispersion prompts higher ranks rewards are similar

x | Vologmg(yit1 | ) — Vo logme(y: | x)

discourage y;4 1 encourage y;

+ > o (fola,yi,yr)) (1 — o (fo(z,y5,yx)) | Vologmo(y; | z) — Vo logmo(yk | x) >]7

y; €S\{y1,--,yr }

comparison difficulty discourage y; encourage Yz
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where the expectation is taken over ranked choice triples (z, S, u*) ~ D. Intuitively, this gradient
update increases the likelihood of higher-ranked responses while decreasing that of lower-ranked
ones. The magnitude of the update is amplified when: (i) the prompt context exhibits low dispersion
(i.e., more confident preferences); (ii) the response occurs in a higher-ranked position; and (iii) the
reward estimates are close, indicating a more informative comparison. As such, these properties
drive the model to sharpen distinctions near the top of the ranking and better align its outputs with
fine-grained preference structures.

4 EXPERIMENTS

In this section, we follow a setup similar to that in Meng et al. (2024) and evaluate our methods on
widely used benchmarks. Additional experimental details are provided in Appendix G.

4.1 EXPERIMENTAL SETUP

We adopt Llama-3-8B-Instruct and Gemma-2-9B-it as our fine-tuning bases, as both are widely used
flagship instruction-tuned models that represent the state-of-the-art. We generate multiple responses
to each prompt in the UltraFeedback dataset (Cui et al., 2023) and use the Skywork-Reward-V2-
Llama-3.1-8B reward model to provide feedback, which achieves state-of-the-art performance on
seven major reward model benchmarks at the time of writing this paper. We refer readers to Appendix
G regarding details of constructing the ranking-based preference dataset.

Evaluation. We assess our fine-tuned models on two widely used instruction-following benchmarks:
AlpacaEval 2.0 (Dubois et al., 2024) and Arena-Hard-v0.1 (Li et al., 2024). AlpacaEval 2.0 comprises
805 questions drawn from distinct datasets. Performance is measured by the win rate (WR) of model
outputs against reference answers generated by GPT-4-Turbo. We also report the length-controlled
win rate (LC), which adjusts WR to control for output length. Arena-Hard-v0.1 consists of 500
well-defined technical problem-solving prompts and evaluates models using WR against GPT-4-0314.
Previous works (Meng et al., 2024) have demonstrated that Arena-Hard-v0.1 achieves stronger
model separability than AlpacaEval 2.0. For both benchmarks, we use GPT-4.1-mini as the judge,
replacing the default GPT-4-Turbo due to its improvements (OpenAl, 2025). To enhance cross-judge
robustness, we additionally employ GPT-5-mini as the judge on Arena-Hard-v0.1. The results are
in Appendix G.3. We defer hyperparameter tuning details to Appendix G.1 and decoding details to
Appendix G.2.

4.2 RESULTS

Alignment performance. All eight choice-based methods—three existing and five newly proposed
RCPO variants—clearly outperform other preference optimization baselines across all evaluation met-
rics. Notably, the best-performing RCPO method, Mallows-RMJ-PO-Top2, surpasses the strongest
non-RCPO baseline, IPO, by 4.00 points on AlpacaEval LC, 19.5 points on AlpacaEval WR, and
6.2 points on Arena-Hard WR. These gains demonstrate the strong potential of choice modeling as a
principled framework for aligning LLMs with human preferences.

Impact of feedback structure. Fixing the reward function as (2), we find that training on top-2
feedback generally leads to better performance than top-1. This reflects the benefit of richer feedback
structure. On the other hand, we envision that there is an implicit trade-off between informativeness
of feedback and the intrinsic noise/error in the data. Therefore, the performance may not be always
increasing in the length of feedback. That is why we stop at Top-2 before going even further, such as
the full rankings.

Impact of choice models. The selection of the choice model can have a substantial impact on
performance. Fixing the reward function as (2), Mallows-RMJ performs strongly across feedback
types. In the pairwise setting, it outperforms all baselines on AlpacaEval WR and Arena-Hard WR,
even surpassing MNL models trained on richer top-2 feedback. Its performance further improves
with discrete or top-2 choice data.

Taken together, our results highlight the promising potential of leveraging broader feedback structures,
when paired with appropriate choice models, to achieve more effective alignment.
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Table 2: Evaluation Results for Llama-3-8B-Instruct.

AlpacaEval 2 Arena-Hard
Method LC (%) WR (%) WR (%)
Base Model 2476 (0.42) 24.40(1.44) 23.6(21.9,254)
CPO (Xu et al., 2024) 32.25(0.31) 34.18(1.59) 31.3(29.5,33.0)
IPO (Azar et al., 2024) 37.95(0.33) 33.51(1.63) 31.0(29.2,32.6)
ORPO (Hong et al., 2024) 35.01(0.39) 28.72(1.52) 27.5(25.5,29.3)
RRHF (Yuan et al., 2023) 31.04 (0.21) 25.36(1.47) 27.1(25.3,28.9)

SLiC-HF (Zhao etal,, 2023)  31.04 (0.21) 2536 (1.47) 26.9 (25.2,28.9)
KTO (Ethayarajh et al., 2024)  32.55(0.35)  29.70 (1.54)  25.8 (24.0,27.7)

DPO (Rafailov et al., 2023) 41.24 (0.35) 40.24 (1.66) 32.6 (30.6, 34.7)
R-DPO (Park et al., 2024) 39.88 (0.34) 38.01(1.63) 32.3(30.1, 34.3)
SimPO (Meng et al., 2024) 44.15(0.25) 38.84(1.58) 33.5(31.3,35.8)

Mallows-RMJ-PO-Pairwise 39.33(0.28) 48.71(1.67) 36.5(34.3,38.6)

MNL-PO-Discrete 4133 (0.29) 48.08 (1.68) 35.6(33.6,37.4)
Mallows-RMJ-PO-Discrete ~ 39.19 (0.28) 51.17 (1.67)  36.3 (34.6, 37.9)
MNL-PO-Top2 40.12 (0.22) 47.69 (1.67) 35.8(33.2,38.2)
Mallows-RMJ-PO-Top2 41.95(0.26) 53.01(1.68) 37.2(35.0,39.4)

Notes: The last eight rows correspond to preference optimization methods within the RCPO framework. Among these, the first
three (DPO, R-DPO, SimPO) are from prior work, and the remaining five are new variants in this paper. Standard errors (in
parentheses) follow AlpacaEval 2 metrics, and 95% confidence interval (in parentheses) follow Arena-Hard WR.

Robustness check on Gemma-2-9B-it. As shown in Table 3, the Mallows-RMJ-PO-Top2 achieves
the best results on AlpacaEval WR and Arena-Hard WR while remaining competitive on LC,
highlighting strong generalization across base models.

Table 3: Evaluation Results for Gemma-2-9B-it.

AlpacaEval 2 Arena-Hard
Method LC (%) WR (%) WR (%)
Base Model 46.74 (0.15)  31.81(1.58) 43.3(41.3,45.7)

SimPO (Meng et al., 2024) 54.11(0.17)  47.23(1.68)  57.4(55.3,59.6)
DPO (Rafailov et al., 2023)  58.01 (0.18)  56.13 (1.66)  59.9 (57.6, 62.2)

Mallows-RMJ-PO-Top2 55.64 (0.11)  59.82(1.65)  60.9 (58.9, 62.6)

Notes: Standard errors (in parentheses) follow AlpacaEval 2 metrics, and 95% Cls (in parentheses) follow Arena-Hard WR.

5 CONCLUSION

In this work, we propose Ranked Choice Preference Optimization (RCPO), a general framework that
connects preference optimization with choice model estimation. By leveraging maximum likelihood,
RCPO unifies pairwise, single-best, and top-k preference data within a principled formulation. Exam-
ples of both utility- and rank-based choice models, together with empirical evaluations, demonstrate
that RCPO preserves richer feedback and improves alignment over pairwise-only methods. We hope
this work provides a foundation for integrating more advanced choice models into LLM alignment
and inspires future exploration of richer preference signals.
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APPENDIX

A THE USE OF LARGE LANGUAGE MODELS (LLMS)

Large Language Models are used to assist in editing and polishing the writing. The authors take full
responsibility for all content of the paper, and acknowledge that LLMs are not eligible for authorship.

B RELATED WORK

Preference optimization. DPO’s success has attracted significant research attention in the LLM
alignment community, yielding numerous variants with alternative objectives. These include formula-
tions based on ranking objectives (Yuan et al., 2023; Song et al., 2024; Liu et al., 2024), pairwise
comparisons employing other preference models (Chen et al., 2025), other implicit reward formula-
tions (Wang et al., 2023; Meng et al., 2024; Gupta et al., 2025), and approaches leveraging binary
feedback on individual prompt-response pairs (Ethayarajh et al., 2024). Distinct from prior studies,
we investigate novel forms of preference feedback that enable alignment methods to directly leverage
richer choice-based signals.

Discrete choice modeling. Research in marketing, economics, and operations research has studied
various specifications of discrete choice models, including the multinomial logit model (McFadden,
1972), the general attraction model (Gallego et al., 2015), the Markov chain choice model (Blanchet
et al., 2016), rank-based choice models (Farias et al., 2013), among others. These models play
a critical role in informing key operational decisions such as inventory management, assortment
planning, pricing, and matching optimization. For comprehensive overviews, we refer readers to
Train (2009), Gallego et al. (2019), and Berbeglia et al. (2022). To the best of our knowledge, we are
the first to apply discrete choice model theory in LLM alignment, enabling principled use of richer
preference feedback beyond pairwise comparisons.

Social choice and AI alignment. Social choice theory is a field of study that deals with the
aggregation of individual preferences to form a collective decision. Current approaches to LLM
alignment involves the experimental studies (Huang et al., 2024), conceptual frameworks (Prasad,
2018; Mishra, 2023; Dai & Fleisig, 2024; Conitzer et al., 2024; Zhi-Xuan et al., 2024), and axiomatic
frameworks (Ge et al., 2024). In contrast to the standard social choice setting (Dai & Fleisig, 2024),
where voters provide full rankings over all alternatives, we focus on aggregating ranked choice
preferences.

C MALLOWS-RMIJ IN PAIRWISE SETUP

Pairwise Setup. When this model is restricted to the pairwise comparison setting, the preference
probability simplifies to

(@) o wle)> kg o))

P(yw =y ;x) - 1+é(z) . (13)

This formulation aligns with the widely studied noisy pairwise comparison models in the computer
science literature, where only two items are compared at a time, and the preferred one is selected
with a fixed probability that does not depend on the specific pair. The pairwise probability in (13)
leads to our following optimization objective.

Theorem 5 (Mallows-RMJ-PO-Pairwise) Suppose the underlying pairwise preference distribution
follows (13), the corresponding policy optimization objective is given by:

min —E(, )~ [log ¢(z) - [{Blog Teelrl — glog ezl < 0}, (14)

o

D PRACTICAL SCHEME OF MALLOWS-RMJ METHODS

To make Mallows-RMJ-based objectives practical for LLM training, we address two key challenges:
estimating the dispersion parameter ¢ () and stabilizing optimization via smooth approximations.
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A Token-level Entropy-based Proxy of — log ¢(z) for Any Mallows-Type Models. Chen et al.
(2025) studies using Mallows-f and Mallows-¢ model to conduct alignment on pairwise prefer-
ence data. They propose a direct approach to estimate the dispersion parameter ¢ (x) without any
pretraining or learning.

The idea is to qualitatively relate ¢(z) to the empirical output distribution of the LLM. Intuitively,
when — log(¢(x)) is large, preferences are highly concentrated and the next-token distribution
collapses to a point mass, whereas when — log(¢(z)) approaches zero, the distribution becomes
uniform. On the other hand, Shannon’s entropy H(X) = 0 when X is a point mass, and H(X) =
logn when X is uniform on n points. Motivated by this observation, they propose:

—log (H(w(-| 2))/logn), (15)
as a proxy to — log ¢(z), where (- | ) can be either the pretrained LM model or the SFT model.
Furthermore, they approximate the entropy term in (15) via a realization of a sequence of N =
max(|Yy|,|Y:]) tokens {Y;, Y} }i=1,... ~ given the prompt X:

N-1
[HY™H Y =Y,) + HY'™ Y =Y])], (16)

=1

H(x(-| X)) ~

N

which can be easily computed by the logits of the model given the output data. In this case, n = V7,
where V is the token size. This is also related to the predictive entropy (Herndndez-Lobato et al.,
2014; MacKay, 1992) of the next-token predictions.

Finally, the authors validate that this entropy-based estimator closely matches the true dispersion in a
synthetic experiment setup.

In this paper, we adopt Chen et al. (2025) to approximate dispersion using Shannon entropy. While
their method assumes pairwise comparisons, we extend it to multiple responses. Specifically, for a
prompt X with response set S = {Y1,...,Y|s}, we approximate — log(#(X)) as

IS|

1 N-1 i P .
—log <|Slogn Zi:l ijl H(YJ+ |YI = Yﬂ) ’

where H(+|-) denotes the conditional Shannon entropy, which can be directly computed from the
model’s logits. Here, Y7 is the j;; token of response i, N = max(|Y1|,...,|V|g||), and n = V¥
with vocabulary size V.

Sigmoid-Smoothed Objectives. The objectives in (10), (12), and (14) cannot be directly optimized
with gradient-based methods, since they involve step functions that are either discontinuous or flat
almost everywhere, yielding zero gradients for most values of . To make these objectives amenable
to efficient optimization with preference data, we replace the indicator functions with a sigmoid
approximation. This smoothing technique is widely adopted in the machine learning literature (see,
e.g., (Qin et al., 2010; Bruch et al., 2019)). Specifically, we approximate I{z < 0} using o(—8z),
where /3 serves as a hyperparameter that controls the tightness of the approximation. An illustration
is provided in Figure 2a.
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This design brings two significant benefits:

(i) Computational benefits: The original indicator-based objectives are discontinuous at zero,
making gradient-based training unstable. The sigmoid function smooths these objectives,
facilitating efficient optimization.

(i1) Soft and robust penalties: The sigmoid function offers a continuous, differentiable alternative to
the indicator, yielding a “soft” loss that reflects the magnitude of preference violations rather
than just their direction. For example, in the loss function (10), under the indicator function,

only the relative ordering between (3 log % and S log % matters—i.e., the loss is
zero as long as the preferred response scores higher. In contrast, the sigmoid penalty decreases
smoothly as the score gap widens, encouraging the model to not only rank preferred responses
above dispreferred ones, but to do so confidently. For instance, even if the inequality holds, a
small margin will still incur non-trivial loss, while a large margin will yield a smaller loss. This
is conceptually similar to incorporating a margin term in the loss function, as seen in prior works
(Zhao et al., 2023; Meng et al., 2024; Azar et al., 2024; Hong et al., 2024).

Overall, this smoothing approach allows us to retain the structure of preference-based training while
enabling more stable and informative gradient signals during optimization. The final objectives are
summarized in Table 1.

E PROOFS

Proof of Theorem 1. The Multinomial Logit (MNL) model (McFadden, 1972) is one of the most
widely used utility-based discrete choice models. It assumes that each alternative y; € S is associated
with a latent utility u,, (x) = vy, (z) + €;, where v, (z) is a deterministic component and ¢, follows
an independent Gumbel distribution. Under this assumption, the choice probability of selecting
alternative y,, from assortment S takes the closed form

co = exp(vy, ()
Plyw [ 552) = s S @
By identifying the deterministic utility v, () as the reward function defined in (2), the normalization
constant Z(x) cancels out, and we are left with:
. :s (ywlf)
IP)TI'Q (y'w ‘ S ;I) = € ref(ywlx)

5 log 7o (yilz) -
Tyese Tret (Yi|T)

Maximizing the likelihood yields to the following objective:

o (yi|®)

i B log
min ~E(. 5.y, | Hlog Z2Helt —log ) ¢ meluil)
yi €S

which is equivalent to the objective in (7). [J

Proof of Theorem 2. Following Feng & Tang (2023), the probability that an individual selects a
top-k choice ¥ = y; = yo = ... = y;, out of an assortment S C N is

k
vy, ()
P* 1 550) =[] oo
i YR €S\{v1,-- ¥}

i=1 =t

By identifying the deterministic utility v, (z) as the reward function defined in (2), we have the
optimal RLHF policy satisfies

g i)

k
k N e Trer (yi|@)
Pry (1™ 15 52) = H 7o (y;lz) o (ynlz)

- Blog og Ty
=1 - il
7 E?:l e Wlef(y‘]‘/r) +th€S\(y1.m,yk} e Wref(yhlr)
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To maximize the likelihood estimation, our objective becomes:

k mo(y ]I ) 7o (yn|z)

o (Yi|T g T B lo; T lun]z)
R SEEET TS o) o R I )

=i yn€S\{y1,--,yr }

which is equivalent to the objective in Theorem 2. [

Proof of Theorem 3. We consider optimizing the following objective:
H}%XEQUND {]Eywre(y\z) [—u&l(y | 33)] - 5KL(7T0( | ) [ mres (- | x))} A7)

As shown in section A.1 of Rafailov et al. (2023), the optimum of such a KL-constrained reward
maximization objective has the form of

—1
7o(y | 2) = Zhymer(y | @) exp (~ ),
where Z(2) = 3, mret(y | ) exp(—3 L ugt(y | x)) is the partition function. By moving terms, we
have
—g (y | #) = Blog Z2WEL 4 Blog Z(x). (18)

Combining (9) and (18), we have the optimal RLHF policy 7y (- | ) for (17) satisfies

o (Yw|®) 7o (yi|®)
#(x) ZyieS\{yw} Tt (Yo [@) 2108 Z(@)>—Blos 0Ty

Pﬂe(yw ‘ S a:) T+¢(z)++¢(z)5I—1

1{—B8log —Blog Z(x)}

Maximizing the likelihood leads to the following objective:

i 7o (Yw|2) 7o (yilz)
i E lo ¢(I)Zyles\{yW} H=flos Tref (Y | ) >—flos Tret (Yi|T) }
Era G0 It T a@ - +o@ o1

=min ~E sy | D, H{-Blog ZEelh > —plog Z2iEh Ylog o(a) — C(a) |
| ¥i €S\{yw}

where C(x) = log(1 + ¢(z) + - - + ¢()!5171) is constant with respect to the policy and thus does
not affect the optimal solution. This formulation is equivalent to the objective in (10). [

Proof of Theorem 4. Following (11) and a similar discussion as in the proof of Theorem 3, we have
the optimal RLHF policy 7y (- | «) for (17) satisfies

x k
o (0 | 8 2) = LSRG gy, (9,

where the exponent term d(u*, S) is

(1",
k—
us (yz‘ i |$
dy (1", 5) Z {—ﬁlog mzf(ym) > —plog nref(yﬁlm} (IS] =)+

o (i) o (y;31)
Z { Blog 7 = (yuley > —Plog mzfufj\z)}'
Y €S\{y1,--,yx }

Maximizing the likelihood leads to the following objective:

: S|—k,p(x - k.
min — Ee, s, (108 (A 685 - o))

— i Y(S|—k,¢(2)) k
= I’I}rlen — E(m,S,uk)ND |:10g W —+ dﬂ-e (ILL ,S) 10g d)(x):l ;

where log % is constant with respect to the policy and thus does not affect the optimal

solution. This formulation is equivalent to the objective in (12). [J

Proof of Theorem 5. Theorem 5 is a special case of Theorem 3 with S = {y,,, y;}. O
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F GRADIENT ANALYSIS

Let fo(z,y1,92) := Blog % Blog % for shorthand notation. We next provide an

analysis of various preference optimization models to shed light on their training procedures.

F.1 MNL

In this section, we derive the gradients of DPO, MNL-PO, and RankedMNL-PO, and then compare
their update mechanisms.

F.1.1 DPO

Recap the DPO gradient below:

VoLoro(m) = —B E@,yw,mw{ o(fo@,yiyw)  (Valogmolyw | 2)— Vologma(y | 2) )]
higher weight when reward estimate is wrong increase likelihood of 4, decrease likelihood of

F.1.2 MNL-PO-DISCRETE
The gradient of LyNL,—PO—Discrete With respect to parameters 6 takes the following formulation:
V6 LMNL—PO—Discrete () =

—ﬁE{Uoog > exp(fe(w,yi,yw)))[Velogﬂe(ywlzr)— > Yo log Tolyile) ”

vi€S\{vw} sty 2 exp(folx,yi, i)

- - - y; €S\{yw}
higher weight when reward deviates from preference
higher weight when reward is larger

where the expectation is with respect to (z, S, ¢, ) ~ D. As MNL-PO-Discrete is a special case of
MNL-PO-Topk with ranking length & = 1, we defer its derivation to the next section.

F.1.3 MNL-PO-ToPK

The gradient of Lyint.—pPo—Topk With respect to parameters ) takes the following formulation:

Vo LMNL—PO—Topk(70) =

—515{ Zk: 0<10g > exp(fe(w»ijyi))) [Ve logma(yile) — Y 5 Sl iy, H,

i=1 yi€S\{y1,yi} exp(fo (2,7, y;))

S\{y1,--v4} Y€
higher weight when reward deviates from preference S\{v1,---» yi}

ranked preference
y1>-...>=y;|S sz

higher weight when reward is larger

where the expectation is with respect to (z, S, u*) ~ D.

The gradient of the MNL-PO-Topk loss increases the likelihood of the chosen responses while
decreasing the likelihood of all unchosen responses. Specifically, each preference relation (y; >

. > y; | §;x) is weighted by the degree to which the implicit reward deviates from the ob-
served preference Furthermore, MNL-PO-Topk differentiates among the gradlents of unchosen
responses: the gradient for an unchosen response y; is scaled by =

v €S\{v1, i} 6xp(f9(:v,y_7 7y1))

7o (yilT)

exp(f log Teot (4;17)

— AT . This factor captures the relative reward of y; compared with the
2y e\ {yr. ) XP(Blog ﬁ>

other unchosen responses.

Derivation. Recall that fy(x,y1,y2) = Blog Tonle) _ g1oe meWal2). The MNL-PO-Topk loss

) Tret (Y1]2) 8 Treet (y2]2)
takes the following form:
k
LuNL-pPo-Topk(T0) = —E(4 5 uk)p Zloga( — log Z eXp(fe(m,yj,yi)))
i=1 y; €5\ {y1,-,vi}
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The gradient of fp(x,y1,y2) can be formulated as:
Vo fo(z,y1,y2) = B(Velog mo(y1|x) — Ve log mo(y2|z)) (19)

Using properties of the sigmoid function that ¢’'(x) = o(z)(1 — o(x)) = o(z)o(—2z) and thus

((logo(z))" = U(lz) x o(x)o(—x) = o(—x), we have:

Vo LMNL—PO—Topk(79)

k

=-E|> Vologo | —log > exp(folz,y;,v0))

i=1 y; €S\{y1,--,yi }

[ &
=E|> oflog > ep(folz,yu) | Velog > exp(fol,y5,4:)
| i=1 y; €S\{y1,--syi } y; €S\{y1,--5yi}

((logo(2))" = o(—x))

[ &
=E|Y o |log S exp(folz,yp,u) | - S o vy (o (@, 5)
|i=1 y; €S\{y1,--,¥i} !

[ &
_ o . Vg log mg (yi|z)— Vg log g (y;|z)
= —BE Zo log > exp(fo(,yj,9i)) > S e wrr s} P To Gy i)~ o @0;0)
L i=1 y; €S\{w1,.-,9i } y; €S\{y1,-- i}
(Eq. (19))
d (yjlx)
= — - Ay . . _ Vg log mg (y;|x
D3] D S TACN ) P L AN p e A AR
i=1 y; €S\{w1,-9i } Yj€
L S\{y1,--5i }
The last equation is because:
Z 1 _ Zyjes\{yl ,,,,, v;} exP(fo(z:y;5,v:)) Vi
> Ve exp(fo(@,y;0,yi)—fo(@,y5,9:)) Zyges\(yl _____ vy pUo(eyly)) — 7 b

S\{ﬁf,yi} S\y1,ewi}

F.1.4 COMPARISON OF GRADIENT UPDATES

DPO updates the model by increasing the likelihood of the preferred response y,, and decreasing
that of the dispreferred response y;. The update weight is larger when the model’s reward estimate
disagrees with the preference. This ensures that learning focuses on correcting mistakes, especially
in cases where the model is misaligned with the observed preference.

MNL-PO-Discrete compares the preferred response ., against all other alternatives y; € S \ {yuw }-
The update weight grows when the reward deviates from the preference, and it is further adjusted
according to the relative reward magnitudes across the choice set. As a result, the gradient not only
enforces the winner against individual competitors but also reflects the overall reward distribution of
the choice set.

MNL-PO-Topk extends this to ranked preferences y; > ... > y | S. The gradient sequentially
enforces each ranking position by comparing y;, @ = 1, ..., k against the remaining alternatives.
Similar to MNL-PO-Discrete, the update is stronger when the reward diverges from the observed
preference and when the competitor’s reward is larger. This design enables the model to learn the
entire preference ranking rather than only the top choice, sharpening distinctions across multiple
ranking positions.

F.2 MALLOWS-RM]J

In this section, we derive the gradients of Mallows-RMJ-PO-Pairwise, Mallows-RMJ-PO-Discrete,
and Mallows-RMIJ-PO-Topk, and then compare their update mechanisms.
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F.2.1 MALLOWS-RMJ-PO-PAIRWISE

The Mallows-RMIJ-PO-Pairwise loss takes the following form:
EMallowszMprofpairwise(779) - _E(x,yw,yl)w'D [log ¢($) : U(f@ (.T, Yi, yw))] .

The gradient of Lyfaliows—RMJ—PO—Pairwise With respect to parameters 6 takes the following formu-
lation:

v9£/l\4allows—RMJ— PO—Pairwise (770)

= —E [log ¢(z) o'(fo (@, y1,yw)) Vofo(®,y1,yuw)]

:5E[ —log ¢(x) U(fe(%yz,yw))(l*U(fe(fr,yzyyw)))'[ve log 7o (y:|) *Velogﬂe(ywmuy

larger weight for less dispersed larger weight when reward estimates are closer decrease likelihood of increase likelihood of ¥+,

where the expectation is with respect to (x, ¥y, y1) ~ D. See Figure 2b for an illustration of ¢’ (-).

F.2.2 MALLOWS-RMJ-PO-DISCRETE
The Mallows-RMJ-PO-Discrete loss takes the following form:

‘CMallowszMprofDiscrete(770) = _E(I,S,yw)ND 1Og ¢($) . Z U(f@ (337 Yi, yw)) .

y'ies\{yw}

The gradient of Lyfallows— RMJ—PO—Discrete With respect to parameters 6 takes the following formu-
lation:

veﬁMallowszMJfPof Discrete (770)

—Ellogole) 3 o Uoloin) Vool

yi €S\{yw}
ZBIE[ —log é(z) Z o( fo (@, yi, yw)) (1 — o(fo(z, yi, yw))) ~[V910g779(yi|x) - Vo log7r19(yw\ac)H7
———
larger weight for less dispersed yi €S\{yw} larger weight when reward estimates are closer decrease likelihood of y; increase likelihood of /4,

where the expectation is with respect to (z, S, y) ~ D.

F.2.3 MALLOWS-RMJ-PO-TOPK
The Mallows-RMJ-PO-Topk loss takes the following form:

k—1
LMallows—RMJ—PO—Topk (T6) = —E (s, 8,4k ~D {log Pz Z (18] —14) T,Yi+1,9i) + Z o(fo(@,y;, yk)))} :
i=1 Y; €S\{y1,-- Uk}

The gradient of Lajaiiows—RMI—PO—Topk With respect to parameters 6 takes the following formula-
tion:

Vo ﬁManows—RMJ—PO—TOpk (7q)

—E{loggﬁ Z (IS =4) o' (fo(, yiv1,9i)) Vafo(x, yirr,yi) + Z o' (fo(x, yj: yx)) V9f9(xvyj7yk)):|
i=1

Y €S\{Y1,--yx }

k—1
= BE l —log ¢(x) Z (18] =) ol fo(z, yiv1,%:))(1 — o(fo(z, yiv1,1:))) ( Vologma(yis1| z) — Velogme(ys| z) )
N—— ~—
larger weight for i=1 larger weight for larger weight when reward estimates are closer decrease likelihood of ;41 increase likelihood of y;
less dispersed top position

+ Z o folz,yj, ur))(1 = o(fo(z, y;5,uk))) ( Velogma(y;| z) — Velogme(ys| )) ],
Y €S\{y1,--ux }

larger weight when reward estimates are closer decrease likelihood of y; increase likelihood of y

where the expectation is with respect to (z, S, u*) ~ D.

20



Under review as a conference paper at ICLR 2026

F.2.4 COMPARISON OF GRADIENT UPDATES

Mallows-RMJ-PO-Pairwise focuses on pairwise comparisons between a preferred response ¥, and
a dispreferred response y;. The gradient increases the likelihood of y,, while decreasing that of y;,
with stronger updates when preferences are less dispersed and when the two responses have similar
rewards. This concentrates learning on the harder, more informative comparisons.

Mallows-RMJ-PO-Discrete generalizes this idea to a set of responses. The update pushes up the
likelihood of the preferred response against all alternatives in S \ {y,,}. Again, the updates are
stronger when preferences are concentrated and when the competing responses are close in reward,
ensuring sharper separation between the winner and its competitors.

Mallows-RMJ-PO-Topk extends to ranked choice feedback. Here the gradient simultaneously
enforces the full ranking: higher-ranked responses are promoted while lower-ranked ones are sup-
pressed. The update is amplified for top positions, for less dispersed preferences, and for cases where
neighboring rewards are close. This design emphasizes both the most critical ranking positions and
the harder comparisons, yielding sharper alignment to the preference order.

G EXPERIMENTAL DETAILS

Our method is implemented by modifying the DPO Trainer and DPO Config inthe TRL library.
We include the modified codes and training scripts in the supplementary materials.

Computation Environment All experiments are implemented in Python 3.10.16 with PyTorch
2.6.0 on a server with 7 NVIDIA H100 GPUs each with 80 GB memory, equipped with Ubuntu
22.04.2 LTS.

Dataset We provide descriptions of the training dataset and evaluation benchmarks in Tables 5
and 6, respectively. We construct a ranking-based preference set for ranked choice training in the
following way. We generate five distinct responses for each prompt in the UltraFeedback dataset (Cui
et al., 2023) using a sampling temperature of 0.8. We then score and rank these five responses with
the Skywork-Reward-V2-Llama-3.1-8B reward model. In the pairwise setup, we adopt the literature’s
tradition and use the top- and bottom- ranked responses as the assortment. For ranked choice training,
we truncate each full ranking to generate the required data.

Open Source Models The Huggingface IDs of the base models and reward model used in our
experiments are listed in Table 4.

Table 4: Base Models and Reward Models Used in Experiments.

Model Huggingface ID
Llama-3-8B-Instruct meta-llama/Meta-Llama-3-8B-Instruct
Gemma-2-9B-it google/gemma-2-9b-it

Skywork-Reward-V2-Llama-3.1-8B  Skywork/Skywork-Reward-V2-Llama-3.1-8B

G.1 TRAINING HYPER-PARAMETER TUNING

By default of TRL, we use adamw_t orch optimizer.

Llama-3-8B-Instruct We adopt a global batch size of 112, a maximum sequence length of 4096,
and a cosine learning rate schedule for one epoch across all training settings. We retrieve the latest
models of the baseline methods; their Huggingface IDs are listed in Table 7. The hyperparameters we
used for training are in Table 8.
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Table 5: Overview of the UltraFeedback Dataset (Cui et al., 2023).

Item Description

Data Scale ~64K prompts
Prompt Sources UltraChat, ShareGPT, Evol-Instruct, TruthfulQA, FalseQA, FLAN

Open-ended dialogue

Instruction-following (writing, coding, summarization, translation)
Factual QA, adversarial/false QA

Standard NLP tasks (classification, reasoning, reading comprehension)

Prompt Types

Response Source  Generated by base model

Ranking Method Scored by Skywork-V2 (Skywork-Reward-vV2-Llama-3.1-8B)

Table 6: Evaluation details for AlpacaEval 2 (Dubois et al., 2024) and Arena-Hard (Li et al., 2024).

# Exs. Baseline Model Judge Model Scoring Type Metric

AlpacaEval2 805 GPT-4-Turbo GPT-4.1-mini Pairwise comparison LC & raw win rate
Arena-Hard 500 GPT-4-0314 GPT-4.l1-mini Pairwise comparison Win rate

Notes: The baseline model refers to the model compared against. GPT-4 Turbo corresponds to GPT-4-Preview-1106.
GPT-4.1-mini corresponds to GPT-4.1-mini-2025-04-14.

Table 7: List of Baseline Models Used in Experiments on Llama-3-8B-instruct.

Baseline Method Huggingface ID

SimPO (Meng et al., 2024) princeton-nlp/Llama-3-Instruct-8B-SimPO-v0.2
DPO (Rafailov et al., 2023) princeton-nlp/Llama-3-Instruct-8B-DPO-v(0.2

RDPO (Park et al., 2024) princeton-nlp/Llama-3-Instruct-§B-RDPO-v0.2
CPO (Xu et al., 2024) princeton-nlp/Llama-3-Instruct-§8B-CPO-v(.2
IPO Azar et al. (2024) princeton-nlp/Llama-3-Instruct-8B-IPO-v0.2
ORPO (Hong et al., 2024) princeton-nlp/Llama-3-Instruct-8B-ORPO-v0.2
RRHF (Yuan et al., 2023) princeton-nlp/Llama-3-Instruct-8B-RRHF-v0.2

SLiC-HF (Zhao et al., 2023) princeton-nlp/Llama-3-Instruct-8B-SLiC-HF-v0.2
KTO (Ethayarajh et al., 2024)  princeton-nlp/Llama-3-Instruct-8B-KTO-v0.2

Gemma-2-9B-it We adopt a global batch size of 112, a maximum sequence length of 2048, and a
cosine learning rate schedule for one epoch. We retrieve the latest models of the baseline methods;
their Huggingface IDs are listed in Table 9. The hyperparameters we used for training are in Table 10.

G.2 DECODING HYPERPARAMETERS

For AlpacaEval 2.0, we adopt the default template for evaluators provided by AlpacaEval. For
Llama-3-8B-Instruct settings, we adopt the following fixed generation config : max new tokens 4096,
temperature 0.7 and top-p 0.1. For Gemma-2-9B-it settings, we adopt the following fixed generation
config: max new tokens 4096, temperature 0.5 and top-p 1.0. For Arena-Hard-v0.1, we use the
default greedy decoding for all settings and methods.

G.3 ROBUSTNESS CHECK

To enhance cross-judge robustness, we additionally employ GPT-5-mini-2025-08-07 as the judge on
Arena-Hard. We report the win rate and 95% confidence interval. The results are shown in Table 11.

H QUALITATIVE EXAMPLES

In this section, we present a series of examples for direct comparisons between our RCPO and
benchmarks, as shown in Table 12—15. These tables showcase the qualitative examples of model
responses.
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Table 8: Hyperparameters for training on Llama-3-8B-Instruct.

Method B8 Learning Rate Warmup
Mallows-RMJ-PO-Pairwise ~ 0.03 3x 1077 0.2
MNL-PO-Discrete 0.01 5x 1077 0.1
Mallows-RMJ-PO-Discrete ~ 0.03 3x1077 0.2
MNL-PO-Top2 0.01 5x 1077 0.1
Mallows-RMJ-PO-Top2 0.01 3x1077 0.1

Table 9: List of baseline models used in experiments on Gemma-2-9B-it.

Baseline Method Huggingface ID

SimPO (Meng et al., 2024)  princeton-nlp/gemma-2-9b-it-SimPO
DPO (Rafailov et al., 2023)  princeton-nlp/gemma-2-9b-it-DPO

Table 10: Hyperparameters for training on Gemma-2-9B-it.

Method B8 Learning Rate Warmup
Mallows-RMJ-PO-Top2 0.01 5x 1077 0.2

Table 11: Evaluation Results for Llama-3-8B-Instruct and Gemma-2-9B-it (Judged by GPT-5-mini).

Base Method WR (%) 95% CI
Base Model 20.9 [19.3,22.7]
CPO (Xu et al., 2024) 23.7 [22.1,25.4]
IPO (Azar et al., 2024) 23.2 [21.6,24.7]
ORPO (Hong et al., 2024) 22.1 [20.5, 23.8]
RRHF (Yuan et al., 2023) 22.3 [20.7,23.8]
SLiC-HF (Zhao et al., 2023) 23.1 [21.5,24.7]
Llama-3-8B-Instruct KTO (Ethayarajh et al., 2024) 21.1 [19.4,22.5]
DPO (Rafailov et al., 2023) 25.9 [24.7,27.3]
R-DPO (Park et al., 2024) 24.9 [22.8,26.4]
SimPO (Meng et al., 2024) 27.2 [25.4,28.7]
Mallows-RMIJ-PO-Pairwise 27.4 [25.8, 28.9]
MNL-PO-Discrete 25.1 [23.1, 27.0]
Mallows-RMJ-PO-Discrete 254 [23.8, 27.3]
MNL-PO-Top2 24.9 [23.6, 26.5]
Mallows-RMJ-PO-Top2 25.8 [24.1,27.5]
Base Model 38.2 [35.9, 40.3]
. SimPO (Meng et al., 2024) 47.0 [45.3,49.0]
Gemma-2-9B-it DPO (Rafailov et al., 2023) 494 [473.51.6]
Mallows-RMJ-PO-Top2 51.0 [48.7, 52.8]
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Table 12: Qualitative Example (SAT Word)

Question: Find the answer that best describes the underlined SAT word. Select the correct option and explain the meaning of the underlined

word.
Despite the cacophony, the student tried to study.
A. Loud sounds  B. Difficult subject  C. Late hour

D. Low lighting

Mallows-RMJ-PO-Top-2

DPO

The correct answer is A. Loud sounds.

The word “cacophony” refers to a harsh, discordant sound or
mixture of sounds, often unpleasant to the ear. In this context,
“despite the cacophony” means that despite the loud and unpleasant
noise, the student tried to study.

Example: The construction site outside my window created a
cacophony of hammering, drilling, and shouting, but I managed to
focus on my work.

The other options don’t fit the context:

B. Difficult subject: The word “cacophony” doesn’t relate to a
challenging academic subject.

C. Late hour: While it’s possible to study at a late hour, the word
“cacophony” doesn’t describe the time of day.

D. Low lighting: This option is unrelated to the concept of loud,
unpleasant sounds.

The correct answer is A. Loud sounds.

The word “cacophony” refers to a harsh, discordant sound or a
mixture of loud, unpleasant noises. In this context, “despite the
cacophony” means that despite the loud and unpleasant sounds (e.g.,
noise from construction, traffic, etc.) surrounding the student, they
still tried to study.

Example: If a student is trying to study in a busy city street or
a noisy café, the cacophony of sounds from cars honking, people
talking, and music playing might be distracting, but the student is
trying to focus despite these unpleasant sounds.

Notes: Compared with DPO, the response generated by Mallows-RMJ-PO-Top-2 also explains why the other options are incorrect.

Table 13: Qualitative Example (Excel Test)

Question: Please write the Excel function name associated with each description.

* Returns the number of days between two dates

* Returns the starting position of a text string within another text string

* Returns the number in the middle of the set of given numbers

Mallows-RMJ-PO-Top-2

DPO

Here are the Excel function names associated with each description:

1. Returns the number of days between two dates:
DATEDIF or DAYS

e DATEDIF is a more flexible function that can calcu-
late the difference between two dates in various units
(days, months, years, etc.), while DAYS is a simpler
function that returns the exact number of days be-
tween two dates.

2. Returns the starting position of a text string within an-
other text string: FIND or SEARCH

e FIND is case-sensitive, while SEARCH is not.

3. Returns the number in the middle of the set of given
numbers: MEDIAN

¢ This function returns the middle value in a set of
numbers, assuming the set is sorted in ascending order.
If the set has an even number of values, MEDIAN
returns the average of the two middle values.

Here are the Excel function names associated with each description:

1. Returns the number of days between two dates:
DATEDIF or DAYS
However, if you want a single function that returns the exact
number of days between two dates, you can use a custom
formula: =A2-A1+1 (assuming Al and A2 are the start and
end dates).

2. Returns the starting position of a text string within an-
other text string: FIND or SEARCH

¢ FIND is case-sensitive, while SEARCH is not.

3. Returns the number in the middle of the set of given
numbers: AVERAGE or MEDIAN

« If you want to return the exact middle value (in case
of an even number of values), you can use
=AVERAGE (MIDIF (A1:A10,1,

COUNT (A1:A10))) (assuming Al:Al0 is the
range of numbers), where MIDIF is a custom array
formula.

¢ Alternatively, you can
=INDEX (A1:A10,MATCH (2, IF (A1:A10
<MIN (A1:A10)+MAX (A1:A10),
ROW (A1:A10),""),0)) (assuming Al:Al0 is
the range of numbers).

e For a simpler approach, you can use
=AVERAGE (A1:A10) and then round to the

nearest integer if needed.
e« For a  more robust

=MEDIAN (A1:A10).

approach, use

Notes: In the Excel test, Mallows-RMJ-PO-Top-2 answered all three questions correctly, whereas DPO incorrectly calculated the mean in the

last question using the average function.
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Table 14: Qualitative Example (Open Question)

Question: Which libraries are the best for developing deep learning scripts in Python?

Mallows-RM J-PO-Top-2

DPO

For developing deep learning scripts in Python, you’ll want to focus
on libraries that provide efficient implementations of neural net-
works, automatic differentiation, and optimization algorithms. Here
are some of the most popular and widely-used libraries:

1. TensorFlow (TF): An open-source library developed by Google.
Provides a Python API, supports both CPU and GPU acceleration,
and has a large community of developers.

Pros: Wide range of pre-built estimators, flexible architecture, good
documentation.

Cons: Steeper learning curve, can be slow for small models.

2. PyTorch: Known for its dynamic computation graph and auto-
matic differentiation. Popular among researchers who prefer a more
Pythonic APL

Pros: Easier to learn, dynamic computation graph, fast prototyping.
Cons: Less mature than TensorFlow, fewer pre-built estimators.

3. Keras: High-level neural networks API written in Python. Can
run on top of TensorFlow, PyTorch, or Theano.

Pros: Easy to use, rapid prototyping, supports multiple backends.
Cons: Limited control over low-level details, not suitable for com-
plex models.

4. Theano: Library from the University of Montreal, focused on
automatic differentiation and symbolic math.

Pros: Strong support for symbolic math, research-friendly, high-
performance.

Cons: Steep learning curve, less user-friendly.

5. Microsoft Cognitive Toolkit (CNTK): A commercial-grade DL
library from Microsoft, known for high-performance computing and
large-scale support.

Pros: High-performance, supports large-scale models, good docu-
mentation.

Cons: Commercial license required for some features, less widely
used.

6. Hugging Face Transformers: Focused on NLP and transformer-
based models, provides pre-trained models and simple interfaces.
Pros: Easy to use, large community, pre-trained models.

Cons: Limited to NLP and transformer-based models.

When choosing a library, consider:

* Your project’s specific requirements (large datasets/complex mod-
els: TensorFlow, PyTorch; simple/rapid prototyping: Keras, Hug-
ging Face).

* Your team’s expertise (familiarity makes adoption easier).

* Computational resources (if limited, Keras or Hugging Face can
run on CPU/GPU).

* Community support (active communities provide better
docs/tutorials).

Ultimately, it’s a good idea to experiment with different libraries to
determine which best fits your needs and preferences. You can also
use libraries like scikit-learn, which provides a unified interface for
various ML algorithms, including some DL techniques.

For developing deep learning scripts in Python, you’ll want to focus
on libraries that provide efficient implementations of neural net-
works and related algorithms. Here are some of the most popular
and widely used libraries:

1. TensorFlow (TF): An open-source library developed by Google.
Popular for deep learning, especially for large-scale projects. Pro-
vides a wide range of tools and APIs for building and training neural
networks.

2. PyTorch: Another open-source library, developed by Facebook’s
Al Research Lab (FAIR). Known for its dynamic computation graph,
automatic differentiation, and ease of use. Particularly popular
among researchers and developers who prefer a Pythonic APIL.

3. Keras: A high-level neural networks API written in Python, capa-
ble of running on top of TensorFlow, PyTorch, or Theano. Provides
an easy-to-use interface for building and experimenting with deep
learning models, suitable for beginners and experts.

4. SciPy: While not exclusively a deep learning library, SciPy’s
scipy.optimize and scipy.signal modules provide use-
ful tools for optimization and signal processing, which are essential
for many deep learning algorithms.

For specific tasks, you may also want to consider the following
libraries:

5. OpenCV (Computer Vision): For tasks such as image and video
processing, feature extraction, and object detection.

6. NLTK (Natural Language Toolkit) and spaCy: For natural lan-
guage processing (NLP) tasks, such as text processing, tokenization,
and language modeling.

7. PyCaffe (optional): A Python wrapper for the Caffe deep learn-
ing framework, useful for deploying pre-trained models.

When choosing a library, consider the following factors:

* Ease of use: If you're new to deep learning, Keras or PyTorch
might be a better choice due to their more Pythonic APIs.

* Performance: TensorFlow and PyTorch are generally more per-
formant for large-scale deep learning tasks.

* Specific requirements: If you need to work with computer vision
or NLP, OpenCV and NLTK/spaCy might be more suitable.

* Community support: All of these libraries have large commu-
nities and extensive documentation, but TensorFlow and PyTorch
have a more extensive ecosystem.

Here’s a rough guideline:

« For beginners: Keras or PyTorch.

« For large-scale deep learning: TensorFlow or PyTorch.

« For specific tasks (computer vision, NLP): OpenCV, NLTK/spaCy,
or library-specific options (e.g., OpenCV for vision).

Remember, you can always use multiple libraries together to achieve
your goals. Happy deep learning!

Notes: The response generated by Mallows-RMJ-PO-Top-2 gives more details of pros and cons when listing the options compared to that

generated by DPO.
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Table 15: Qualitative Example (Equation Solving)

Question: Solve this equation. 28 —4z? +62—-24=0

Mallows-RMJ-PO-Pairwise

DPO

A nice cubic equation! Let’s try to factor it:

1. Start with the given equation:
23— 42 462 —24=(2—3)(z® —2x—8) =0

2. Factor the quadratic inside:

2

- —zxz—8=(x—2)(z+4)=0

3. So we have:
(z —3)(x—2)(x+4)=0
4. This tells us that either:
cx—3=0= =3

cx—2=0=> =2
ez +4=0 = =z —4

Therefore, the solutions to the equation are

A nice cubic equation! To solve this equation, we can try various
methods. Here are a few approaches:

1. Method 1: Factoring
Let’s see if we can factor the left-hand side of the equation:

z® —42® 4+ 62 —24=(z—3)(2° —z—8) =0
Now, we need to factor the quadratic expression inside:

2
x

—z—8=(z—2)(x+4)=0
So, we have:
(x —=3)(z—2)(x+4) =0

This tells us that:

. Method 2: Numerical Methods or Formula
If factoring doesn’t work, we can use numerical methods or
the cubic formula. For example:

—b+v/b2—-3ac
— 38« t

xr =
(2¢+/ (12 —3ac)(3a—2b)+c3)
3a2
In this case, a = 1, b = —4, ¢ = 6. Plugging in the values

gives messy expressions, and after simplification, we don’t
get a neat closed form. The cubic formula often leads to
complicated or approximate solutions.

Conclusion:
The most straightforward approach is factoring, which yields the
solutions:

r=3, =2, x=-—4

These are the exact solutions to the equation:

22— 42% + 65 —24=0

Notes: For the equation-solving task, Mallows-RMJ-PO-Pairwise provided the correct solution, whereas DPO gave an incorrect answer (method 2).
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