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Abstract

This paper presents a model of affect in con-001
versations by leveraging Appraisal Theory as002
a generalizable framework. We propose that003
the multidimensional cognitive model of Ap-004
praisal Theory offers significant advantages005
for analyzing emotions in conversational con-006
texts, addressing the current challenges of in-007
consistent annotation methodologies across008
corpora. To demonstrate this, we present009
AppraisePLM, a regression and classification010
model trained on the crowd-EnVent corpus that011
outperforms existing models in predicting 21012
appraisal dimensions including pleasantness,013
self-control, and alignment with social norms.014
We apply AppraisePLM to diverse conversa-015
tion datasets spanning task-oriented dialogues,016
general-domain chit-chat, affect-specific con-017
versations, and domain-specific affect analy-018
sis. Our analysis reveals that AppraisePLM019
successfully extrapolates emotion labels across020
datasets, while capturing domain-specific pat-021
terns in affect flow – change in conversational022
emotion over the conversation. This work high-023
lights the entangled nature of affective phenom-024
ena in conversation and positions affect flow as025
a promising model for holistic emotion analy-026
sis, offering a standardized approach to eval-027
uate and benchmark affective capabilities in028
conversational agents.1029

1 Introduction030

Affect, which encompasses both emotion and031

mood, is crucial in conversations, influencing dy-032

namics such as empathy, sarcasm, and naturalness033

(Ruusuvuori, 2012). In the domain of conversa-034

tional agents (CAs), recognizing and responding to035

affective cues is essential (Skowron and Paltoglou,036

2011; Yang et al., 2019). Various methodologies037

are employed for incorporating affect into CAs,038

including emotion classification, dimensional rat-039

1Code is available here: https://anonymous.4open.
science/r/appraise-plm

ings, intent annotations, and vicarious emotion rat- 040

ings such as empathy and condolence (Busso et al., 041

2008; Ma et al., 2020; Karna et al., 2020). While 042

affect-annotated datasets exist across general and 043

specialized domains, inconsistencies in annotation 044

schemas and objectives pose challenges for stan- 045

dardizing affect modelling in conversational AI 046

(Liu et al., 2021; Islam et al., 2022). 047

These inconsistencies arise due to variations in 048

annotation methodologies, including differences 049

in unit-level labelling (e.g., turn-wise versus full- 050

conversation annotations) and dataset construction 051

depending on the domain (Liu et al., 2024). More- 052

over, evaluation metrics for contextual affect inter- 053

actions remain limited, coercing a generalization 054

of findings across datasets. Many domain-specific 055

models, such as diff-EPITOME (Lee et al., 2022), 056

are trained within a specific domain but later ap- 057

plied broadly, highlighting the need for standard- 058

ized affect evaluation (Schaaff et al., 2023). A gen- 059

eralizable framework for modelling affect in con- 060

versations could address these challenges, ensuring 061

more consistent benchmarking for conversational 062

agents. 063

This paper proposes that Appraisal Theory pro- 064

vides such a generalizable framework. Appraisal 065

theory conceptualizes emotions as responses to an 066

individual’s evaluation of a stimulus along multiple 067

cognitive dimensions (Ellsworth and Smith, 1988; 068

Scherer, 2005). For example, anger can be charac- 069

terized as an unpleasant, short-lived emotion with 070

low self-control (Roseman and Smith, 2001). Such 071

an approach not only allows for the modelling of 072

emotional intensity and duration but also enables 073

the analysis of affect flow, or how emotions evolve 074

throughout a conversation (Hendriks et al., 2014; 075

Poria et al., 2019b). 076

In this paper, we hypothesizes that: (H1) 077

appraisal-theoretic emotion analysis aligns with 078

existing emotion annotations; and that (H2) such 079

a cognitive analysis captures affect flow: emotion 080
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change over the course of a conversation. To test081

these hypotheses, the paper introduces Appraise-082

PLM, a model for appraisal regression and emo-083

tion classification, trained on the crowd-ENVENT084

corpus. Crowd-EnVENT is a benchmark emotion085

recognition and appraisal analysis corpus which086

provides fine-grained annotations of event descrip-087

tions on 21 appraisal dimensions including pleas-088

antness, self-control, and suddenness (Troiano089

et al., 2023).2090

Our model outperforms existing classifiers and091

regressors on this dataset and is subsequently ap-092

plied to turn-wise appraisal annotation across four093

benchmark conversation corpora: EmoWOZ (Feng094

et al., 2022), EMPATHETICDIALOGUES (Rashkin095

et al., 2019), DailyDialog (Li et al., 2017), and EP-096

TIOME (Sharma et al., 2020). Our results show that097

AppraisePLM improves appraisal estimation per-098

formance on the crowd-ENVENT corpus and can099

extrapolate categorical and emotion labels. Addi-100

tionally, corpus domain influences affect flow, with101

distinct patterns emerging in specific domains (e.g.,102

empathetic conversations improving pleasantness).103

Through this paper, we highlight the intertwined104

nature of affective phenomena and argue towards105

developing appraisal theory as an interpretable in-106

tradomain model of emotion in conversation.107

2 Background and Motivation108

2.1 Emotion Recognition in Conversation109

Emotion recognition in conversation (ERC) often110

relies on Plutchik’s wheel or Ekman’s universal111

emotions for annotation (Plutchik, 1965; Ekman,112

2000). Commonly used general-domain dialogue113

corpora, such as DailyDialog (Li et al., 2017),114

MELD (Poria et al., 2019a), and EmotionLines115

(Hsu et al., 2018), employ a set of basic emo-116

tions like joy, fear, sadness, anger, surprise, disgust,117

and neutral. However, some corpora use varying118

numbers of emotion categories, ranging from fine-119

grained annotations to broader affect labels (Qin120

et al., 2023). The veracity and similarity of emo-121

tions can differ significantly by domain, raising122

questions about the accessibility and identification123

of fine-grained emotions in conversation (Hancock124

et al., 2007; Machová et al., 2023).125

The Valence-Arousal-Dominance (VAD) model126

is a prevalent dimensional model for emotion, with127

IEMOCAP serving as a reference corpus provid-128

2The list of appraisal dimensions are defined and described
in Appendix B

ing both dimensional and categorical emotion la- 129

bels (Busso et al., 2008). The conversation cor- 130

pus’ domain heavily influences the taxonomy and 131

distribution of emotion labels (Rajapakshe et al., 132

2024). For instance, mental health-focused cor- 133

pora may prioritize certain emotions over others 134

compared to general-domain corpora (Saha et al., 135

2022). Additionally, factors such as access to dif- 136

ferent modalities and the number of participants in 137

the conversation can impact the emotion annotation 138

methodology as well (Pereira et al., 2023, 2025). 139

Appendix provides a table to show the inconsis- 140

tencies across emotion annotations in conversation 141

corpora. 142

2.2 Affective Phenomena in Conversation 143

The emotions expressed and perceived by interlocu- 144

tors influence expected conversational behavior, 145

though modeling "emotion shift" remains an open 146

problem (Pereira et al., 2025). Corpora often use di- 147

rect annotation methods to extract relevant affective 148

features and behaviours. For instance, EMPATHET- 149

ICDIALOGUES is a benchmark open-domain empa- 150

thetic conversation corpus that uses 32 fine-grained 151

emotion labels, also applied in EDOS (Rashkin 152

et al., 2019). 153

Some domain-specific corpora, such as EPIT- 154

OME (Sharma et al., 2020), ALOE (Yang and Jur- 155

gens, 2024), PAIR (Pérez-Rosas et al., 2022), and 156

ESConv (Liu et al., 2021) in the mental health 157

domain, do not directly annotate emotion. In- 158

stead, they assess characteristics of empathetic in- 159

teractions using direct annotator ratings, like Emo- 160

tional Interpretation in EPITOME. This approach 161

allows models to access desirable interactional be- 162

haviours without relying solely on emotion (Lah- 163

nala et al., 2022). Metrics from PAIR and EPIT- 164

OME have been used to benchmark open-domain 165

conversational agents, expecting these behaviours 166

in general-domain contexts (Lee et al., 2024). For 167

example, a general-purpose conversational agent 168

should provide condolence, implying expected lin- 169

guistic behaviour with an affective signal (Zhou 170

and Jurgens, 2020). The manner and display of 171

empathy vary with context, relationship, and per- 172

sonality, as noted in the PEC corpus (Zhong et al., 173

2020). 174

2.3 Appraisal Theory in Language and 175

Conversation Analysis 176

Appraisal theory posits that experienced emotions 177

result from cognitive appraisals of event stimuli, 178
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such as pleasantness, suddenness, controllability, or179

alignment with social norms (Ellsworth and Smith,180

1988). This theory offers a view of an experiencer’s181

cognitive state by systematically choosing context-182

appropriate appraisals.183

Appraisal theory has gained prominence in NLP184

and conversation analysis, enhancing emotion clas-185

sification and interpersonal communication studies186

(Balahur et al., 2011; Hofmann et al., 2020). In187

NLP, it improves emotion classification accuracy188

through dimensional models and annotated corpora,189

aiding in understanding how emotions arise from190

event evaluations (Troiano et al., 2022; Resendiz191

and Klinger, 2023). In conversation analysis, ap-192

praisal theory reveals how speakers express atti-193

tudes and manage relationships through evaluative194

language.195

The theory has also had use in analyzing motiva-196

tional interviewing, with the ALOE dataset focus-197

ing on empathetic alignment in therapeutic conver-198

sations using appraisal theory (Yang and Jurgens,199

2024). However, this work is domain-specific and200

lacks correspondence with other categorical or di-201

mensional labels.202

Troiano et al. (2023) introduced the crowd-203

enVENT dataset, consisting of 6,600 emotion-204

inducing event descriptions annotated with 21 ap-205

praisal dimensions, emotion labels, and author de-206

mographics. This dual-perspective annotation al-207

lows for comparing appraisal and emotion recon-208

struction by readers versus computational models,209

providing a human baseline for machine learning210

tasks. Unlike ISEAR, crowd-enVENT was com-211

piled specifically for text analysis, studying the re-212

lationship between appraisals, emotions, and event213

descriptions.214

3 The AppraisePLM Framework215

In this section, we propose AppraisePLM, an216

appraisal-theoretic conversation analysis frame-217

work which estimates the aggregate change(s) and218

patterns in how the interlocutors appraise the con-219

versation over time. First, we test the cross-220

comparability of appraisals with other represen-221

tations (§3.1-3.3) then provide the methodology to222

do the same for conversations (§3.4).223

3.1 Problem Definition224

Given a dataset D = {(ei, li, ci)}Ni=1 where ei is225

the ith event description (text), li = [l1i , l
2
i , ..., l

a
i ]226

is a vector of a event description appraisals, and227

ci ∈ C is a label from the set of n emotion class 228

labels C, we perform the following two tasks. 229

Appraisal Estimation Train a function fapp : 230

Rd → Ra where d is the dimensionality of the 231

encoded event description PLM(ei) and a is the 232

number of appraisals. The objective of this function 233

is to find θapp∗ = argminθapp Lapp such that: 234

Lapp =
1

N

N∑
i=1

1

a

a∑
j=1

(fapp(PLM(ei))j − lji )
2 235

Emotion Classification Upon appraisal estima- 236

tion, train a function femo : Rd×Ra → C, where d 237

is the dimensionality of the encoded event descrip- 238

tion PLM(ei), C is a set of n emotion class labels, 239

and a is the number of appraisals. The objective of 240

this function is to find θemo⋆ = argminθemo Lemo 241

such that: 242

comb = PLM(ei)⊕ fapp(PLM(ei))k 243

Lcomb
emo = − 1

N

N∑
i=1

n∑
k=1

1[ci=k] ∗ ln femo(comb) 244

3.2 Dataset Characteristics 245

The crowd-EnVENT dataset consists of 6,600 246

event descriptions (550 event descriptions for 13 247

emotion labels). Each event is annotated with 21 248

appraisal variables, which are cognitive evalua- 249

tions of the event by the event’s author. The fine- 250

grained emotion labels allow us to analyze how 251

experiencers appraise various emotions (including 252

a no-emotion label). The distribution of appraisal 253

values is skewed, more than 33% of the corpus 254

being either 1 or 5. Their approach for appraisal 255

classification involves a two-class classificaiton, 256

which we do not use as the differences in appraisal 257

values are a critical step in AppraisePLM. 258

3.3 Model Framework 259

The proposed AppraisePLM multitask framework 260

jointly performs appraisal regression and emotion 261

classification using attention-attenuated pretrained 262

language models (PLMs) such as RoBERTa (Liu 263

et al., 2019), DeBERTa (He et al., 2020), MP-Net 264

(Song et al., 2020) and T5 (Raffel et al., 2020); 265

with DeBERTa yielding the best performance. Fig- 266

ure 1 provides a simple schematic of the model 267

architecture. 268
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Figure 1: Model architecture for the AppraisePLM
framework.

T → A. T→ E T + A → E
Model MSE ↓ F1 ↑ F1 ↑
Troiano et. al. (2022) 1.97 0.59 0.60
RoBERTa-large 1.62 0.59 0.67
T5-large 1.12 0.61 0.66
MPNet-base 1.08 0.64 0.70
DeBERTa-large 1.08 0.66 0.71

Table 1: Performance of the AppraisePLM architec-
ture for appraisal estimation and emotion classification.
Emotion classification is done in two modes; with only
text (T → E) and both text and appraisals (T + A → E)
on the crowd-ENVENT corpus.

The event description is embedded using a PLM269

encoder and a multihead attention layer. Each ap-270

praisal dimension has a task-specific multihead at-271

tention layer and linear head. Regression is trained272

with individual MSE losses for all appraisal values.273

Emotion classification utilizes both the PLM rep-274

resentation and predicted appraisal values. The en-275

coded event description is concatenated with the276

predicted appraisal values, normalized and regular-277

ized before being decoded by another multihead at-278

tention layer and a linear classification head. Clas-279

sification is trained on cross-entropy loss.280

We use an AdamW optimizer with a weight281

decay 0.01 and a learning rate 2e−5. We use a282

standard grid search for hyperparameter tuning.283

Training employs Distributed Data Parallel (DDP)3284

on four RTX 2080 Ti GPUs, with a batch size285

of 16 and gradient checkpointing, early stopping286

within three epochs with a maximum training of287

ten epochs. Reproducibility report is provided in288

??.289

3.4 AppraisePLM Results and Performance290

Table 1 presents the test set performance of the291

AppraisePLM architecture on the crowd-enVENT292

dataset, compared to the baseline model. While293

attention attenuation marginally improves appraisal294

estimation, DeBERTa-large achieves the highest295

performance. However, the limited improvement296

3https://pytorch.org/docs/stable/generated/
torch.nn.parallel.DistributedDataParallel.html

Corpus P R F1
EMPATHETICDIALOGUES 0.77 0.79 0.78
DailyDialog 0.63 0.66 0.62
EmoWOZ 0.62 0.56 0.59

Table 2: Zero-shot emotion classification performance
of AppraisePLM (DeBERTa-large; T + A → E) model
on conversation corpora with emotion labels. Compar-
isons are done after label folding, a smaller subset of
the crowd-EnVENT emotion labels are mapped to the
labelling schema of the corpus.

in regression scores reflects the task’s complexity 297

(see Appendix D). 298

Appraisal representations enhance categorical 299

emotion detection, with event descriptions ap- 300

pended with appraisal information yielding a 0.11 301

macro avg. F1 improvement over the baseline. 302

Multi-head attention slightly improves standard 303

emotion classification (T → E. in Table 6), but the 304

AppraisePLM architecture shows a more substan- 305

tial boost when integrating both text and appraisal 306

data. 307

Figure 6 visualizes appraisal estimates across 308

emotions using DeBERTa-large AppraisePLM, 309

with emotions ordered by pleasantness. As ex- 310

pected, no-emotion separates positive and negative 311

emotions, with joy being the most pleasant and dis- 312

gust the least. Unpleasantness follows the inverse 313

trend, while urgency, attention, and other-control 314

exhibit minimal variation across emotions. 315

4 Affect Annotations in Dialogue Corpora 316

In this section, the applicability of AppraisePLM 317

on conversational corpora is examined using four 318

datasets: EmoWOZ, DailyDialog, EMPATHETIC- 319

DIALOGUES, and EPITOME. These datasets vary 320

in emotion annotation schemes, label counts, and 321

domains, so the analysis considers each corpus in- 322

dividually while maintaining methodological con- 323

sistency. 324

AppraisePLM estimates the appraisal dimension 325

for dialogue turn and concatenates them with ut- 326

terance embeddings for zero-shot emotion classifi- 327

cation. The DeBERTa-large AppraisePLM model 328

is used for annotation. Due to differing labelling 329

schemas for some datasets, label folding is applied, 330

and a co-occurrence Emotion category similarities 331

with crowd-EnVENT are assessed, and relevant la- 332

bels are retained for weighted F1-score evaluation. 333
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(a) Dataset: DailyDialog

(b) Dataset: EmoWOZ

Figure 2: Average estimate of each appraisal from the
DailyDialog and EmoWOZ test corpora using the best
performing AppraisePLM DeBERTa-large. The emo-
tion labels are ordered by pleasantness from low (red)
to high (blue).

4.1 DailyDialog334

The DailyDialog dataset is a high-quality, manu-335

ally labeled, multi-turn dialogue dataset designed336

to reflect everyday communication. It contains337

13,118 dialogues, with an average of approximately338

8 speaker turns per dialogue. The dataset covers339

various topics related to daily life, providing a di-340

verse range of conversational context and includes341

manual annotations for topics, dialogue acts, and342

emotion.343

DailyDialog uses a six class emotion classifi-344

cation (anger, fear, disgust, happiness, surprise,345

sadness) along with a no-emotion. The latter is346

almost 80% of the corpus, while in the emotion347

labelled turns, 74% of them are labelled happiness.348

This label skew affected AppraisePLM’s perfor-349

mance. Since the DailyDialog emotion categories350

are a subset of Plutchik’s categories, no label fold-351

ing or merging was performed, computing a strict352

macro weighted F1 score of 0.62 for emotion clas-353

sification using AppraisePLM DeBERTa-large.354

Figure 2a shows the average distribution of ap-355

praisal values across emotion labels for the Daily-356

Dialog corpus. We see that these appraisals are sim-357

ilar to the appraisal distribution by emotion label358

for crowd-EnVENT, except the average valence of359

the no emotion label and the slightly higher pleas-360

Figure 3: A co-occurrence heatmap of predicted emo-
tion category and annotated emotion label for the EM-
PATHETICDIALOGUES corpus. Emotion categories are
predicted for emotionally grounded situations.

antness and unpleasantness estimates of disgust- 361

and fear-labelled conversation turns. 362

4.2 EMPATHETICDIALOGUES (ED) 363

The EmpatheticDialogues (ED) dataset comprises 364

24,850 one-to-one open-domain conversations, 365

with 2,457 in the test set analyzed here. Each 366

conversation features a speaker sharing a personal 367

emotional experience and a listener responding em- 368

pathetically. The dataset includes 32 fine-grained 369

emotions, with 5.1% tagged as "surprised" and 370

1.9% as "faithful", and test set conversations av- 371

eraging 4.2 turns. 372

Since ED uses a custom emotion list, Appraise- 373

PLM’s emotion detection is evaluated using a 374

coarser emotion set. Figure 3 shows that the 375

model effectively distinguishes broad emotional 376
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(a) Appraisal Change by Emotional Reaction

(b) Appraisal Change by Emotion Expression

(c) Appraisal Change by Interpretation

Figure 4: The change in appraisal estimate between the
speaker and response posts of the EPITOME dataset.
Change in appraisal estimates is computed as a3r − a3s
where ar is the average response appraisal and as is the
seeker appraisal, scaled for trend analysis.

categories (e.g., "afraid," "anxious," "apprehen-377

sive," and "terrified" all align with "fear"). It also378

identifies theoretical correlations across annotation379

schemas (e.g., "lonely" and "annoyed" strongly cor-380

relate with "boredom"). Synonym-based label fold-381

ing results are reported in Table 5.382

Appendix Figure 7 presents appraisal estimates383

of emotions, ordered by pleasantness, showing sim-384

ilarities with the crowd-EnVENT corpus (Figure 6).385

The ordering of emotions reflects their perceived386

intensity or arousal (e.g., "furious" vs. "angry" and387

"disgusted" vs. "annoyed"). Notably, while "dev-388

astated" is among the most unpleasant, it is not the389

least pleasant and exhibits higher goal support than390

more negatively valenced emotions. Additionally,391

the range of appraisal estimates in ED is narrower392

than in crowd-EnVENT.393

4.3 EPITOME394

The EPITOME dataset is designed to examine em-395

pathy in text-based, asynchronous conversations,396

incorporating both emotional and cognitive aspects.397

It consists of 10,000 post-response pairs sourced398

from online platforms such as Reddit and TalkLife,399

annotated along three dimensions—Emotional Re-400

action (ER), Interpretation (IP), and Exploration401

(EX)—each rated on a 0-2 scale: ER demonstrates 402

warmth, compassion, or concern, IP reflects an un- 403

derstanding of inferred feelings and experiences, 404

and EX explores aspects of the seeker’s experience 405

not explicitly stated. Since these annotations rely 406

on comparisons between posts, whereas Appraise- 407

PLM annotates individual turns, we reinterpret the 408

dimensions through differences in cognitive ap- 409

praisals. Specifically: High ER corresponds to in- 410

creased pleasantness and other-responsibility while 411

decreasing unpleasantness and self-responsibility; 412

High IP implies minimal change in appraisal 413

values, ensuring emotional alignment with the 414

seeker, and High EX suggests differences in other- 415

control, other-responsibility, and self-responsibility 416

between seeker and response, showing a distinct 417

but similar affect. 418

The heatmap analysis (Fig. 4) highlights two 419

key findings: (1) ER and EX ratings of 1 show 420

greater shifts in appraisals than ratings of 2, and 421

(2) IP ratings of 2 correspond to the lowest aver- 422

age appraisal shifts, indicating stronger alignment 423

between seeker and response posts. 424

4.4 EmoWOZ 425

The EmoWOZ dataset is a large-scale, manually 426

emotion-annotated corpus of task-oriented dia- 427

logues, derived from MultiWOZ. It is designed to 428

examine how user emotions impact task-oriented 429

dialogue systems. EmoWOZ contains 11,434 dia- 430

logues, including both human-human (MultiWOZ) 431

and human-machine (DialMage) dialogues. The 432

analysis focuses on the test set. 433

EmoWOZ employs a custom emotion labelling 434

scheme for task-oriented dialogues, with seven la- 435

bels: neutral, satisfied, dissatisfied, excited, apolo- 436

getic, fearful, and abusive, adapted from the OCC 437

emotion model. Due to differences in domain and 438

classification intent, these labels do not directly 439

correlate between corpora, with "neutral" being 440

overwhelmingly dominant. 441

Figure 2b shows distinct appraisal profiles across 442

emotion labels. The "neutral" category serves as 443

a separator between positive and negative states. 444

We can see that emotion ordering by pleasant- 445

ness aligns with emotional valence. The range 446

of appraisal values in EmoWOZ is lower than in 447

other conversational datasets, likely due to the task- 448

oriented nature of dialogues, which exhibit less 449

emotional variability than chit-chat. Categorical 450

labeling alone would not highlight such differences 451

effectively. Table 2 indicates that emotion detec- 452
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tion is more challenging in EmoWOZ, partly due453

to label imbalance, with notably fewer "abusive"454

and "dissatisfied" conversation turns.455

5 Affect Flow in Conversation456

So far, we have used appraisal theory to analyze457

categorical emotions in multi-turn dialogues. In458

this section, we extend this by modelling affect459

flow – how emotional appraisals evolve through-460

out a conversation. This is achieved by tracking461

shifts in appraisal dimensions between speakers462

and turns across multiple corpora. A key method-463

ological refinement involves a power function trans-464

formation, which amplifies subtle but consistent465

variations in appraisal values, making it possible466

to discern meaningful patterns in conversational467

emotion shifts (as we did with EPITOME in §4.3).468

To investigate affect flow, we model the gradi-469

ent of appraisal values at each turn, differentiat-470

ing between speaker and listener contributions to471

emotional evolution. Since appraisal shifts can be472

too subtle when averaged over an entire corpus, we473

categorize conversations by emotion to examine ap-474

praisal changes more precisely. The gradient analy-475

sis quantifies how a speaker’s current appraisal es-476

timate relates to the listener’s next estimate, reveal-477

ing that different corpora exhibit distinct patterns478

of emotional adaptation. We present our observa-479

tions below. We refer to Figure 5 to examine the480

change in appraisals over time for a sample of the481

corpora.482

EmoWOZ has the highest gradient and lowest483

central tendency for appraisal estimates, indicating484

large fluctuations in emotion appraisals over a con-485

versation ((Figure 5a, 5b)). Conversations labelled486

satisfied exhibit strong positive valence shifts, with487

both speakers increasing appraisals of pleasantness488

and goal support over turns. In contrast, conversa-489

tions labelled dissatisfied show an amplifying ef-490

fect for positive appraisals and a dampening effect491

for negative appraisals by the second interlocutor,492

highlighting a different form of emotional adapta-493

tion compared to the other corpora.494

EmpatheticDialogues (ED) contains the short-495

est conversations on average and shows low vari-496

ation in appraisal shifts between turns (Figure 5e,497

5b). Conversations in this corpus display empathic498

matching (Wondra and Ellsworth, 2015) for both499

positive and negative emotions: speakers and lis-500

teners tend to align their appraisals over time, lead-501

ing to appraisal gradients closer to zero. The 502

happy/joyful category exhibits strong alignment, 503

consistent with theoretical expectations of interac- 504

tional empathy, where interlocutors appraise events 505

similarly over successive turns. 506

DailyDialog (DD) exhibits higher variation in 507

appraisal gradients, particularly for negative emo- 508

tions, suggesting that emotional shifts are more 509

dynamic ((Figure 5c, 5d)). Unlike ED, where emo- 510

tion directionality is clear (seeker vs. provider), 511

DD does not enforce speaker roles. Either partici- 512

pant can elicit emotion, leading to non-uniform af- 513

fect flow. Despite this variability, a general trend of 514

appraisal convergence is observed over time, partic- 515

ularly for emotions like joy and sadness, although 516

sadness shows a distinct decrease in unpleasantness 517

near the end of conversations. 518

EPITOME Unlike the other corpora, EPITOME 519

exhibits appraisal shifts where emotional conver- 520

gence occurs but with different dominant appraisal 521

dimensions. While pleasantness and unpleasant- 522

ness remain key indicators, dimensions such as 523

self-responsibility, other-responsibility, attention 524

(for emotional expression), and not consider (for 525

emotional reaction) play a larger role in distinguish- 526

ing response quality. Higher quality responses, as 527

measured by reaction, interpretation, and expres- 528

sion ratings, show distinct appraisal characteristics, 529

reinforcing the importance of nuanced appraisal 530

dynamics in emotion modelling. 531

6 Discussion 532

Appraisal theory, as a model of emotion realized in 533

text, is based on post-hoc or simulated appraisals 534

of cognitive dimensions correlated with universal 535

emotion labels. We approximate conversation seg- 536

ments (situation, turn, or response) as event descrip- 537

tions, assuming that post-hoc contextual rating of 538

appraisals preserves the relationship between se- 539

mantic and cognitive representations of affect. Our 540

analysis of conversational corpora using appraisal 541

estimation yields mixed quantitative results but of- 542

fers promising qualitative insights. Label incon- 543

sistencies complicate the evaluation of emotion 544

detection in AppraisePLM. 545

In this section, we examine the veracity of the 546

hypotheses mentioned in §1. 547
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6.1 H1: Aligning with Extant Affect548

Annotations549

In H1, we hypothesized that appraisal-theoretic550

emotion analysis aligns with existing emotion an-551

notations. We tested this at multiple levels by exam-552

ining patterns of appraisal estimates for the overall553

corpus, characterized by its domain and annotation554

level (conversation, turn, or response).555

We found that fully textual corpora, such as EM-556

PATHETICDIALOGUES and DailyDialog, exhibit557

significantly higher alignment in categorical labels558

between the AppraisePLM emotion classification559

and existing annotations. This finding is notable, as560

both corpora have different approaches and goals561

for affect annotation. However, the domain of af-562

fect annotation poses challenges for quantitative563

analysis.564

For instance, in the EPITOME corpus, changes in565

appraisal estimates between utterance and response566

align with the definitions of the annotated dimen-567

sions, while appraisal-informed emotion classifi-568

cation reflects the source of the conversation. A569

similar domain effect is observed in EmoWOZ,570

where emotion classification scores after label fold-571

ing were baseline, but trends in appraisal by turn572

and speaker correspond to action states in the cor-573

pus.574

In summary, appraisal theory shows reasonable575

alignment with existing affect annotations in con-576

versational corpora, providing additional cognitive577

insights. Using appraisal theory as the grounding578

emotion annotation in general domain conversa-579

tions would significantly improve the performance580

and reliability of the AppraisePLM approach.581

6.2 H2: Appraisal Change as Affect Flow582

In H2, we hypothesized that cognitive analysis cap-583

tures affect flow, examined as emotion change over584

the course of a conversation. We observed that585

not all appraisals are relevant to a conversation586

or domain and may change minimally. However,587

those appraisals that do change exhibit a small but588

consistent gradient when aggregated over the con-589

versation.590

Section §5 details findings from one approach to591

examining affect flow using the power-amplified592

difference of appraisal estimates between conver-593

sation turns. Appraisal gradients differ by dataset:594

EMPATHETICDIALOGUES exhibits low appraisal595

shifts, DailyDialog shows greater variability in neg-596

ative emotions, and EmoWOZ presents the high-597

est appraisal gradient with distinct trends for sat- 598

isfaction and dissatisfaction. Empathic matching, 599

where interlocutors align appraisals over time, is 600

evident in positive emotions across EMPATHETIC- 601

DIALOGUES and DailyDialog. However, Daily- 602

Dialog lacks directional speaker roles, leading to 603

broader variability in emotional elicitation. The 604

EPITOME corpus demonstrates distinct appraisal 605

relevance, with dimensions like responsibility and 606

attention influencing response quality. 607

In summary, changes in appraisal estimates rep- 608

resent emotion change in conversation. The mul- 609

tidimensionality and cognitive nature of appraisal 610

theory reinforce its utility in emotion modeling and 611

highlight corpus-specific affective dynamics. 612

7 Conclusion 613

In this paper, we introduced AppraisePLM, a mul- 614

titask learning model designed to estimate ap- 615

praisal dimensions and emotion categories using 616

the crowd-EnVENT dataset. By applying our 617

model to various conversational corpora, we lever- 618

aged its fine-grained dimensional representation of 619

emotion to analyze affect flow—the subtle evolu- 620

tion of emotions within a conversation as it pro- 621

gresses. 622

Our findings demonstrate that appraisal theory 623

provides a valuable framework for examining how 624

emotions manifest in conversational data. While 625

the crowd-EnVENT dataset is not a dialogue cor- 626

pus, our results support the feasibility of using 627

appraisal-based models to examine emotion dynam- 628

ics in conversation. We observed not only improved 629

appraisal estimation and emotion classification per- 630

formance over baseline models but also reasonable 631

success in appraisal-informed zero-shot emotion 632

classification. 633

We identify two key applications for this ap- 634

proach. First, benchmarking affective conversa- 635

tional agents, such as those designed for emotional 636

support or empathetic interaction, by assessing 637

how their responses modulate appraisal dimen- 638

sions. Second, informing agent response expec- 639

tations when expressing specific emotions, offering 640

insights into emotionally intelligent dialogue sys- 641

tems. These findings highlight the potential of Ap- 642

praisePLM in advancing computational approaches 643

to emotion modeling and affective dialogue analy- 644

sis. 645
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Limitations646

This work has several important limitations that647

should be acknowledged. Firstly, we assume that648

appraisal annotation for conversations occurs in649

the same way as for statements or short-form text,650

which may not always be the case. Additionally,651

we presume that emotions are appraised similarly652

in human-human and human-machine interaction653

contexts, an assumption that requires further inves-654

tigation. The granularity of our approach, while655

providing more detailed insights, also increases the656

potential for errors. We utilized 21 dimensions be-657

cause it was possible, but future research should658

determine which of these dimensions are most ap-659

plicable and relevant. Our current system employs660

power amplification of differences between val-661

ues to identify interaction trends, which could be662

critiqued as potentially highlighting insignificant663

variations. A more robust approach would involve664

the development and use of conversationally de-665

fined and annotated corpora based on appraisal666

theory, given its relationship to and generality of667

emotion categorization systems. Lastly, the lack of668

longitudinal data prevents us from observing how669

appraisal patterns might change over time in ongo-670

ing human-machine interactions. Addressing these671

limitations in future research will be crucial for672

advancing our understanding of emotion appraisal673

in human-machine conversations.674
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A A Review of Emotion Annotations in 915

Conversational Corpora 916

Table 3 shows the wide range of contemporary emo- 917

tion classification and affect-annotated datasets. 918

We see that there is little consistency in the emotion 919

labelling, dimensionality, representation and expec- 920

tation of emotion as a latent property of interaction. 921

Standard 922

B Crowd-EnVent Dataset and Appraisal 923

Definitions 924

B.1 Dataset Description 925

The crowd-EnVENT dataset consists of 6,600 in- 926

stances of emotion-inducing event descriptions. 927

Each event is annotated using 21 appraisals as well 928

as the stable properties of text authors (demograph- 929

ics, personality traits). The dataset also captures 930

categorical emotion. The data was collected from 931

English native speakers from diverse backgrounds, 932

not limited to college students. The dataset is an- 933

notated and validated by external crowdworkers 934

who read the descriptions and inferred the original 935

appraisals. 936

The distribution of labels for this corpus are pro- 937

vided in Table 4. 938

B.2 Appraisal Definitions 939

The crowd-ENVENT corpus highlights 21 appraisal 940

dimensions, which can be categorized based on 941

four affective state responses as established by 942

Scherer (2005). These categories, which the pa- 943

per and subsequent model treat as evaluation objec- 944

tives, can be described as: 945

1. Relevance: Relevance may be determined as 946

a combination of novelty, intrinsic pleasant- 947

ness, and importance towards an experiencer’s 948

goal or objective; i.e. the relevance appraisal 949

criterion determines the experiencer’s famil- 950

iarity with the event responsible for the emo- 951

tion as well as linguistic cues about its align- 952

ment with the expected goals and outcomes. 953

2. Implication: Implication is seen as a com- 954

bination of the causality of the agent, con- 955

duciveness of the situation towards the goal, 956

anticipation of the consequence of the event, 957

and the relative urgency of response to a given 958

situation. 959

3. Coping: Coping as an appraisal objective ex- 960

amines how an experiencer handles the sit- 961
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Dataset Name Type Annotation Layer Domain Size

EMPATHETICDIALOGUES Conversations 32 emo cat dialogue General Empathy 24,850
EPITOME Reddit 3 2pt dim response Mental Health 10,143
WASSA Conversations 3 5pt dim response Empathic News Reactions 12,601
Condolence Reddit Distress/support comment Online Support 14.1M
ALoE Reddit Empathy levels post Mental Health 10,000+
ESConv Conversations Support strategies turn Mental Health 1,053
DailyDialog Conversations 5 emo cat turn General Domain 13,118
MELD Conversations (M.P) 3 senti + 7 emo cat turn Movie Dialogues 13,708
IEMOCAP Conversations 3 5pt dim + 7 emo cat turn Multimodal Interaction 10,039
EmoWOZ Conversations 3 senti + 7 emo cat turn Task Oriented 11,434
Twitter-Customer Tweet-Response 3 5pt dim + 7 emo cat turn Customer Service 9,000+

Table 3: Overview of benchmark conversation corpora with emotion or affect annotations, highlighting the disparity
between them. Corpora marked in bold are studied extensively in this paper. cat refers to categorical labels;
npt dim refers to an n point dimensional Likert scale; senti refers to sentiment categories; emo refers to emotion
categories. The disparity in emotion and affect annotations is apparent, depending on source and context. M.P refers
to multi-party conversations. Size is measured in number of dialogues/conversations

Label Frequency

5 1197
1 1034
4 859
2 627
3 603

Table 4: Distribution of labels from 1 to 5 in crowd-
EnVENT, showing the label skew towards 1 and 5.

uation both in terms of their experience of962

control over the situation as well as the ad-963

justment “felt necessary” by the experiencer.964

Some formalisms of the coping objective ac-965

count for the experiencer’s “power” during966

the experience. Troiano et al. (2023) replaces967

this with the dimension of ‘effort’ instead.968

4. Normative Significance: The normative sig-969

nificance of an event or situation is the degree970

of conformity that the response to that situ-971

ation has to personal ideals as well as with972

external laws or norms, which may be based973

on the experiencer’s social or cultural environ-974

ment.975

These definitions are based on two critical un-976

derpinnings: that the person examining the event977

is also contextually involved in the event and out-978

come, and that this is a retrospective cognitive out-979

come of a given event. Given the methods adopted980

by Troiano et al. (2023) for curating the corpus,981

such an assumption is justified. However, in its982

applicability to dialogue, a principally reformu-983

lated set of appraisals would have to be determined.984

For example, the event in question could be the 985

statement made by another conversation partici- 986

pant, or the scoping of other responsibility and 987

others’ control would be limited to the other con- 988

versation participant, and any individual external 989

to the conversation be treated as a part of the "sit- 990

uation". However, the suitability of appraisals is 991

beyond the scope of a feasibility study and is a 992

promising avenue for future work given that this 993

work establishes the noticeable enrichment to dia- 994

logue done by an appraisal based approach. 995

C AppraisePLM: Implementation Details 996

C.1 Experimental Setup 997

All experiments were conducted using the PyTorch 998

deep learning framework in conjunction with the 999

Hugging Face transformers library. Model train- 1000

ing was performed on a system equipped with four 1001

NVIDIA RTX 2080 Ti GPUs, employing mixed 1002

precision training (FP16) to enhance computational 1003

efficiency and memory utilization. 1004

C.2 Dataset and Preprocessing 1005

Text inputs were tokenized using a maximum se- 1006

quence length of either 128 or 256 tokens, depend- 1007

ing on the specific model configuration. No ad- 1008

ditional preprocessing steps, such as lowercasing, 1009

stopword removal, or normalization, were applied. 1010

For the appraisal prediction task, appraisal val- 1011

ues were directly used as regression labels. In 1012

the emotion classification task, when incorporat- 1013

ing appraisal features, these values were projected 1014

through a linear transformation to ensure dimen- 1015

sional compatibility before classification. 1016
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Objectives Dimensions Definition

R
el

ev
an

ce

Suddenness The situation or event was sudden or abrupt to the experiencer.
Familiarity The situation or event was familiar to the experiencer.
Predictability The experiencer could have predicted that the event would occur

or the situation would arise.
Attention The experiencer had to pay attention to the situation.
Not Consider The experiencer tried to shut the situation out of their mind.
Pleasantness The situation or event was a pleasant experience.
Unpleasantness The situation or event was an unpleasant experience.
Goal Relevance The experiencer expected the event to have important conse-

quences for them.

Im
pl

ic
at

io
n

Self Responsibility The experiencer believes that the event occurred because of
their behaviour.

Other Responsibility The experiencer believes that the event occurred because of
somebody else’s behaviour.

Situational Responsibility The experiencer believes that the event occurred because of
circumstances external to them, such as chance, special circum-
stances, or natural forces.

Goal Support The experiencer expected a positive outcome of the event for
them (this is different from goal relevance as an “important”
event does not necessitate the belief of a positive outcome).

Consequence Anticipation The experiencer anticipated the consequences of the event.
Urgency The experiencer believes that the event requires an immediate

response.

C
op

in
g

Own Control The experiencer believes they can influence the ongoing of the
event.

Others’ Control The experiencer believes that someone other than them was
influencing the ongoing event.

Chance Control The experiencer believes that the situation was the result of
outside influences of which nobody had control.

Anticipated Consequence The experiencer anticipated the outcome of the event based on
their past experiences.

Effort The experiencer believes that the event required additional (“a
great deal of”) effort to deal with.

N
.S

. Standards The event clashed with the experiencer’s standards or ideals.
Social Norms The actions that produced the event violated laws or socially

accepted norms.

Table 5: With appraisal objectives defined, each appraisal dimension can be examined based on the appraisal
objective they contribute to. The appraisal dimensions can be defined based on the questions asked to annotators to
examine a specific situation or event. N.S. refers to the Normative Significance objective.
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Text → Appr. Text → Emo. Text + Appr. → Emo.
Model MSE ↓ MAE ↓ RMSE ↓ P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑
Troiano et. al. (2022) 1.97 3.22 1.40 0.62 0.59 0.59 0.62 0.60 0.60
RoBERTa-large 1.62 2.96 1.11 0.62 0.59 0.60 0.66 0.67 0.67
T5-large 1.64 2.77 1.12 0.63 0.61 0.61 0.63 0.65 0.66
MPNet-base 1.49 2.68 1.08 0.66 0.64 0.62 0.64 0.70 0.70
DeBERTa-large 1.44 2.60 1.08 0.67 0.65 0.66 0.73 0.71 0.71

Table 6: Performance of the AppraisePLM architecture for the appraisal regression and emotion classification
models on regression. Categorical emotion detection is done in two modes; with only text (Text → Emo.) and
both text and appraisals (Text + Appr. → Emo.) on the crowd-ENVENT corpus. Baseline refers to the baseline
RoBERTa-large regressor used in Troiano et. al. (2022). Per-appraisal performance and comparisons for Text →
Appr. are provided in Appendix C.

C.3 Model Architectures and Training1017

C.3.1 Appraisal Prediction Model1018

Four pretrained language models (PLMs) were uti-1019

lized: RoBERTa-large, DeBERTa-large, MPNet-1020

base, and T5-large. Each PLM was augmented1021

with a multihead attention layer comprising 8 atten-1022

tion heads and 2 layers, with a hidden size equal1023

to that of the PLM embedding layer. The output of1024

the attention mechanism was subsequently passed1025

through a fully connected layer for final label pre-1026

diction.1027

Optimization was performed using the AdamW1028

optimizer with a linear learning rate decay sched-1029

ule. The models were trained using Mean Squared1030

Error (MSE) loss with balanced class weighting.1031

An attention weight decay of 1×10−3 was applied,1032

and a dropout rate of 0.01 was employed between1033

sequential layers, except for T5, where a dropout1034

rate of 0.001 yielded superior performance. To mit-1035

igate exploding gradients, gradient clipping was1036

applied after the attention layer. Training was con-1037

ducted for a maximum of 10 epochs, with early1038

stopping enforced using a patience of 3 epochs. On1039

average, model convergence was achieved in 4.61040

epochs.1041

C.3.2 Emotion Detection Model1042

Two variations of the emotion detection model1043

were developed: a text-only model and a text +1044

appraisal model. The text-only model followed1045

the architecture: PLM embeddings → attention1046

layer → classification layer. The text + appraisal1047

model incorporated appraisal features by concate-1048

nating them with text-based embeddings after pass-1049

ing them through a linear projection layer to ensure1050

dimensional alignment before classification.1051

For classification, cross-entropy loss with bal-1052

anced class weighting was utilized. Model perfor-1053

mance was evaluated using Precision, Recall, and1054

F1-score.1055

C.4 Hyperparameter Selection 1056

A comprehensive grid search was conducted to 1057

determine optimal values for batch size, maximum 1058

sequence length, dropout rate, and attention weight 1059

decay. The final hyperparameter selections were as 1060

follows: 1061

• Batch size: 16, except for RoBERTa, where a 1062

batch size of 8 was optimal. 1063

• Maximum sequence length: 128, except for 1064

RoBERTa, where a length of 256 performed 1065

best. 1066

• Dropout rate: 0.01, except for T5, where 1067

0.001 was more effective. 1068

• Attention weight decay: 0.01. 1069

• Learning Rate: 2e-5 1070

All models employed a linear decay learning rate 1071

schedule, with gradient clipping applied after the 1072

attention layer to prevent gradient explosion. 1073

C.5 Evaluation and Baselines 1074

For appraisal prediction, model performance was 1075

assessed using Mean Squared Error (MSE), Mean 1076

Absolute Error (MAE), and Root Mean Squared 1077

Error (RMSE). Emotion classification performance 1078

was evaluated using Precision, Recall, and F1- 1079

score. 1080

As a baseline, our models were compared against 1081

a simple RoBERTa classifier released by the dataset 1082

authors. This baseline does not incorporate an at- 1083

tention mechanism and can be interpreted as an 1084

ensemble of single-task models rather than a fully 1085

integrated multitask model. 1086

C.6 Statistical Analysis 1087

To determine statistical significance, paired t-tests 1088

and ANOVA tests were conducted to compare 1089
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model performance. These tests were performed1090

both across different PLM architectures and be-1091

fore and after hyperparameter tuning. The results1092

demonstrated statistically significant improvements1093

in model performance following hyperparameter1094

optimization.1095

C.7 Reproducibility Considerations1096

To ensure the reproducibility of our results, ran-1097

dom seeds were set for model initialization, data1098

shuffling, and optimizer state. Additionally, all hy-1099

perparameters, training procedures, and evaluation1100

metrics are comprehensively documented in this1101

report. All models were trained under controlled1102

computational conditions to facilitate consistency1103

and comparability across experimental runs.1104

D AppraisePLM: Performance Analysis1105

Details1106

Since different datasets had a differing number of1107

labels and we did not employ a semantic space im-1108

plementation, we perform label folding in order to1109

evaluate the AppraisePLM model. Here, we detail1110

the emotion mapping used. Given the label skew in1111

the EmoWOZ and DailyDialog datasets, the emo-1112

tion detection metrics were computed excluding1113

the neutral emotion label.1114

EMPATHETICDIALOGUES (ED) Since the ED1115

corpus has 32 fine-grained emotions to the 13 (121116

without no-emotion), we had to label fold from1117

ED into crowd-EnVENT, i.e. predictions made by1118

AppraisePLM would be considered true positive1119

for more than one label of the ED corpus. We1120

folded by synonymy, where each crowd-EnVENT1121

emotion label was mapped as follows:1122

crowd-EnVENT ED

anger angry, annoyed, furious, disappointed
boredom None
disgust disgusted
fear afraid, anxious, apprehensive, terrified
guilt guilty
joy joyful, excited, content
no-emotion None
pride proud
relief prepared, hopeful
sadness sad, devastated
shame ashamed, embarrassed
surprise surprised
trust trust, grateful, faithful, caring

Removed confident, nostalgic, sentimental

Table 7: Emotion categories and their associated terms
from the crowd-EnVENT to the ED corpus

We do preserve the labels for qualitative tessting,1123

as can be seen for Figure 3.1124

DailyDialog (DD) uses Plutchik’s emotion la- 1125

bels: anger, disgust, fear, happiness, sadness, and 1126

surprise. However, from crowd-EnVENT, it is 1127

missing the labels boredom, guilt, shame, trust, 1128

pride, and relief. Therefore, we had to label fold 1129

from DD out of crowd-EnVENT, i.e. one or more 1130

predictions made by AppraisePLM would be con- 1131

sidered true positive for the same label of the DD 1132

corpus. We folded here by affective synonymy, 1133

where each crowd-EnVENT emotion label was 1134

mapped as follows: 1135

crowd-EnVENT DD

anger anger
boredom no emotion
disgust disgust
fear fear
guilt sadness
joy happiness
no-emotion no emotion
pride happiness
relief happiness
sadness sadness
shame sadness
surprise surprise
trust happiness

Table 8: Emotion categories and their corresponding
mapped categories from crowd-EnVENT to the DD
corpus.

EmoWOZ EmoWOZ uses a novel emotion la- 1136

belling scheme tailored to task-oriented dialogues, 1137

with seven emotion labels: Neutral, Satisfied, Dis- 1138

satisfied, Excited, Apologetic, Fearful, and Abu- 1139

sive. Interestingly, this system is adopted from the 1140

OCC emotion annotation schema (), which has its 1141

roots in early cognitive emotion theory. In fact, ap- 1142

praisal dimensions could theoretically be directly 1143

mapped to certain labels. However, practically, due 1144

to the presence of an overwhelmingly large cate- 1145

gory of no emotion, and the difference in source 1146

corpus of event descriptions and rarget corpus of 1147

textual instructional conversation, we do not use a 1148

semantic space representation of the OCC model, 1149

though we leave it up to future work. Instead, we 1150

follow an OCC mapping elicited by Steunebrink, 1151

Dastani, and Meyer (2009, Figure 2) . 1152

The model performed worst on this dataset, 1153

partially because of the label skew, partially be- 1154

cause the OCC mapping from crowd-EnVENT to 1155

EmoWOZ is less than satisfactory. The goal of an 1156

appraisal-based model is to have an interpretable 1157

semantic space adaptable to the affective lexicon 1158
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crowd-EnVENT EmoWOZ

anger dissatisfied
boredom None
disgust abusive
fear fearful
guilt apologetic
joy satisfied
no-emotion no emotion
pride satisfied
relief satisfied
sadness fearful
shame apologetic
surprise None
trust satisfied

Table 9: Emotion categories and their corresponding
mapped categories from the crowd-EnVENT to the
EmoWOZ corpus.

of a domain in order to avoid doing label mapping1159

or using an uninterretible semantic space instead.1160

E Appraisal Distributions by Emotion1161

Label for Conversational Corpora1162

In Section §4, we presented the mean appraisal1163

estimates of emotion in the EmoWOZ and DailyDi-1164

alog dataset. Figure 6 and 7 show the distribution1165

of appraisal values by emotion category for crowd-1166

EnVENT and estimates for ED respectively.1167
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(a) Dataset: EmoWOZ; Emotion Category: Satisfied (b) Dataset: EmoWOZ; Emotion Category: Dissatisfied

(c) Dataset: DailyDialog; Emotion Category: Happy (d) Dataset: DailyDialog; Emotion Category: Angry

(e) Dataset: EmpatheticDialogues; Emotion Category: Joyful (f) Dataset: EmpatheticDialogues; Emotion Category: Anger

Figure 5: The average gradient of change between appraisal estimates for an average number of turns isolated by
emotion category. Each turn shows the gradient, i.e. the amplified power difference between the speaker and listener
across conversational turns. We see that the way corpora expect models to handle the same emotion differs greatly
based on the dataset and context. The legend is shared across all graphs.
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Figure 6: Average estimate of each appraisal from the
crowd-enVENT test corpus. The emotion labels are
ordered by pleasantness from low (red) to high (blue).

Figure 7: Average estimate of each appraisal from the
EMPATHETICDIALOGUES test corpus using the best
performing AppraisePLM DeBERTa-large. The emo-
tion labels are ordered by pleasantness from low (red)
to high (blue).
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(a) Dataset: DailyDialog; Emotion Category: Sad (b) Dataset: DailyDialog; Emotion Category: Surprise

(c) Dataset: EmpatheticDialogues; Emotion Category: Sad (d) Dataset: EmpatheticDialogues; Emotion Category: Surprise

Figure 8: Comparing gradients from some other emotion labels in the EMPATHETICDIALOGUES and DailyDialog
corpora.
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