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ABSTRACT

As artificial intelligence (AI) systems play a central role in decision-making, the
need for explainability becomes more critical. Effective explanations must bal-
ance two key objectives: faithfully representing the model’s behavior while re-
maining reasonable and useful to humans. This dual requirement makes alignment
a fundamental challenge in explainable Al (XAI). Research in human-centered
XAI (HCXAI) has introduced guidelines and evaluation methods to enhance the
accessibility and usability of explanations. These efforts have led to concrete
strategies for incorporating human prior knowledge in the explainability pipeline.
However, prioritizing human-centricity often comes at the cost of accurately re-
flecting the model’s reasoning, behavior, and internal functioning. In this paper,
we rigorously define explainability alignment, ensuring explanations remain both
model- and human-centric without sacrificing one for the other. To maintain this
balance, we propose targeted human interventions that enhance interpretability
while preserving the core objective of XAl: making black-box models more trans-
parent. To structure these interventions, we present the Processing, Priming, and
Probing (PPP) framework, which categorizes different intervention strategies for
achieving explainability alignment. They encompass (1) modifications to final
explanations, (2) prior adjustments within a fixed XAl pipeline, and (3) novel ap-
proaches to designing and refining explanations with human supervision. Equip-
ping researchers with such a framework will facilitate the development of more
aligned explainability methods.

1 INTRODUCTION

As artificial intelligence (AI) systems become increasingly integrated into high-stakes decision-
making processes and advances into the realm of personalization, they introduce new chal-
lenges (Kirk et al.| |2024) that underscore the need for a deeper understanding of model behavior.
Explainable AI (XAI) aims to provide insights into model behavior, but a key challenge persists:
ensuring that explanations align with both the model’s reasoning and human expectations.

Existing research in human-centered XAI (HCXAI) has explored various strategies for generating
explanations that are more understandable and accessible to users. Prior work has focused on design-
ing user-centered explanation frameworks (Liao & Varshney, 2021} [Baber et al., 2024; Ehsan et al.,
2023)) and evaluating explainability methods from a human perspective (Kim et al.| 2024} |Colin
et al., 2022; Nauta et al., [2023). [Sanneman & Shah| (2022) introduce the SAFE-AI framework,
incorporating concepts from human factors literature—such as situation awareness, workload, and
trust—into both the design and evaluation of XAl systems. Additionally, foundational research in
interpretable machine learning (iML) has established criteria for assessing interpretability with a
strong emphasis on human perception and understanding (Doshi-Velez & Kim,|2017)). While these
efforts have made valuable contributions, they primarily focus on defining human-centered require-
ments for XAI and quantifying human-centricity in XAI, with only a few suggestions for concrete
strategies, lacking a unified framework of human interventions.

Parallel to HCXALI, research in informed machine learning has introduced taxonomies to integrate
scientific knowledge into AI models to improve prediction accuracy (Von Rueden et al.,[2021)). This
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Figure 1: Summary of the Processing, Priming, and Probing framework. Human interventions to
align model-centric explanations happen at different stages in the explainability pipeline, post-hoc,
prior, or during the explanation generation process, with different levels of human supervision.

approach has been extended to XAl by Beckh et al.|(2021) that propose a framework to incorporate
prior knowledge into the ML pipeline or explainability methods to enhance interpretability. How-
ever, it predominantly focuses on enhancing explanations with prior knowledge to make them more
accessible and contextualized (Beckh et al.l 2021]), rather than ensuring alignment between meeting
human expectations and reflecting the model’s behavior.

This raises a fundamental issue: explanations that appear intuitive, convincing, and useful may
not necessarily reflect the model’s actual reasoning process (Agarwal et al. |2024). Recent ad-
vances in large language models (LLMs) illustrate this challenge, as generative models can produce
highly plausible rationales that align with human expectations but do not correspond to their internal
decision-making processes (Agarwal et al., 2024).

To address the issue of plausible but inaccurate explanations, we must ensure that explanations re-
main faithful to the model while enhancing interpretability. This paper introduces explainability
alignment, a concept that ensures explanations have both aspects from model- and human-centric
explainability, capturing key properties from both perspectives. Unlike HCXAI, which prioritizes
human interpretability, aligned explanations retain factual correctness by remaining grounded in the
model’s actual reasoning process. To implement explainability alignment in practice, we introduce
the Processing, Priming, and Probing (PPP) framework. This framework classifies human interven-
tions in XAI into three key types based on the required level of human supervision, as well as the
timing and function of the intervention within the XAl pipeline, as illustrated in[Figure 1| Processing
refers to post-hoc modifications that transform generated explanations to make them more accessible
for humans. Priming involves embedding prior knowledge into the explainability pipeline—whether
at the model level or within explainability methods—to align explanations with domain expertise,
scientific principles, and human-based rules. Probing extends beyond predefined pipelines, allowing
for the co-creation of explanations through interactive mechanisms and new explainability designs.
While prior research has explored priming explanations by incorporating prior knowledge into the
XAI pipeline to improve explanation accessibility (Beckh et al.l 2021])), our framework goes further.
It introduces intervention strategies for post-hoc refinement and new explanation formats, without
the limitations of predefined XAI methods. Additionally, it classifies interventions based on when
and how they occur during explanation generation. For example, while Beckh et al.| (2021) group
post-hoc concept discovery (Leemann et al., [ 2023)), concept validation (Kim et al., [2018]), and con-
cept datasets for fine-tuning (Chen et al.| |2020) under the broad category of informed machine
learning, the PPP framework treats these as distinct types of interventions playing different roles in
influencing explainability. Our contributions are:

* We characterize model- and human-centric explanations, identifying their distinct roles in XAI.

* We define explainability alignment as the goal of creating explanations that integrate both human-
centric and model-centric aspects, ensuring the reasonableness of explanations while still faith-
fully representing the model’s reasoning.

* We propose the PPP framework, which categorizes human interventions that refine model-centric
explanations to enhance explainability alignment.

The PPP framework does not provide an exhaustive review of all human-centered alignment strate-
gies but rather equips researchers with a structured classification of human interventions to facilitate
alignment in explainability. Note that it excludes classic probing methods (Belinkov, [2022) and
concept integration as done by concept-based XAI methods (Kim et al [2018; [Koh et al.| 2020
Zarlenga et al.,[2022). The rationale behind these choices is detailed in
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2 RELATED WORK

The AI Alignment Problem The development of artificial general intelligence (AGI) has immense
potential, but also introduces significant risks, particularly the alignment problem. This challenge
involves ensuring that Al systems pursue goals aligned with human values and interests rather than
unintended or harmful objectives (Ngo et al., 2022 Hendrycks et al.l [2020; (Gabriel, [2020; |Perez
et al.l 2022). The origins of the alignment problem trace back to the early days of Al research,
with Norbert Wiener warning in 1960 that we must be certain the machine’s purpose aligns with our
own (Wiener}, |1960). Al value alignment is essential before real-world deployment to ensure Al is
aligned with human values (Russell, |2019), prioritizing values like capability, equity, and responsi-
bility while avoiding harmful ones, such as seeking power to harm others (Ngo et al., 2022)). Vari-
ous definitions of alignment have emerged, focusing on human goals (Zhuang & Hadfield-Menell,
2020)), preferences (Strayl 2020), or ethical principles (Irving & Askell, 2019).

Explainability Explainable artificial intelligence or interpretable machine learning have become a
top priority in Al research. The goal of XAl is to enable users to “understand, appropriately trust,
and effectively manage [...] artificially intelligent partners” (Gunning & Ahal 2019). Introduced
by (Van Lent et al., 2004), XAl initially referred to a system’s ability to explain Al-controlled en-
tities’ behavior in a U.S. Army training system. Since then, 36 terms related to XAI have been
introduced (Vilone & Longo, [2021). [Van Lent et al. (2004) defined XAI as presenting the user
with “an easily understood chain of reasoning from the user’s order, through the AI's knowledge
and inference, to the resulting behavior”. Explanations should be “easily understood”, a point also
emphasized by Biran & Cotton| (2017) and Montavon et al.| (2018)), who state that systems are in-
terpretable if their operations are understandable to humans. Nauta et al.|(2023)) frame explanations
in XAI as representing the model’s reasoning, functioning, and behavior in human-understandable
terms, where reasoning is the process on how a model came to a particular decision, behavior only
refers to how the model globally operates, and functioning refers to the (internal) workings and
internal data structures of the machine learning models (Gilpin et al.,[2018)

3 EXPLAINABILITY ALIGNMENT

3.1 DEFINITIONS

While Al system alignment is essential for safety and ethical considerations, XAl Alignment is fun-
damental to the very existence of explainability. Despite the rapid development of XAI algorithms
in recent years, these algorithms often fall short of how humans naturally produce and interpret
explanations. As a result, many current XAl techniques are difficult to use and lack effectiveness.
Misaligned explanations can lead to confusion, false confidence, or mistrust, ultimately undermin-
ing decision-making (Mueller et al.l [2021; Ma et al., 2024). Providing meaningful and actionable
explanations is a prerequisite for deploying explainable Al systems in real-world settings. Research
has shown that when users develop accurate mental models of Al decision boundaries, they make
more informed and effective Al-assisted decisions (Prasad et al.| [2020). Achieving alignment be-
tween model explanations and human perspectives is therefore crucial for fostering understanding
and trust in Al predictions El Explainability alignment is the pursuit of explanations that are both:

* Consistent with the model’s behavior — Explanations should accurately capture the model’s
decision-making process, ensuring the reproducibility of predictions and reflecting performance
variations. They may be derived from model-aware explainability methods or external Al-based
tools. Explanations that align with model behavior are referred to as model-centric.

* Consistent with human expectations — Explanations are reasonable, i.e., match ground truth, ad-
here to human rules, or are perceived as plausible E] and useful, i.e., actionable and effective for
decision-making. Explanations that align with human expectations are referred to as human-
centric.

ISince these three aspects—reasoning, functioning and behavior— are closely interconnected in how models
work, and their differentiation is specific to the explainability method, we use the term “’behavior” to encompass
all model actions in this paper.

Research on human-aligned XAI often falls under the broader human-centered XAl literature, where schol-
ars explore ways to make model-generated explanations more human-centric.

3Plausibility characterize explanations that meet human intuition and experience.
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3.2 MODEL-CENTRIC EXPLAINABILITY

Model-centric explainability is poorly defined in the literature. We propose key aspects to character-
ize itEl Model-centric explanations focus on the internal mechanisms or decision-making processes
of an Al model. They aim to provide insights into how the model arrives at its outputs by examining
aspects such as feature importance, activation patterns, or decision rules. We identify four scenar-
ios where explanations can be characterized as model-centric: (1) they have been generated by a
model-aware explainability method, involving the model predictive power, sensitivity, gradient, or
attention, (2) they are faithful to the initial model’s behavior allowing reproducibility of predictions,
(3) they align with some expected changes in the model’s behavior after input perturbations, or (4)
they are generated with the use of the model itself.

Model-Aware Explainability While model-aware explainability methods target the internal work-
ings of a specific model, they may incorporate elements of both gradient, activation, and attention
mechanisms. While they all aim to enhance transparency, they vary in terms of complexity and ap-
plicability. Gradient-based methods assess feature importance by analyzing how a model’s output
changes in response to its inputs. Activation-based methods analyze hidden layer activations to map
feature importance to the input space. Attention-based methods analyze attention weights to reveal
which input elements a model focuses on during prediction. Together, these methods form a com-
prehensive approach to understanding and interpreting the behavior of deep neural networks. We
refer to[subsection A.2]for more details about those methods.

Reproducibility of Predictions Faithful explanations—those that lead to the same prediction as the
initial input—are model-centric. Faithfulness, a widely used model-based evaluation metric (Jacovi
& Goldberg, |2020), assesses how well an explanation supports the original prediction by reintroduc-
ing it as input. Faithfulness metrics include keep-based (fidelity+) and removal-based (fidelity—) ap-
proaches (Yuan et al.}|2020): fidelity+ retains explanatory elements, expecting the same prediction,
while fidelity— removes them to measure prediction shifts. However, these metrics face limitations
such as the out-of-distribution (OOD) problem, where removing entities can create inputs outside the
training distribution, leading to unexpected model behavior. Ensuring model-centric explanations
requires mitigating OOD effects, e.g., through retraining strategies (Hooker et al., 2018)).

Perturbation-based Explainability Sensitivity to input perturbations (Ivanovs et al. [2021) repre-
sents an alternative method for verifying the model-centricity of explanations. Unlike faithfulness,
which uses predefined explanatory entities as a basis for input modifications, this approach applies
diverse perturbations to steer the model toward a desired behavior. For instance, in text-based tasks,
small alterations of words can dramatically change the meaning of a sentence and therefore the out-
put of a model (Liu et al., [2018). In image data, modifying specific pixel regions helps identify
which features influence the model’s behavior (Yang et al.,|2021). The output variations are the ob-
jective and model alignment is reached by finding the right perturbations to meet that objective. The
objective of perturbation-based XAI methods is ultimately to generate model-centric explanations.

Model as Tool for XAI In the strategy of using the model as an explainability agent, the
model—typically a large language model—is tasked with generating its own rationale or expla-
nation for its predictions and assesses the quality of its responses (Trivedi et al., 2025). Acting as
an internal judge, it may justify its outputs, self-correct, or evaluate its reasoning (Gu et al., [2024).
However, this approach is controversial, raising concerns about reliability. While fluent, their ex-
planations may lack true understanding, as they rely on training data patterns rather than genuine
reasoning (Agarwal et al., 2024} |Ye & Durrett, [2022; [Laban et al., 2023} |Valmeekam et al.| [2022).

3.3 HUMAN-CENTRIC EXPLAINABILITY

While significant research in HCXAI has identified key evaluation criteria for user-centric or human-
centered explanations (Rong et al., [2023), we define human-centricity in XAI through the lens
of alignment, focusing on pre-evaluation aspects. Specifically, while user-centricity depends on
user perception, human-centricity stems from an explanation’s alignment with human expecta-
tions—meaning that human-centric explanations should be both reasonable and useful (Colin et al.,
2022). Reasonableness pertains to explanations that resonate with human cognitive processes. It

4As this is the first attempt to characterize model-centric XAl, we invite researchers to further refine and
expand that list.
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depends on the rationality of human expectations—whether based on truth (grounded in facts) or
intuition (shaped by beliefs and experience). Utility or usefulness ensures that explanations are
relevant to the user’s needs and expertise level (Miller, 2019; Sokol & Flach) [2019). Detailed def-
initions of those two properties can be found in In this section, we define three
core criteria for human-centric explanations: (1) alignment with ground truth, where explanations
match established, verifiable explanations, (2) adherence to human rules, where explanations fol-
low domain-specific, linguistic, or logical principles, and (3) plausibility, where explanations reflect
human intuition, beliefs, and desired outcomes.

Ground Truth Explanations Synthetic ground truth explanations provide valuable insights into
what the model should be looking at for predictions. These explanations are constructed based on
predefined key structures in the data, that we know are the reason for the predictions. These ex-
planations allow researchers to assess how well models explain their predictions. Tools like Graph-
World (Tsitsulin et al.|, [2022), ERASER (DeYoung et al.,[2020), and Virtual Synthetic Data (Man &
Chahl}2022) contribute significantly to advancing research on explainability by offering consistent,
traceable ground truth explanations for various tasks. Seefsubsection A.3|to learn more about ground
truth explanations types and limitations.

Adherence to Rules Human-centric explanations should align with universally accepted rules, in-
cluding scientific knowledge, linguistic rules, and logical reasoning. Scientific knowledge provides
a robust foundation, drawing from mathematical proofs, physical laws, and biological observations.
In various domains, experts offer ground truth explanations supported by scientific evidence, as
seen in molecular datasets like MUTAG (Debnath et al.| [1991)), MoleculeNet (Wu et al., 2018)), and
Enzymes (Borgwardt et al., 2005). Adhering to linguistic rules, such as syntax—the structure of
language to ensure clarity and logical flow—and grammar—rules guiding the proper use of tense,
number, articles, and pronouns—, ensures clarity and logical flow, making explanations more ac-
cessible. Finally, logical rules, including deductive and inductive reasoning, structure relationships
between concepts, leading to more consistent and predictable explanations. Human reasoning, based
on formal systems like syllogisms, can be used to validate or clarify explanations.

Plausibility Plausible explanations are human-centric, deriving from human experience and intu-
ition (Jacovi & Goldberg, [2020). They measure how convincing an explanation appears to humans
and offer an intuitive way to assess whether an Al-generated output “makes sense”. With intelligi-
ble modalities like images and text, these explanations leverage the low cognitive load such formats
present. Semantic intuition relies on the meanings humans assign to words, phrases, and actions
within context, making implausible explanations—such as a grammatically correct but semantically
incorrect sentence—easy to detect. Beyond commonsense reasoning, it is shaped by experience,
culture, and situational understanding. Logical intuition stems from prior expectations about how
models should process familiar content, such as recognizing objects in images or detecting sentiment
in text. These expectations enable quick validation of Al explanations with minimal cognitive effort.
While semantic and logical intuition facilitate rapid assessment of an explanation’s soundness, such
human-centric explanations remain the least reliable and trustworthy (Jin et al., [2024).

4 THE PROCESSING, PRIMING, AND PROBING FRAMEWORK

Explainability alignment aims to produce explanations that integrate both model-centric and human-
centric perspectives, capturing the model’s behavior while meeting human expectations. We specif-
ically explore how human interventions can facilitate this balance. We propose the Processing,
Priming, and Probing framework encompassing the diverse types of human interventions to align
model-centric explanations. All interventions preserve the main purpose of explanations, namely
representing model’s behavior.

4.1 OVERVIEW

Given model-centric explanations defined in the Processing, Priming, and Probing
framework, illustrated in|[Figure 2] examines external human interventions designed to enhance their
alignment by incorporating more human-centric aspects from Processing encom-
passes all post-hoc interventions that transform generated explanations a posteriori to improve their
comprehensibility. This stage focuses on refining existing explanations without modifying the un-
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Figure 2: The Processing, Priming, and Probing Framework. How and where in the XAI pipeline
humans intervene.

derlying model or the explainability pipeline. In contrast, Priming refers to interventions applied
at an earlier stage of the explanation generation process. These interventions modify the model’s
objective function, optimize the eplainability method, or introduce constraints such as regulariza-
tion to incorporate prior knowledge—such as scientific principles or logical rules—into the model’s
learning process E} Probing interventions, on the other hand, require substantially greater human
supervision. These methods involve defining data-centric controlled tasks to assess the model’s un-
derstanding, collecting human feedback to refine explanations, and validating alignment between
explanations and expected reasoning patterns. Probing can also introduce alternative forms of ex-
planation by systematically testing the model’s sensitivity.

4.2 PROCESSING INTERVENTIONS

Processing represents the simplest strategy for transforming model-centric explanations into more
understandable and actionable insights for humans. By shaping sparse and selective explanations,
verbalizing feature-based attributions, and leveraging conceptual abstraction, post-hoc human inter-
ventions enhance the accessibility of existing model-centric explanations.

Towards Sparse and Selective Explanations A key challenge in explanation design is ensuring
simplicity and intelligibility. Limiting explanation size improves clarity. Explanations sparsity
strategies address this issue by filtering only the most relevant features (Amara et al., 2022). Another
factor is whether explanations should be weighted or binary, determining if importance ranking is
needed or whether all important entities should be treated equally. Additionally, [Lai et al.| (2023)
show that effective explanation communication depends on selecting information based on the ex-
plainer’s goal and beliefs about the recipient. Following this observation, they propose a selective
explanation framework to adjust Al explanations based on user preferences, focusing on relevance,
abnormality, and changeability to enhance perceived understanding.

Explanation Verbalization Making explanations accessible also involves translating technical out-
puts into user-friendly narratives. Natural language rationalization improves user engagement by
converting complex reasoning into intuitive text (Ehsan et al., |2018). Expanding beyond rational-
ization, research on verbalization and visualization demonstrates the benefits of combining multiple
modalities to enhance explainability (Sevastjanova et al. [2018)). [Feldhus et al.|(2022) demonstrate
how saliency map verbalization reduces cognitive load, making explanations easier to comprehend
compared to conventional heatmap visualizations. |[Rong et al.|(2024)) extract visual feature maps
from the classifier with an attention module and generate descriptive sentences. Another approach
leverages LIME in combination with Inductive Logic Programming to generate verbal explanations
for image classification (Rabold et al., 2020)).

Post-hoc Concept Discovery Beyond transforming individual explanations, adapting explana-
tions to user cognitive models is another crucial aspect of accessibility. Traditional saliency- or
attribution-based explanation techniques, while widely used, highlight the importance of specific
input regions but do not clarify what these regions represent in terms of human-understandable con-
cepts (Kim et al. 2018). In recent years, post-hoc concept discovery has emerged as a powerful
technique for aligning explanations with human reasoning (Leemann et al. 2023). A particularly

SUnlike Beckh et al.|(2021), we do not consider human feedback as a kind of prior knowledge.
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promising approach in this domain is concept relevance propagation (CRP), which bridges local and
global perspectives in explainability (Achtibat et al.l 2023). CRP integrates attribution-based lo-
cal explanations with global concept-level representations using relevance maximization to generate
explanations that are both human-interpretable and faithful to the model’s learned representations.

4.3 PRIMING INTERVENTIONS

A second approach to enhancing explanation alignment is priming ﬂ Priming explanations involve
introducing human interventions into the explainability pipeline before the explanations are gen-
erated, reinforcing human-centricity in the final outputs. This can occur either by priming the Al
model, shaping its training process to yield more reasonable explanations, or by priming the XAI
method, constraining the explainability algorithm with human-based rules. For a detailed review
of methods that integrate prior knowledge into training data, modify ML architectures, or apply
regularization techniques in learning algorithms, we refer to Beckh et al.| (2021).

4.3.1 PRIMING THE MODEL

One effective way to align model explanations with human understanding is by integrating prior
human knowledge into the model’s learning objectives. This can be achieved by modifying the loss
function, adding regularization terms, or enforcing scientific constraints.

Informed Machine Learning In the domain of physics-informed machine learning, researchers
have explored various strategies for integrating physical principles into ML models (Von Rueden
et al 2021). These include physics-guided loss functions, physics-aware initialization, physics-
constrained architecture design, and hybrid modeling. One of the most common techniques for
maintaining consistency with physical laws is incorporating domain-specific constraints into the
loss function (Karpatne et al., |2017). For instance, in applications such as compound activity pre-
diction, loss functions can be adapted to enforce prior about the molecular structure (Amara et al.,
2023). By embedding scientific principles as additional loss terms, the model’s behavior remains
aligned with real-world phenomena throughout its training and model-aware explainability methods,
consequently leading to more aligned explanations.

Concept Enforcement An alternative model-level intervention is concept enforcement, where ML
models are explicitly trained to align with human-interpretable concepts. |Chen et al.|(2020) propose
replacing standard batch normalization layers in neural networks with concept whitening layers,
which decorrelate input features before aligning them with predefined human concepts. For ex-
ample, in image classification tasks, a convolutional neural network (CNN) trained with concept
whitening layers can be fine-tuned using an external dataset labeled with interpretable concepts
such as “airplane” or “person”. This alignment process not only helps debug model training—by
detecting misalignment between similar concepts—but also enhances the interpretability of decision
processes, as the model’s predictions can be decomposed into recognizable conceptual components.

4.3.2 PRIMING THE EXPLAINABILITY METHOD

Instead of modifying the model itself, an alternative approach is to constrain the explainability
method directly, ensuring explanation alignment. This involves modifying the optimization pro-
cesses of explainability techniques, such as activation maximization, gradient-based methods, or
coalition-based approaches, to balance model-awareness and human interpretability.

Interventions on Local Explainability Methods Several studies have proposed explainability tech-
niques that incorporate human rationales (Ehsan et al.||2019). These methods identify key linguistic
features, enforce logical constraints, or adhere to syntactic and grammatical rules to produce more
intuitive explanations. For example, Ehsan et al.|(2019)) trained an explanation generation model us-
ing human rationale data to assist non-expert users in interpreting model behavior. Similarly, Feng
& Boyd-Graber| (2022)) developed a model that selects tailored explanations based on different user
preferences. |Amara et al.|(2024b)) introduced a coalition-based explainability method that integrates
syntactic rules into the widely used SHAP framework to generate human-compliant explanations

%n psychology, priming refers to how exposure to one stimulus can unconsciously influence responses to a
subsequent stimulus (Bargh & Chartrand, [2000).
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in next-token prediction tasks for LLMs. By ensuring that explanations align with syntactic de-
pendencies in the input sentence, this method enhances the interpretability of LLM decoder token
generation.

Interventions on Global Explainability Methods Research has also explored interventions on
global explainability methods such as activation maximization (AM), which seeks to discover the
optimal input patterns that maximize a model’s activation for a particular class. Enhancements to
AM have introduced additional algebraic constraints to improve interpretability. For instance, |Ma-
hendran & Vedaldi|(2016) constrained the total variation of explanations by anchoring them to prior
image distributions, producing smoother visual outputs. Similarly, |Yosinski et al.|(2015) penalized
high-frequency artifacts in activation-based visualizations by applying Gaussian blur kernels at each
optimization step. Beyond AM, knowledge graphs (KGs) have proven valuable for concept-based
explainability methods (Lecue, 2020; |Longo et al., [2024). KGs have been used to define concepts
for concept bottleneck models, enabling models to reason about concepts without explicit labeled
supervision (Oikarinen et al., 2023} Yuksekgonul et al.,|2022). By leveraging structured knowledge
representations, these methods enhance both the interpretability and truthfulness of explanations.

4.4 PROBING INTERVENTIONS

The third approach is probing which comprises interventions for XAI alignment that require greater
human supervision. Probing explanations refers to the systematic process of examining, refining,
and adapting explanations to better match human expectations. Unlike conventional XAI methods,
where explanations are derived from external explainability techniques, this approach dynamically
constructs explanations as part of the probing process. It relies on targeted perturbations, human
validation, and feedback-driven refinement to generate aligned explanations, both reasonable and
reflective of the model’s behavior[]

4.4.1 PARAMETER-FREE PROBING

Semantic perturbations modify inputs in a controlled way to align explanations with human expec-
tations of model behavior. These parameter-free probing methods [°| (Zhao et al., [2024a)) rely on
datasets designed to evaluate specific properties, such as grammar (Marvin, 2018]), and assess how
well a model encodes these properties based on its performance. Well-designed tasks should yield
predictable performance shifts, as seen in CheckList (Ribeiro et al.l 2020), which guides users in
testing linguistic capabilities. Counterfactually-augmented data (Kaushik et al., [2019) refine inputs
with human-in-the-loop edits, e.g., flipping a review’s sentiment with minimal changes. Causal-
Gym (Arora et al., 2024) benchmarks interpretability by identifying causal linguistic features. In
multimodal settings, /Amara et al.| (2024a)) explore perturbations in visual question answering. The
dynamic nature of perturbations helps users build intuitions, form hypotheses, and test them in-
stantly. These human expectations enable to shape controlled, meaningful interventions to reach
explainability alignment.

4.4.2 PosT-HOoC HUMAN VALIDATION

A straightforward method for probing explanations to improve alignment is to measure human sat-
isfaction by comparing the raw outputs of XAl algorithms against human rationales.

Alignment Metric Validation Abstraction alignment, introduced by Boggust et al.| (2024), provides
a methodology for assessing the agreement between a model’s learned abstractions and human ex-
pectations, such as linguistic hierarchies or medical disease ontologies. The authors propose key
metrics such as the “human-aligned” and the “sufficient subset” metrics, which evaluate respectively
the frequency and extent to which the model’s rationale aligns with human reasoning. [Zhao et al.
(2024b)) propose using mutual information (MI) as an alignment measure. They treat a well-trained
explanation generation model as a backbone, fine-tuning it further using reinforcement learning with

"The probing interventions in the PPP framework also incorporate feedback on the model’s explanations to
regularize the model’s behavior towards the desired outcome, which is considered a form of prior knowledge
in|Beckh et al.| (2021)).

® Another category of data-centric probing techniques.
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MI-based guidance. The MI estimator rewards generated explanations that are more aligned with
predicted ratings or predefined features of recommended items.

Human Concepts in Model Explanations Although alignment is hard to quantify, concept-based
explanations are often more intuitive for humans (Das et al.,2023)) and generally more interpretable
in classification tasks (Kim et al., |2018; [Koh et al., |2020; |[Zarlenga et al., 2022; |Ghorbani et al.,
2019). Some approaches validate explanations against knowledge bases (Doran et al., 2017) or
use external datasets to evaluate how well a model’s latent representations align with predefined
concepts E] (Kim et al., 2018). Probing explanations and model representations for human concepts
helps assess and enhance explainability alignment.

4.4.3 RETROSPECTIVE PROBING

When multiple plausible explanations exist without a clear alignment criterion—such as the absence
of an alignment metric or justification for prioritizing one explanation over another—user studies are
essential for evaluation (Doshi-Velez & Kim,[2018]). Unlike post-hoc human validation, user studies
capture subjective preferences, assessing factors like clarity, trust, decision-making guidance, and
actionability (Singh et al.| 2024])). Various XAl studies focus on human performance in interpretabil-
ity tasks (Narayanan et al.,|2018)) or compare model interpretability through A/B testing (Lakkaraju
et al., 2016; Kim et al., 2014). Collected feedback refines explainability, serving as a supervision
signal for model training (Carton et al., 2021} |Stumpf et al., 2009; |Ghai et al., 2021). For example,
explainable active learning (XAL) allows annotators to critique explanations, improving model out-
puts (Ghat et al.l 2021), while other studies use feedback to revise training data or modify learning
algorithms (Beckh et al., [2021). Thus, user studies are key to aligning model-centric explanations
with human preferences.

5 DISCUSSION

We define explainability alignment as integrating both model- and human-centric aspects of explain-
ability. To structure this, we introduce the PPP framework, categorizing human interventions based
on supervision level, role, and timing in the XAI pipeline. This framework helps systematically
approach explainability alignment.

Loss of Alignment While the PPP framework aligns model-centric explanations, excessive human-
centricity can undermine XAI’s goal of faithfully representing a model’s reasoning. As noted
in |Agarwal et al.| (2024), improving plausibility may reduce faithfulness—a phenomenon we call
“Too Plausible to Be True”. This issue is common in LLM-generated self-explanations (Kunz &
Kuhlmann, [2024). Bommasanti et al.| (2021) and [Sevastjanova & El-Assady|(2022)) warn us against
misleading rationalizations. In addition, human supervision has limitations: Tan| (2022) question
whether human explanations should serve as additional supervision or as ground truth, as they often
contain errors. Models tend to mimic human misconceptions (Lin et al., 2021)), which can further
distort generated explanations. Excluding human input from evaluation may sometimes be prefer-
able to focus on the model’s true reasoning (Petsiukl 2018)).

Quantifying XAI Alignment A persistent challenge is how to quantify explainability alignment.
This issue extends beyond the Al alignment community to the HCXAI domain, where it largely
revolves around human-centered evaluation. Recent surveys (Rong et al., [2023) highlight the ongo-
ing need for more transparent and comparable human-based evaluations in XAl, since assessing the
quality of human-centered activities remains difficult due to the complexity of the underlying con-
cepts (Sankowski & Krause} 2023)). Efforts to define metrics include frequency-based LLM prompt-
ing (Norhashim & Hahn| 2024)) and Markov Decision Process modeling (Barez & Torr, [2023)). But
reducing human values to reward functions is inherently reductive (Ji et al., 2023 and defining
moral values remains difficult (Awad et al.l 2018)). Beyond capturing human values, quantifying
XAI alignment must also account for more nuanced, human-specific aspects of explainability, such
as aligning with intuition, which remain difficult to measure universally.

“WhileChen et al /(2020) fine-tune the model using external datasets for alignment, Kim et al.|(2018)) assess
it post-training.
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