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Abstract
Recent advances in large language models001
(LLMs) have significantly impacted the domain002
of multi-hop question answering (MHQA),003
where systems are required to aggregate infor-004
mation and infer answers from disparate pieces005
of text. However, the autoregressive nature006
of LLMs inherently poses a challenge as er-007
rors may accumulate if mistakes are made in008
the intermediate reasoning steps. This paper009
introduces Monte-Carlo tree search for Zero-010
shot multi-hop Question Answering (MZQA),011
a framework based on Monte-Carlo tree search012
(MCTS) to identify optimal reasoning paths013
in MHQA tasks, mitigating the error propaga-014
tion from sequential reasoning processes. Un-015
like previous works, we propose a zero-shot016
prompting method, which relies solely on in-017
structions without the support of hand-crafted018
few-shot examples that typically require do-019
main expertise. We also introduce a behavioral020
cloning approach (MZQA-BC) trained on self-021
generated MCTS inference trajectories, achiev-022
ing an over 10-fold increase in reasoning speed023
with bare compromise in performance. The ef-024
ficacy of our method is validated on standard025
benchmarks such as HotpotQA, 2WikiMulti-026
hopQA, and MuSiQue, demonstrating that it027
outperforms existing frameworks.028

1 Introduction029

Reasoning, a fundamental cognitive process under-030

lying human intelligence, has long been considered031

a challenging task in the field of artificial intelli-032

gence. Recent advancements with large language033

models (LLMs) have shown that not only do mod-034

els demonstrate strong adaptability and sample ef-035

ficiency in various natural language tasks (Brown036

et al., 2020; OpenAI, 2023), but also are capable037

of reasoning when grown to a certain scale and038

prompted appropriately (Wei et al., 2022; Kojima039

et al., 2022). However, many of these showcased040

tasks can be answered without a complex series of041

thinking or simply leverage the internal knowledge 042

present in model parameters such as in common 043

sense reasoning or arithmetic. 044

Multi-hop question answering (MHQA) is a chal- 045

lenging yet critical task in that regard as it requires 046

multiple steps of reasoning through selecting and 047

combining pieces of knowledge to accurately an- 048

swer a question. Current approaches to MHQA 049

mostly take the retrieve-and-read paradigm (Zhu 050

et al., 2021) that fetches relevant information from 051

external sources on which answers are formulated. 052

With LLMs, the chain-of-thought (CoT) (Wei et al., 053

2022) prompting, which explicitly lays out interme- 054

diate reasoning steps, has become a natural choice 055

in dealing with MHQA (Trivedi et al., 2023). 056

However, the autoregressive nature of LLMs and 057

CoT poses a significant challenge, as an error at an 058

earlier stage of reasoning can propagate through- 059

out the subsequent steps and adversely affect the 060

outcome. Tree-structured prompting (Yao et al., 061

2023a; Hao et al., 2023) has shown promise in mit- 062

igating the limitations of LLMs and CoT, but it 063

remains dependent on few-shot examples, making 064

it sensitive to their composition and requiring long 065

input sequences. 066

In this work, we adopt Monte-Carlo tree search 067

(MCTS) that strikes a balance between explor- 068

ing potentially valuable thoughts and exploiting 069

already explored thoughts with a zero-shot prompt- 070

ing method. This allows for circumventing errors at 071

the inception of reasoning and selecting an optimal 072

reasoning path. However, this approach tends to be 073

compute-intensive given the inherent complexity 074

of MCTS reasoning and requires extensive interac- 075

tions with LLMs. To mitigate this, we suggest fine- 076

tuning LLM with behavioral cloning (BC), lever- 077

aging the self-generated trajectory of MCTS. This 078

approach significantly accelerates the reasoning 079

process, all the while minimally compromising the 080

performance. Moreover, our approach does not ne- 081

cessitate demonstrative examples to the instruction- 082
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Figure 1: Overview of Monte-Carlo tree search for Zero-shot multi-hop Question Answering (MZQA).

tuned model, unlike previous approaches. By doing083

so, we solely rely on instructional prompts, thereby084

eliminating the need for hand-crafted examples that085

may require domain expertise.086

Our contributions are summarized as follows: (1)087

We suggest MCTS with zero-shot prompting for088

MHQA (MZQA), an MCTS-based approach with089

LLMs for MHQA with a novel zero-shot prompt-090

ing method that does not require human-generated091

few-shot examples. (2) We propose MZQA-BC, a092

method incorporating BC with reasoning trajecto-093

ries generated by MCTS, to alleviate computation094

inefficiencies of MCTS reasoning. (3) We empiri-095

cally show that our approaches outperform existing096

methods in standard MHQA benchmarks, effec-097

tively overcoming their limitations.098

2 Related Work099

2.1 LLMs for reasoning100

Reasoning is a cognitive process that involves draw-101

ing conclusions and making decisions based on102

existing knowledge. With LLMs, several prompt-103

ing techniques have been developed to elicit its104

reasoning capability. The most notable method is105

CoT (Wei et al., 2022), where LLM is prompted106

with few examples demonstrating a step-by-step107

reasoning process toward solving a task. Its zero-108

shot variant (Kojima et al., 2022) simply provides109

“Let’s think step-by-step” as a prompt without in-110

context examples.111

While CoT elicits reasoning in LLM, it suf-112

fers performance degradation due to its sequential113

nature; if a mistake is made in the intermediate 114

steps, then it will negatively affect the subsequent 115

steps. One of the ways to circumvent this is self- 116

consistency (Wang et al., 2023), where the most 117

consistent answer from multiple CoT samples is 118

taken as the answer. However, this still struggles 119

to solve complex multi-step reasoning tasks where 120

each step is crucial to reasoning correctly. 121

Recently, tree-based methods such as tree-of- 122

thought (ToT) (Yao et al., 2023a) and graph-based 123

methods like graph-of-thought (GoT) (Besta et al., 124

2023) have also been proposed. In these methods, 125

LLM generates and evaluates multiple proposals 126

for the next reasoning step, taking the most promis- 127

ing ones greedily to form the reasoning path. Rea- 128

soning via Planning (RAP) (Hao et al., 2023) and 129

Everything of Thoughts (XoT) (Ding et al., 2023) 130

adopt MCTS for reasoning tasks, similar to our 131

method MZQA. However, MZQA distinguishes it- 132

self from these two methods in several important as- 133

pects. First, they rely on few-shot prompts, in con- 134

trast to zero-shot prompts in MZQA, and exhibit 135

a significant performance degradation when zero- 136

shot prompts were given. Second, while RAP ad- 137

dresses simple reasoning tasks using only internal 138

knowledge, MZQA is designed for more complex 139

multi-hop QA tasks that require retrieving and inte- 140

grating information from external knowledge bases. 141

Third, unlike XoT, which utilizes MCTS as an ex- 142

ternal tool for refining LLM-generated thoughts, 143

we utilizes the LLM inside the MCTS process, gen- 144

erating actions in natural language. XoT is thus 145
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customized for logical reasoning tasks where states146

and actions can be explicitly defined (i.e. finite147

sets), making it unsuitable for tasks involving a148

language action space, e.g. the MHQA task which149

is the main focus of our research.150

2.2 MHQA with LLMs151

The current methods for solving MHQA with152

LLM are dominated by CoT reasoning on the re-153

trieved information. Interleaving Retrieval CoT154

(IRCoT) (Trivedi et al., 2023) proposes retrieving155

relevant documents at each step of CoT reasoning156

instead of retrieving only at a single step, helping157

retrieval with CoT and in turn improving reasoning158

with fetched documents. Similarly, ReAct (Yao159

et al., 2023b) integrates CoT reasoning and act-160

ing via API to enable LLMs to retrieve relevant161

information when needed. Multiple Chain Reason-162

ing (MCR) (Yoran et al., 2023) combines multiple163

IRCoT samples to synthesize a better reasoning164

history. Other methods such as DecomP (Khot165

et al., 2023) and self-ask (Press et al., 2023) break166

down a multi-hop problem into single-hop prob-167

lems to solve them sequentially. Due to the afore-168

mentioned limitations of CoT-based approaches,169

SearChain (Xu et al., 2024) proposes a DFS tree-170

based reasoning algorithm designed to reduce er-171

rors by evaluating each reasoning step and, if incor-172

rect, reverting to the previous step to generate a new173

path. However, its greedy approach to pathfinding174

limits the possibility of finding the optimal path.175

LATS (Zhou et al., 2024) introduces a method lever-176

aging external knowledge through MCTS. This ap-177

proach incurs high computational costs, a typical178

challenge for tree-based searches. It also experi-179

ences performance variability, a problem arising180

from the use of prompting techniques in few-shot181

contexts, necessitating examples from domain ex-182

perts.183

3 Preliminaries184

3.1 Multi-hop question answering185

Multi-hop question answering (MHQA) aims to186

answer an intricate goal question, which is difficult187

to infer directly from a single paragraph. This prob-188

lem necessitates multiple steps of accurate reason-189

ing, or thoughts, to arrive at a precise answer. One190

approach to MHQA is breaking down the goal ques-191

tion into sub-questions, facilitating the retrieval192

of relevant information from various paragraphs.193

Assuming a sufficiently reliable retrieval system,194

obtaining relevant information through querying 195

sub-questions becomes crucial for accurately de- 196

ducing the answer. Hence, it is important to gen- 197

erate sub-questions that gather useful information 198

missing from current knowledge. Our objective is 199

to generate appropriate sub-questions that are most 200

helpful in generating the accurate answer to the 201

goal question, given an information retriever. 202

To illustrate, consider an example with the goal 203

question, “Which film has the director born first, 204

Gopalapuranam or Here is the Beauty?” (Figure 2). 205

To answer this, the question can be divided into four 206

sub-questions or ‘hops’. The first two hops involve 207

identifying the directors of each movie, followed 208

by determining their birth dates (the next two hops). 209

We define a thought in MHQA reasoning as a pair 210

of a sub-question and its answer, for example, Q: 211

“Who was the director of Gopalapuranam?” and A: 212

“The director of Gopalapuranam is K. K. Haridas”. 213

This approach effectively decomposes a complex 214

goal question into manageable sub-questions. 215

3.2 MDP formulation of MHQA 216

We formulate the MHQA problem as an MDP, 217

which is defined as a tuple of ⟨S,A, T , ρ0, r⟩ with 218

state space S, action space A, transition model 219

T (st | st−1, at−1), initial state distribution ρ(s0), 220

reward function r(s, a, s′). 221

State A state in our scenario is characterized by a 222

sequence of sub-questions and their corresponding 223

answers. Formally, an initial state s0 ∈ S, which 224

consists of a pre-defined prompt and a goal ques- 225

tion, is sampled from ρ0. At timestep t, st ∈ S 226

is a sequence of pairs of questions ai−1 and their 227

corresponding answers zi for i ∈ {1, 2, ..., t}, i.e. 228

st = {s0, (a0, z1), . . . , (at−1, zt)}. 229

Action Each action a ∈ A is a sub-question that 230

poses as a query to the retriever. To reduce the 231

search space of the large language action space, we 232

exploit LLM as an action candidate generator. 233

Transition Model A transition model leverages 234

both the retriever and LLM to generate the next 235

state. Specifically, the retriever extracts rele- 236

vant paragraphs based on the sub-question at−1. 237

Subsequently, LLM generates an appropriate an- 238

swer zt for the sub-question at−1 with the corre- 239

sponding retrieved paragraphs and the previous 240

state st−1. Then, the current state is obtained as 241

st = st−1 ∪ {(at−1, zt)}. 242
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Figure 2: Step-by-step visualization of a single MCTS iteration for multi-hop question answering task.

Reward Function We aim to obtain a successful243

result without depending on human-generated QA244

task examples. To provide reward signals without245

these examples, we leverage the internal knowledge246

of LLM to evaluate the usefulness of the trajectory.247

In particular, at the end of each episode, we query248

LLM to assess the usefulness of the information249

acquired by the agent throughout a trajectory in250

addressing the goal question.251

In this specific MDP, we aim to find an252

optimal policy π∗ : S → ∆A that max-253

imizes cumulative rewards, i.e. π∗ :=254

argmaxπ Eπ[
∑H−1

t=0 r(st, at, st+1)], where Eπ de-255

notes the expectation given that the agent follows256

policy π and transition model T .257

4 MCTS for Zero-shot MHQA258

4.1 MHQA with MCTS259

A major challenge in MHQA is that each hop in the260

QA process depends on the successful completion261

of the previous one. Errors in the initial reasoning262

stages often propagate, resulting in incorrect final263

answers. To mitigate this issue, it is imperative to264

explore potentially beneficial yet previously unex-265

amined reasoning thoughts. Therefore, we propose266

the use of Monte Carlo Tree Search (MCTS) with267

LLMs based on zero-shot prompting to improve268

decision-making in MHQA.269

With the formulation in Section 3.2, we employ270

MCTS for a principled search that exploits options 271

with high value while exploring promising alterna- 272

tives. A single iteration of MCTS consists of four 273

main steps (Figure 2), namely selection, expansion, 274

simulation, and backpropagation. 275

Selection The selection phase finds the most 276

promising sub-question at for expansion. Start- 277

ing from the root node s0, the algorithm chooses 278

a child node until a leaf node of the current tree 279

is reached. We employ the commonly used Upper 280

Confidence Bound for Trees (UCT) (Kocsis and 281

Szepesvári, 2006) (Equation 1) as criteria to select 282

the child node, which strikes a balance between 283

exploitation of high-value nodes and exploration of 284

less visited nodes. If the selected node is terminal, 285

we skip the expansion and proceed directly to back- 286

propagation. Denoting N(s), N(s, a) the number 287

of visits to node s and (s, a) respectively, A(s) a 288

possible action set in a state s, ω exploration con- 289

stant, and Q(s, a) state-action-value of the node, 290

an action is selected by the following rule: 291

UCT(s) = argmax
a∈A(s)

Q(s, a) + ω

√
logN(s)

N(s, a)
(1) 292

Expansion After selecting the node, we expand 293

its children. Similar to the proposal prompt in 294

ToT (Yao et al., 2023a), we prompt the LLM to 295

generate multiple next sub-questions and retrieve 296

corresponding documents from an external corpus. 297
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Then, the transition model outputs the answer to298

the sub-question using the retrieved paragraphs and299

the previous state.300

Simulation From each of the expanded nodes,301

we simulate until the terminal node based on a302

simulation policy, which in our case is generating303

a single sub-question via LLM to overcome the304

large language action space. The reward r is given305

according to the result of the simulation.306

Backpropagation We update the statistics of the307

nodes from the expanded node to the root node308

based on the result of the simulation.309

After a predetermined number of iterations, the310

path with the largest total value is chosen as the311

final reasoning path.1 Finally, we aggregate the312

retrieved paragraphs and MCTS reasoning history313

and generate the final answer to the goal question314

by prompting LLM (called Reader) with the final315

aggregated result. The overview of the framework316

is provided in Figure 1. We refer this as MZQA317

(Monte-Carlo tree search for Zero-shot multi-hop318

Question Answering).319

4.2 BC with self-generated data320

While MCTS enables the exploration of different321

reasoning paths, it requires multiple calls to LLM322

during the search process. This amounts to requir-323

ing more computing resources than left-to-right324

reasoning methods such as CoT. In the past liter-325

ature (Silver et al., 2017; Jang et al., 2021), be-326

havioral cloning (BC), a simple offline imitation327

learning method that trains the mapping from states328

to expert actions using given offline expert trajec-329

tories, has been considered to mitigate the cost of330

MCTS inference.331

We apply BC to our setting by fine-tuning LLM332

with trajectories generated by MCTS regarding as333

expert trajectories. Since BC enables the model to334

mimic the optimal path identified by MCTS with-335

out the need for extensive reasoning computations,336

it can substantially accelerate the decision-making337

process.338

Given initial states {s(j)0 }mj=1, m trajectories339

with a maximum hop H are generated by MCTS340

D :=
⋃m

j=1{(s
(j)
t , a

(j)
t )}H−1

t=0 , where s
(j)
t , a

(j)
t are341

a state and an action at timestep t of j-th trajectory342

1Although MCTS is typically used as an online planning
algorithm, we follow RAP (Hao et al., 2023) for the sake of
efficiency.

respectively. Then, the objective is to minimize the 343

difference between predicted and MCTS actions. 344

This can be represented as follows: 345

πBC := argmin
π

E(s,a)∼D[L(π(s), a)] (2) 346

where L is a supervised learning loss (e.g. cross- 347

entropy loss) between the predicted action π(s) and 348

the MCTS action a. Since the method is a distilled 349

version of MZQA that imitates the MCTS process 350

by tracking the intermediate results, we call this 351

MZQA-BC (MZQA with Behavioral Cloning). 352

5 Experiments 353

5.1 Setup 354

Datasets The experiments were conducted on 355

three standard open-domain MHQA benchmarks: 356

HotpotQA (Yang et al., 2018), 2WikiMulti- 357

hopQA (Ho et al., 2020), and MuSiQue (Trivedi 358

et al., 2022). For the hyperparameter search and 359

generating MCTS trajectories, we employ 100 data 360

points from the dataset used in IRCoT (Trivedi 361

et al., 2023) as a held-out dataset for each bench- 362

mark. The evaluation involves additional 500 data 363

points from the same dataset for each benchmark. 364

All benchmarks utilize Wikipedia as the retrieval 365

corpus, consisting of 5,233,329 documents for 366

HotpotQA, 430,225 for 2WikiMultihopQA, and 367

139,416 for MuSiQue as implemented in IRCoT. 368

Models GPT-3.5 (gpt-3.5-turbo-1106) (Brock- 369

man et al., 2023) is the default backbone 370

model of all methods unless otherwise stated 371

(gpt-4-1106-preview). For MCTS, we set 372

the number of iterations to 20 and the episode 373

length (maximum tree depth) to 4, aligning with 374

the maximum hop in our datasets. In our BC 375

experiments, we used 100 data samples that were 376

excluded from the evaluation set. We generate 377

trajectories through MCTS by employing these 378

samples, then utilize generated trajectories to 379

fine-tune the model through BC. 380

Retriever We use the retriever based on 381

BM25 (Robertson and Zaragoza, 2009), imple- 382

mented using Elasticsearch2 as utilized in the IR- 383

CoT (Trivedi et al., 2023). 384

Baselines In our evaluations, we explore three 385

families of established methods to gauge the ef- 386

ficacy of our proposed model in the Multi-Hop 387

Question Answering (MHQA) domain. 388

2https://www.elastic.co/
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HotpotQA 2WikiMHQA MuSiQue

2-hop 2-hop 4-hop total 2-hop 3-hop 4-hop total

F1 EM F1 EM F1 EM F1 EM F1 EM F1 EM F1 EM F1 EM

IO 41.3 31.5 33.4 26.5 54.3 52.7 37.8 32.0 17.4 9.1 11.3 3.9 10.3 4.3 14.2 6.6
IO (GPT-4) 48.6 35.4 41.4 32.3 66.7 64.8 46.7 39.1 26.6 15.3 23.2 16.2 20.0 10.9 24.4 14.7
ToT-BFS 40.9 31.4 33.3 25.1 55.6 54.3 38.0 31.2 25.5 15.0 16.4 8.9 9.8 3.3 19.8 10.9
ToT-DFS 40.0 30.1 30.7 23.0 52.8 51.1 35.3 28.9 22.5 14.2 15.6 8.9 8.0 3.3 17.7 10.6
RAP 41.0 30.7 35.8 26.8 55.5 54.3 39.9 32.6 23.4 14.2 16.5 8.4 10.1 4.0 18.8 10.5

IO w/ Retrieval 50.6 38.9 41.8 32.7 64.4 63.2 46.5 39.1 25.0 14.1 24.7 14.3 13.6 5.4 22.8 12.5
IO w/ Retrieval (GPT-4) 59.5 48.1 46.8 37.5 66.8 64.5 51.0 43.1 29.2 19.2 27.6 16.9 22.1 11.3 27.4 17.0
IRCoT 54.1 42.3 55.4 42.1 72.6 70.5 59.2 48.1 37.9 26.4 23.2 14.5 16.5 6.9 29.4 19.1
DecomP 37.8 29.9 52.7 43.2 73.7 73.3 57.9 50.3 19.1 10.5 9.5 4.3 15.0 10.9 15.4 8.6
ToT-BFS w/ Retrieval 59.1 48.2 55.4 45.2 62.2 60.3 56.8 48.4 40.2 30.8 27.5 18.2 14.1 6.5 31.5 22.5
ToT-DFS w/ Retrieval 58.1 46.6 54.1 45.0 60.6 58.4 55.5 47.8 36.7 28.5 26.1 18.4 11.6 4.3 28.8 20.9
LATS 45.6 44.9 54.3 53.6 69.2 69.2 57.5 56.9 18.1 17.8 7.1 7.1 3.6 3.6 12.1 11.9
MZQA (Ours) 62.3 49.9 67.2 56.8 71.4 70.2 68.1 59.6 40.8 31.0 28.9 18.8 17.1 8.3 32.8 23.1

MZQA-BC (Ours) 59.6 47.0 67.4 57.2 75.1 73.3 69.0 60.6 40.8 31.0 24.4 16.9 14.2 6.1 30.9 22.1

Table 1: Average F1 and EM (Exact Match) score over 3 runs on MHQA benchmarks by the number of hops in the
evaluation samples. The top section of the table displays results from baseline models utilizing only the model’s
internal knowledge, whereas the middle section includes results from baselines that incorporate external knowledge.
The bottom section presents the outcomes for the model fine-tuned via BC. For standard IO (input-output) prompting,
we test both GPT-3.5 (gpt-3.5-turbo-1106) and GPT-4 (gpt-4-1106-preview) with and without retrieval. The
baselines have been reproduced with GPT-3.5 and the retrieval algorithm used in our method for a fair comparison.
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Figure 3: Performance progression of MZQA over iterations averaged across 3 different seeds.

• Standard IO prompting: These involve di-389

rect question-answering where the model gen-390

erates responses based solely on the input, and391

we have tested this with both GPT-3.5 and392

GPT-4 to ensure alignment with others.393

• CoT-based methods: These methods en-394

hance the model’s ability to manage complex395

questions by leveraging intermediate reason-396

ing steps, like IRCoT (Trivedi et al., 2023)397

and DecomP (Khot et al., 2023).398

• Tree-based methods: These are hierarchi-399

cal reasoning approaches such as ToT (Yao400

et al., 2023a), RAP (Hao et al., 2023), and401

LATS (Zhou et al., 2024), to provide sophisti-402

cated problem-solving capabilities.403

For IRCoT and DecomP, we use 15 few-shot404

examples, following the original implementations 405

used to report their experimental results. For the 406

other few-shot prompting baselines (e.g. ToT, RAP, 407

LATS), we used 5 few-shot examples. Note that 408

LATS can be seen as an extended version of RAP 409

with an additional information retriever, making the 410

experiment a fair comparison to all tree-based base- 411

line methods with and without retriever settings. 412

We reproduced all the baselines with GPT-3.5 us- 413

ing 3 seeds. 414

5.2 Performance evaluation 415

To evaluate the overall performance of the proposed 416

and baseline methods on MHQA task, we measured 417

the statistics of the F1 and exact match (EM) scores 418

on the evaluation dataset from 3 separate runs. The 419

results are summarized in Table 1. 420
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Figure 5: The compute-performance relationship between the average number of tokens required to generate the
final answer to the goal question (x-axis) and the average F1 score (y-axis) over 3 seeds on each benchmark. The
number written on each data point indicates the number of in-context learning examples. Note that the closer the
point is to the upper-left corner, the more efficient the method is.

MZQA Our MCTS-based reasoning method has421

demonstrated superior F1 and EM scores compared422

to the baseline models across all total problem set-423

tings in the three MHQA benchmarks. Addition-424

ally, MZQA approach also outperforms in 7 out425

of 8 problem settings, with the exception being426

the 4-hop problem setting in MuSiQue, indicating427

that GPT-4 may contain internal knowledge of the428

answers corresponding to input goal questions.429

This result testifies to the effectiveness of our ap-430

proach in finding optimal reasoning paths through431

iterative trial and error. As depicted in Figure 3,432

MZQA improves in the performance with an in-433

crease in the number of iterations. This indicates434

that even if the initial iteration does not generate the435

correct sub-question, the performance is enhanced436

as MCTS iterates, evaluating nodes and selecting437

better states in the simulation process.438

In Figure 4, we observe that the baseline meth- 439

ods, IRCoT, DecomP and LATS, exhibited signif- 440

icant variance in performance depending on the 441

few-shot prompt, especially when the number of 442

shots is scarce. In an extreme case, the IRCoT 443

with 1-shot demonstrated a difference between the 444

minimum and maximum F1 score on the 2Wiki- 445

MultihopQA dataset is 19.7 points. In contrast, the 446

maximum difference in the minimum and maxi- 447

mum F1 scores for MZQA was at most 2.9 points 448

in the worst-case benchmark, HotpotQA. This indi- 449

cates that MZQA shows robust performance with 450

lower variance across multiple runs, compared to 451

baselines utilizing few-shot examples. This is par- 452

ticularly advantageous as it does not rely on few- 453

shot prompts, making our approach more versatile 454

in a wider range of scenarios. 455
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HotpotQA 2WikiMHQA MuSiQue

F1 EM F1 EM F1 EM

ToT-BFS (w/ MZQA prompt) 60.2 48.0 64.7 56.5 32.9 23.5
ToT-DFS (w/ MZQA prompt) 60.1 47.7 61.5 53.3 31.7 21.9
MCTS (w/ MZQA prompt) 62.3 49.9 68.1 59.6 32.8 23.1

Table 2: Performance comparison of different tree-based search algorithms using MZQA prompts across multiple
datasets. Each result is averaged over 3 seeds.

Even though tree search methods (e.g. RAP,456

ToT, LATS) typically require a significantly larger457

number of tokens to solve a problem, our zero-458

shot prompting method uses a comparable number459

of tokens to the CoT-based baseline methods that460

employ examples (Table 5). In summary, MZQA461

has demonstrated superior performance in terms of462

accuracy, consistency, and efficiency, making it a463

promising approach for tackling MHQA tasks.464

MZQA-BC MZQA-BC, which is trained on the465

MCTS-generated trajectories to address computa-466

tional inefficiencies, demonstrated a significant re-467

duction in the number of LLM interactions, leading468

to faster inference (refer to Table 3). Furthermore,469

the number of tokens required to solve a problem470

was at least ten times less than that required by471

MZQA, making it comparable to the token usage472

of the CoT-based baseline methods in a 1-shot set-473

ting (refer to Figure 5).474

The CoT-based baselines may also train a BC475

model to efficiently generate a more consistent an-476

swer, but this will require creating a dataset of gold477

thought trajectories by hand.478

HotpotQA 2WikiMHQA MuSiQue

MZQA (Ours) 171.9 139.4 161.5
MZQA-BC (Ours) 13 13 13

Table 3: The average number of LLM interactions made
when answering a goal question. (See Figure 6 in Ap-
pendix for details).

Interestingly, the performance of MZQA-BC479

was on par with that of MZQA. While there was480

a slight decrease in the F1 score by 2.7 points481

for HotpotQA and 1.9 points for MusiQue, an in-482

crease of 0.9 points for 2WikiMultihopQA was483

observed (refer to Table 1). This suggests that the484

BC model can effectively emulate the reasoning485

process of MZQA, providing a more efficient solu-486

tion for MHQA tasks without compromising per-487

formance. In contrast to MZQA, although LATS488

also utilizes MCTS for reasoning with few-shot489

prompts, the trajectories generated by LATS have 490

empirically proven less effective for fine-tuning 491

LLMs. (See Appendix. D.1) This highlights the 492

efficacy of MZQA-generated trajectories for LLM 493

fine-tuning. In addition, Figure 4 illustrates that 494

MZQA-BC maintains robustness compared to base- 495

line methods, as evidenced by that the difference 496

between the minimum and maximum F1 scores was 497

2.9 in the worst benchmark, which was HotpotQA. 498

5.3 Ablation study 499

In this experiment, we aim to evaluate the impact of 500

replacing the search algorithm in MZQA while con- 501

sistently utilizing the MZQA prompting method. 502

We assess the efficacy of BFS, DFS, as employed in 503

ToT (Yao et al., 2023a), and MCTS with zero-shot 504

prompting across three benchmarks. As indicated 505

in Table 2, MCTS demonstrated superior perfor- 506

mance in HotpotQA and 2WikiMHQA and similar 507

performance in MuSiQue compared to ToT-BFS 508

and ToT-DFS, highlighting its advanced strategic 509

capabilities in structured environments. Due to the 510

complex nature of MuSiQue’s questions, which 511

pose a significant challenge even to human solvers, 512

all three algorithms exhibited similar effectiveness. 513

6 Conclusion 514

We propose MZQA, an approach that combines 515

instruction-based zero-shot prompting with MCTS 516

reasoning to effectively address the challenges of 517

MHQA. MZQA not only eliminates the need for 518

domain experts to create few-shot examples, but 519

also leverages the internal knowledge of LLM with 520

MCTS to exploit the promising reasoning paths 521

while encouraging exploring alternative reasoning 522

paths. Furthermore, to enhance the efficiency of 523

path reasoning computation, we introduce MZQA- 524

BC, is a fine-tuning method with MCTS-generated 525

trajectories. MZQA-BC mitigates the inefficiencies 526

of MCTS inference, achieving significant improve- 527

ments in reasoning speed without compromising 528

the quality of the thoughts. 529
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Limitations530

This study has several key limitations. First, the531

methods we developed are optimized for large lan-532

guage models, such as GPT-3.5, and may not per-533

form as well with smaller models. Second, our534

tree-based approach requires building a new tree535

for each question. Once a tree is built, it consumes536

significant computational resources, only to be dis-537

carded afterwards. This process can be both costly538

and inefficient. Lastly, our fine-tuning process re-539

lies heavily on the OpenAI platform, which does540

not fully disclose how it operates. As a result, we541

do not have a clear understanding of all the steps in-542

volved in how our behavior cloning was fine-tuned.543

Ethical Considerations544

The large language models employed in our study,545

such as those developed by OpenAI, are prone to546

generating non-factual outputs due to hallucination547

phenomena and may also produce biased outcomes,548

despite the use of advanced techniques like tree549

search influenced by their pre-training. Further-550

more, the reliance on proprietary platforms raises551

issues of transparency, necessitating a careful ap-552

proach to the interpretation and dissemination of553

our findings to thoroughly recognize these con-554

straints. The datasets used in our research, includ-555

ing HotpotQA, 2WikiMultihopQA, and MuSiQue,556

are licensed under CC BY-SA 4.03, Apache-2.04,557

and CC BY 4.05, respectively.558
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A Hyperparameter search711

The performance of open-domain QA can vary by the number of retrieved paragraphs. Hence, we conduct712

a hyperparameter search on a validation dataset of 100 samples for each combination of methods, bench-713

marks, and if applicable the number of in-context learning examples with the options being {2, 4, 6, 8}.714

The optimal number of retrieved documents for each method and benchmark is in Table 4.715

For all tree-based baseline models except LATS, the retrieval process utilized the same number of716

paragraphs as employed by MZQA. The configuration of paragraphs in LATS was designed to adhere to717

the implementation details specified in the original paper, accurately reflecting its structured prompting718

methodology.719

# of shots HotpotQA 2WikiMHQA MuSiQue

IO w/ Retrieval
-

4 6 4
IO (GPT-4) w/ Retrieval 6 6 4

IRCoT
1 2 2 4
5 2 6 2
15 6 4 6

DecomP
1 4 2 6
5 6 4 4
15 4 4 2

MZQA
-

6 8 6
MZQA-BC 6 8 6

Table 4: The optimal number of retrieved documents found by hyperparameter search.

B Datasets720

2 hop 3 hop 4 hop corpus size

HotpotQA 500 - - 5,233,329
2WikiMHQA 395 - 105 430,225
MuSiQue 254 154 92 139,416

Table 5: The number of 500 evaluation samples by hops for each dataset on 100 validation samples.

We evaluate the methods on three standard MHQA benchmarks. We use the identical 500 evaluation721

and 100 validation samples as in IRCoT (Trivedi et al., 2023), employing the same retrieval corpora for722

our experiments. The breakdown of these evaluation samples is provided in Table 5 along with the size of723

corpora from which documents are drawn.724

C Implementation details725

The generation parameters are fixed for all methods including the baselines. To ensure a more consistent726

generation, we set the temperature to 0.1 and top-p to 1.0. Strictly speaking, the transition model in our727

setting is inherently stochastic, as an answer to a sub-question can take many forms. Nevertheless, we728

assume that the model is generally deterministic since LLMs usually generate semantically consistent729

answers. For MZQA-BC, we use the fine-tuning API provided by OpenAI a. The training hyperparameters730

are automatically searched by the API.731

ahttps://platform.openai.com/docs/guides/fine-tuning
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We adopt several details from the baselines. In particular, we use ElasticSearchb with the default search 732

option for BM25-based retriever. As for the in-context learning examples, they are randomly sampled 733

from 20 ready-made demonstrative examples. Hence, the examples may differ from seed to seed. For 734

tree-based baselines, we standardized the number of action candidates to five, and set the breadth limit of 735

ToT-BFS to one. 736

D Additional BC Experiment 737

D.1 Behavioral cloning applied to other baselines 738

# of shots HotpotQA 2WikiMHQA MuSiQue

F1 EM F1 EM F1 EM

IRCoT 15 54.1 42.3 59.2 48.1 29.4 19.1
IRCoT-BC 15 55.3 42.5 61.1 50.3 31.3 21.7

LATS 15 45.6 44.9 57.5 56.9 12.1 11.9
LATS-BC 15 29.4 29.4 41.0 41.0 5.9 5.9

MZQA 0 62.3 49.9 68.1 59.6 32.8 23.1
MZQA-BC 0 59.6 47.0 69.0 60.6 30.9 22.1

Table 6: BC performance with trajectories generated by baselines and our method using 3 seeds.

In this experiment(Table 6), we aim to validate the suitability of trajectories produced by our proposed 739

method and two baseline methods, IRCoT and LATS, for BC. As anticipated, BC utilizing trajectories 740

generated by IRCoT and MZQA maintains performance levels comparable to those observed prior to 741

fine-tuning. Conversely, we observe that BC with trajectories generated by LATS results in performance 742

degradation relative to their original trajectory performance. We hypothesize that this degradation arises 743

because LATS requires strictly structured responses for the given input prompts, thereby limiting the 744

generalization capabilities of LLMs. These findings suggest that not all prompting methods ensure to 745

generate trajectories that retain BC performance, as evidenced by LATS. However, our proposed method 746

maintains performance levels similar to the original trajectory performance used for BC, indicating that 747

MZQA-generated trajectories are more suitable for fine-tuning LLMs to address MHQA tasks. 748

D.2 Robustness of MZQA-BC on datasets 749

HotpotQA 2WikiMHQA MuSiQue
F1 EM F1 EM F1 EM

MZQA 62.3 49.9 68.1 59.6 32.8 23.1
MZQA-BC w/ HotpotQA 59.6 47.0 67.8 59.1 32.0 22.7
MZQA-BC w/ 2WikiMHQA 60.3 48.0 69.0 60.6 32.8 23.2
MZQA-BC w/ Musique 59.2 47.1 67.2 58.4 30.9 22.1

Table 7: Comparing BC performance across the datasets, averaged over 3 seeds.

To evaluate the generalization capability of the fine-tuned MZQA via BC, We conducted additional 750

experiment(Table 7) to asses the performance of MZQA-BC on diffent datasets that were not utilized 751

during BC training. In the table above, the second row shows the performance of MZQA-BC on three 752

datasets, fine-tuned on 100 training instances from the HotpotQA dataset. The results show that MZQA-BC 753

exhibits robust generalization performance over novel datasets. 754

bhttps://www.elastic.co
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E Qualitative Analysis755

hop Gold Facts IRCoT DecomP MZQA (Ours)

Q
Who is the president of the newly declared independent country part of the Commission

of Truth and Friendship with the country that made Arisan!?

1
Arisan! is a 2003 Indonesian film
that has drawn more than 100,000
viewers.

The president of the newly declared
independent country part of the
Commission of Truth and Friendship
with the country that made Arisan! is
Indonesian President Susilo Bambang
Yudhoyono.

What is the name of the newly
declared independent country?
Brazil

Which country made Arisan?
Indonesia

2

The Indonesia–Timor Leste
Commission on Truth and Friendship
was a truth commission established
jointly by the governments of Indonesia
and East Timor in August 2005.

So the answer is:
Susilo Bambang Yudhoyono.

Who is the president of Brazil?
Jair Bolsonaro

What is the Commission of Truth
and Friendship??
The Commission of Truth and
Friendship was a truth commission
established jointly by the
governments of Indonesia and
East Timor in August 2005 ...

3
Democratic Republic of Timor ...
President Francisco Guterres
Prime Minister Mari Alkatiri ...

- -

What is the name of the newly
declared independent country?
The newly declared independent
country is East Timor.

4 - - -
Who is the president of East Timor?
The president of East Timor is
Francisco Guterres

Table 8: Comparative analysis of the responses generated by IRCoT, DecomP and MZQA on a MuSiQue dataset
example. Blue words indicate keywords in generated sentences that match gold facts, while red words indicate
keywords that are irrelevant to gold facts.

To further understand the behavior of our proposed framework, we conduct a qualitative analysis756

comparing our algorithm with the baseline models. We examine the reasoning paths taken by each757

algorithm to answer a 3-hop question from MuSiQue, “Who is the president of the newly declared758

independent country part of the Commission of Truth and Friendship with the country that made Arisan!?"759

To answer this example question accurately, the necessary information includes (1) the country that760

made Arisan! (Indonesia), (2) the country that participated in the Commission of Truth and Friendship761

with Indonesia (East Timor), and (3) the president of East Timor (Franciso Guterres). These details are762

provided in the gold facts column in Table 8.763

The table highlights that IRCoT, which bases its retrieval and reasoning on history without generating764

sub-questions for answering the goal question, tends to prematurely conclude the final answer upon765

encountering relevant keywords in its historical data. Furthermore, DecomP, lacking a mechanism to766

assess the quality of its generated sub-questions, fails to create relevant sub-questions, leading to incorrect767

conclusions for the goal question.768

In contrast, MZQA produces multiple promising sub-questions using the action candidate generator769

LLM to reach the correct answer. Additionally, by evaluating reasoning paths using the evaluator LLM,770

MZQA can leverage the reward signals to select an optimal path from an extensive set of reasoning771

paths. Taking these advantages, MZQA overcomes limitations of CoT-basaed baseline methods and hence772

finally generates successful a reasoning path, as observed in Table 8. This underscores the effectiveness773

of MZQA in handling complex multi-hop reasoning tasks. (See Figure 6 for a more detailed reasoning774

process of MZQA)775
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F Pseudocode 776

Algorithm 1 MZQA
Require: Initial state s0, exploration weight ω, instruction prompt p, action candidates generator G,

transition model T , reward function R, value function Q, visitation number of the node N

1: procedure SEARCH(s0)
2: while within computational budget do
3: S ←− SELECT(s0)
4: for s ∈ S do
5: r←− SIMULATE(s)
6: BACKPROPAGATION(s, r)
7: end for
8: end while
9: end procedure

10: procedure SELECT(s)
11: while s is not a terminal state do
12: if s is not expanded then
13: return EXPAND(s)
14: else
15: a←− argmax

a∈A(s)

Q(s,a)
N(s,a) + ω

√
logN(s)
N(s,a)

16: s′ ←− T (s, a)
17: s←− s′

18: end if
19: end while
20: return {s}
21: end procedure
22: procedure EXPAND(s)
23: S := {}
24: A←− G(pexpansion, s)

25: for a ∈ A do
26: s′ ←− T (s, a)
27: S ←− S ∪ {s′}
28: end for
29: return S
30: end procedure
31: procedure SIMULATE(s)
32: while s is non-terminal do
33: a ∼ G(psimulation, s)
34: s′ ←− T (s, a)
35: s←− s′

36: end while
37: return R(s)
38: end procedure
39: procedure BACKPROPAGATION(s, r)
40: while do
41: N(s)←− N(s) + 1
42: N(s, a)←− N(s, a) + 1
43: Q(s, a)←− Q(s, a) + r
44: if s is s0 then
45: break
46: end if
47: s←− parent of s
48: end while
49: end procedure
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G Prompts777

Below are the zero-shot prompts that are used in each component of the proposed framework.778

G.1 Action779

Decompose it into the next 'Sub -questions ' required to solve the 'Question '.

Consider
- Create "Sub -questions" with keywords from the 'Question ' and 'Question
history '.

Output format:
Sub -question: answer

Example780

Input781

Question: Who is the president of the newly declared independent country part
of the Commission of Truth and Friendship with the country that made Arisan !?

Output782

Sub -question: What is the name of the newly declared independent country?
Sub -question: Who is the president of the newly declared independent country?
Sub -question: What is the Commission of Truth and Friendship?
Sub -question: Which country made Arisan?

G.2 Transition model783

Answer the 'Sub -question ' using the 'Paragraph ', 'Evidence ', and 'Question ' as
references.

Consider:
- Sentence: Find the sentence in the 'Paragraph ' to answer the 'Sub -question '.
If not found , return 'No information '.
- Sub -question Result: Output result for the 'Sub -question '.

Output format as JSON:
{
"Sentence ": result ,
"Sub -question Result ": result
}

Example784

Input785

Paragraphs:
Title: Indonesia -Timor Leste Commission of Truth and Friendship
The Indonesia -Timor Leste Commission on Truth and Friendship was a truth
commission established jointly by the governments of Indonesia and East Timor
in August 2005. The commission was officially created to investigate acts of
violence that occurred around the independence referendum held in East Timor in
1999 and sought to find the "conclusive truth" behind the events. ...

.

.

.

Title: Friendship Day
Friendship Day celebrations occur on different dates in different countries.
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The first World Friendship Day was proposed for 30 July in 1958, by the World
Friendship Crusade.
On 27 April 2011 the General Assembly of the United Nations declared 30 July as
official International Friendship Day. However , some countries , including
India , celebrate Friendship Day on the first Sunday of August. In Oberlin ,
Ohio , Friendship Day is celebrated on 8 April each year.

Evidence: Which country made Arisan? Indonesia
Question: Who is the president of the newly declared independent country part
of the Commission of Truth and Friendship with the country that made Arisan !?
Sub -Question: What is the Commission of Truth and Friendship ??

Output 786

{
"Sentence ": "The Indonesia -Timor Leste Commission on Truth and Friendship was a
truth commission established jointly by the governments of Indonesia and East
Timor in August 2005." ,
"Sub -question Result ": "The Commission of Truth and Friendship was a truth
commission established jointly by the governments of Indonesia and East Timor
in August 2005 to investigate acts of violence that occurred around the
independence referendum held in East Timor in 1999 and sought to find the
'conclusive truth ' behind the events ."
}

G.3 Evaluation 787

Assign a score from 0 to 10 to indicate how helpful 'Question history ' is in
solving the 'Question '.

Consider:
- Only assign a score of 10 if the 'Question history ' can be utilized to answer
the 'Question '.
- Assign a score of 0 if there is no information available to answer the
'Question ' using the 'Question history '.

Output format:
Let 's think Step by Step: Explain result
Score: answer

Example 788

Input 789

Question: Who is the president of the newly declared independent country part
of the Commission of Truth and Friendship with the country that made Arisan !?

Question history:
Sub -question1: Which country made Arisan?
Sub -question Result1: Indonesia
Sub -question2: What is the Commission of Truth and Friendship ??
Sub -question Result2: The Commission of Truth and Friendship was a truth
commission established jointly by the governments of Indonesia and East Timor
in August 2005 to investigate acts of violence that occurred around the
independence referendum held in East Timor in 1999 and sought to find the
'conclusive truth ' behind the events.
Sub -question3: What is the name of the newly declared independent country?
Sub -question Result3: The newly declared independent country is East Timor.
Sub -question4: Who is the president of East Timor?
Sub -question Result4: The president of East Timor is Francisco Guterres
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Output790

Let 's think Step by Step: The question history provides all the necessary
information to answer the question about the president of the newly declared
independent country , East Timor , which is part of the Commission of Truth and
Friendship with Indonesia. The president of East Timor is Francisco Guterres.

Score: 10

G.4 Reader791

Answer 'Question ' in words by referring the 'Paragraph ' and 'Evidence '.

Consider:
- Keep your answer as short as possible , 10 words or less.
- Don 't explain anything , just output the answer.

Output format
Answer: result

Example792

Input793

Paragraphs:
Title: Arisan!
Arisan! is a 2003 Indonesian film that has drawn more than 100 ,000 viewers. It
is the first Indonesian film with a gay theme , and the first Indonesian film to
use high -definition color enhancement. It uses a mixture of English , standard
Indonesian and Jakartan slang. "Arisan !" became the second film in Indonesian
film history to win all six major awards in Festival Film Indonesia (FFI),
including Best Picture , Best Director , Best Actor , Best Actress , Best
Supporting Actor , and Best Supporting Actress , after "Ibunda" in 1986. ...

...

Title: Indonesia -Timor Leste Commission of Truth and Friendship
The Indonesia -Timor Leste Commission on Truth and Friendship was a truth
commission established jointly by the governments of Indonesia and East Timor
in August 2005.
The commission was officially created to investigate acts of violence that
occurred around the independence referendum held in East Timor in 1999 and
sought to find the "conclusive truth" behind the events. ...

Evidence:
Question: Who is the president of the newly declared independent country part
of the Commission of Truth and Friendship with the country that made Arisan !?
Which country made Arisan? Indonesia
...
Who is the president of East Timor? The president of East Timor is Francisco
Guterres

Question: Who is the president of the newly declared independent country part
of the Commission of Truth and Friendship with the country that made Arisan !?

Output794

Answer: Francisco Guterres
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G.5 Simulation policy and BC action 795

Generate one 'Sub -question ' to solve the 'Question '.

Consider
- Create a "Sub -question" with keywords from the 'Question ' and 'Question
history '.

Output format:
Sub -question: answer

Example 796

Input 797

Question: Who is the president of the newly declared independent country part
of the Commission of Truth and Friendship with the country that made Arisan !?

Output 798

Sub -question: What is the newly declared independent country?
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H MCTS visualization799

The search tree from a completed MCTS is visualized in Figure 6. For the state associated with each node,800

we also provide the final sub-question, its corresponding answer, and the reward.801

Figure 6: Visualization of the results from 20 iterations of MCTS applied to an instance of the MuSiQue dataset,
where the numbers represent sequentially generated nodes. Note that some numbers are removed because those
nodes were generated during the simulation process.

Node 0802

Question: Who is the president of the newly declared independent country part
of the Commission of Truth and Friendship with the country that made Arisan !??

Node 1803

Sub -question: What is the name of the newly declared independent country?

Answer: The newly declared independent country is Guinea -Bissau.

Reward: 0

Node 5804

Sub -question: Who is the president of the newly declared independent country?

Answer: The president of the newly declared independent country is not
mentioned in the provided paragraph.

Reward: 0
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Node 9 805

Sub -question: What is the Commission of Truth and Friendship?

Answer: The Commission of Truth and Friendship was a truth commission
established jointly by the governments of Indonesia and East Timor in August
2005 to investigate acts of violence that occurred around the independence
referendum held in East Timor in 1999 and sought to find the 'conclusive truth '
behind the events.

Reward: 0

Node 13 806

Sub -question: Which country made Arisan?

Answer: Indonesia

Reward: 1

Node 17 807

Sub -question: Who is the president of the newly declared independent country?

Answer: The president of the newly declared independent country is not
mentioned in the provided paragraph.

Reward: 0.5

Node 20 808

Sub -question: What is the Commission of Truth and Friendship?

Answer: The Commission of Truth and Friendship was a truth commission
established jointly by the governments of Indonesia and East Timor in August
2005 to investigate acts of violence that occurred around the independence
referendum held in East Timor in 1999 and sought to find the 'conclusive truth '
behind the events.

Reward: 1

Node 23 809

Sub -question: What is the relationship between the newly declared independent
country and the country that made Arisan?

Answer: The relationship between the newly declared independent country and the
country that made Arisan is not mentioned in the provided text.

Reward: 0

Node 26 810

Sub -question: Who is the president of the newly declared independent country?

Answer: The president of the newly declared independent country is not
mentioned in the provided text.

Reward: 0
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Node 28811

Sub -question: What is the name of the newly declared independent country?

Answer: The newly declared independent country is East Timor

Reward: 1

Node 30812

Sub -question: What is the role of the Commission of Truth and Friendship in
relation to the newly declared independent country?

Answer: The role of the Commission of Truth and Friendship in relation to the
newly declared independent country is to investigate acts of violence that
occurred around the independence referendum held in East Timor in 1999 and seek
to find the 'conclusive truth ' behind the events.

Reward: 1

Node 32813

Sub -question: Who is the president of East Timor?

Answer: The president of East Timor is Francisco Guterres.

Reward: 1

Node 33814

Sub -question: What is the name of the newly declared independent country?

Answer: The name of the newly declared independent country is not mentioned in
the provided paragraph.

Reward: 1

Node 35815

Sub -question: What is the Commission of Truth and Friendship?

Answer: The Commission of Truth and Friendship was a truth commission
established jointly by the governments of Indonesia and East Timor in August
2005 to investigate acts of violence
that occurred around the independence

referendum held in East Timor in 1999 and sought to find the 'conclusive truth '
behind the events.

Reward: 0

Node 37816

Sub -question: What is the significance of the country that made Arisan in this
context?

Answer: The significance of the country that made Arisan in this context is
that it is the first Indonesian film with a gay theme and the first Indonesian
film to use high -definition color enhancement.

Reward: 0
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Node 39 817

Sub -question: What is the name of the newly declared independent country?

Answer: The name of the newly declared independent country is not mentioned in
the provided paragraph.

Reward: 0

Node 40 818

Sub -question: Who is the president of the newly declared independent country?

Answer: The president of the newly declared independent country is not
mentioned in the provided paragraph.

Reward: 0

Node 41 819

Sub -question: What is the Commission of Truth and Friendship?

Answer: The Commission of Truth and Friendship was a truth commission
established jointly by the governments of Indonesia and East Timor in August
2005 to investigate acts of violence that occurred around the independence
referendum held in East Timor in 1999 and sought to find the 'conclusive truth '
behind the events.

Reward: 0

Node 42 820

Sub -question: Who is the president of the newly declared independent country?

Answer: No information

Reward: 0.2

Node 43 821

Sub -question: What is the name of the newly declared independent country?

Answer: The newly declared independent country is East Timor.

Reward: 0

Node 44 822

Sub -question: What is the relationship between the newly declared independent
country and the Commission of Truth and Friendship?

Answer: The relationship between the newly declared independent country and the
Commission of Truth and Friendship is that the commission was established to
investigate acts of violence that occurred around the independence referendum
held in East Timor in 1999 and sought to find the 'conclusive truth ' behind the
events.

Reward: 0.5
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Node 45823

Sub -question: Who is the president of Guinea -Bissau?

Answer: No information

Reward: 0.7

Node 48824

Sub -question: Who made the declaration of independence for the newly declared
independent country?

Answer: The declaration of independence for the newly declared independent
country was made by the prime minister and president of the Democratic Republic
of Vietnam (North Vietnam) since 1945.

Reward: 1

Node 50825

Sub -question: What is the name of the Commission of Truth and Friendship with
the country that made Arisan?

Answer: The name of the Commission of Truth and Friendship with the country
that made Arisan is
the Indonesia -Timor Leste Commission on Truth and Friendship.

Reward: 1

Node 51826

Sub -question: What is the name of the country that made Arisan?

Answer: The country that made Arisan is Indonesia.

Reward: 0.1

Node 52827

Sub -question: Who is the prime minister and president of the Democratic
Republic of Vietnam (North Vietnam) since 1945?

Answer: The prime minister and president of the Democratic Republic of Vietnam
(North Vietnam) since 1945 is Ho Chi Minh.

Reward: 0

I Utilization of the AI assistant828

In this study, the AI language model ChatGPT, developed by OpenAI, was minimally utilized solely for829

adjusting the tone of our manuscript. Its application was confined to refining the language and enhancing830

readability without influencing the analytical or methodological aspects of our research.831
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