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ABSTRACT

Out-of-distribution (OOD) detection, which maps high-dimensional data into
a scalar OOD score, is critical for the reliable deployment of machine learning
models. A key challenge in recent research is how to effectively leverage
and aggregate token embeddings from language models to obtain the OOD
score. In this work, we propose AP-OOD, a novel OOD detection method
for natural language that goes beyond simple average-based aggregation by
exploiting token-level information. AP-OOD is a semi-supervised approach
that flexibly interpolates between unsupervised and supervised settings,
enabling the use of limited auxiliary outlier data. Empirically, AP-OOD
sets a new state of the art in OOD detection for text: in the unsupervised
setting, it reduces the FPR95 (false positive rate at 95% true positives) from
27.77% to 5.91% on XSUM summarization, and from 75.19% to 68.13% on
WMT15 En—Fr translation.

1 INTRODUCTION

Out-of-distribution (OOD) detection is essential for deploying machine learning models in
the real world. In practical settings many models encounter inputs that deviate from the
model’s training distribution. For example, a model trained to summarize news articles
might also receive a prompt with a cooking recipe. In such situations, models may assign
unwarranted confidence to their predictions, leading to erroneous outputs and hallucination.
A hallucination is a state in which the model generates output that is nonsensical or
unfaithful to the prompt (Farquhar et al., 2024). For example, Ren et al. (2023) observe that
a common failure case in abstractive summarization is for the model to output “All images
are copyrighted” when prompted to summarize news articles from a publisher (CNN) that
differs from what it was trained on (BBC). Many authors attribute hallucination to model
uncertainty (e.g., Farquhar et al., 2024; Aichberger et al., 2025), which decomposes into
aleatoric uncertainty (resulting from noise in the data) and epistemic uncertainty (resulting
from a lack of training data). OOD prompts exhibit high epistemic uncertainty (Ren et al.,
2023). The purpose of OOD detection is to classify these inputs as OOD such that the
system can then, for instance, notify the user that no output can be generated. Many
existing post-hoc OOD detection methods (e.g., Huang et al., 2021; Sun & Li, 2022; Wang
et al., 2022) assume a classifier as the base model. In contrast, in language modeling, the
base model is typically an autoregressive generative model without an explicit classification
head. This necessitates the development of OOD detection methods specifically tailored for
language modeling, and we believe that the OOD detection community can benefit from
generative language modeling as an additional benchmark. Our contributions are as follows:

1. We propose AP-OOD, an OOD detection approach for natural language that leverages
token-level information to detect OOD sequences.

2. AP-OOD is a semi-supervised approach: It can be applied in unsupervised (i.e.,
when there exists no knowledge about OOD samples) and supervised settings (i.e.,
when some OOD data of interest is available to the practitioner), and smoothly
interpolates between the two.

3. We show that AP-OOD can improve OOD detection for natural language in summa-
rization and translation.
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Figure 1: Illustrative example for the failure of mean pooling. (Left) ID and OOD sequences
Z; € R?*2 where each sequence contains a pair of token embeddings with two features each.
Token embeddings that belong to the same sequence are connected with lines. (Center)
The means of the ID and OOD sequences both cluster around the origin. (Right) A mean
pooling approach cannot discriminate between the ID and OOD sequences.
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Figure 2: Illustrative example for the mechanism that AP-OOD uses to correctly discriminate
between ID and OOD (as opposed to the mean pooling approaches). The setting is the same
as in Figure 1. (Left) The loss landscape forms two basins at the locations of the ID token
embeddings. (Center) After training AP-OOD with a single weight vector w, the learned
w is located in one of the basins. (Right) AP-OOD achieves perfect discrimination between
the ID and OOD sequences.

4. We provide a theoretical motivation for the suitability of AP-OOD for OOD detection
on tokenized data.

1.1 BACKGROUND

Consider a language model trained that given input sequences (x1, x2, ..., xy) with
x; € X! autoregressively generates target sequences (y1, ¥2, ..., yn) with y; € X. The
input sequences are drawn i.i.d.: &; ~ pip. We consider input sequences * € X that deviate
considerably from the data generation pip(x) that defines the “normality” of our data as
OOD. Following Ruff et al. (2021), an observed sequence is OOD if it is an element of the set

0 := {x € X | pip(x) < €} where € >0, (1)

and € € R is a density threshold. In practice, it is common (e.g., Hendrycks & Gimpel, 2016;
Lee et al., 2018; Hofmann et al., 2024) to define a score s : Z — R that uses an encoder
¢: X — Z (where Z denotes an embedding space). Given s and ¢, OOD detection can be
formulated as a binary classification task with the classes in-distribution (ID) and OOD:

? _ JID  ifs(é(x)) =
Bl=,7) = {OOD if s((z)) < @)

The outlier score should — in the best case — preserve the density ranking, but it does not
have to fulfill all requirements of a probability density (proper normalization or nonnegativity).

'We use X := Ug>1 V¥ for the set of input sequences, and V := {v1,...,vv} is the vocabulary.
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For evaluation, the threshold v € R is typically chosen such that 95% of ID samples from a
previously unseen validation set are correctly classified as ID. However, metrics like the area
under the receiver operating characteristic (AUROC) can be directly computed on s(¢p(x))
without fixing -, since the AUROC sweeps over all possible thresholds.

2  METHOD

AP-OOD is a semi-supervised method: It can be trained without access to outlier data
(unsupervised), and with access to outlier data (supervised), and can smoothly transition
between those two scenarios as more outlier data becomes available for training. In the
following, we first introduce AP-OOD in an unsupervised scenario (Section 2.1) and generalize
it to the supervised scenario (Section 2.2).

2.1  UNSUPERVISED OOD DETECTION

Background Ren et al. (2023) propose to detect OOD inputs using token embeddings
obtained from a transformer encoder—decoder model (Vaswani et al., 2017b) trained on
the language modeling task. Given an input sequence x, they obtain a sequence of token
embeddings. They compare obtaining embeddings E € Z? from the encoder ¢epe : X — Z
and generating a sequence of embeddings G € Z using the decoder ¢gec : Z — Z:

E = ¢onc(x) G = ¢Pgec(E). (3)

For clarity, we write Z € Z for a sequence of token embeddings, whether produced by the
encoder or the decoder, and we call Z the sequence representation of . To obtain a single
vector z € RP, Ren et al. (2023) perform mean pooling:

1 s
z = Zzs. (4)

Then, they propose to measure whether zZ is OOD by first fitting a Gaussian distribution
N(p,2), p € RP, 3 € RP*P to the per-sequence mean embeddings computed from the
training corpus, and then computing the squared Mahalanobis distance between z and u:

Wl

didaha(‘i?p‘) = (2 - I'I’)Tx_l(z - IJ’) and sMaha(z) = dlz\/laha(i’p’)' (5)

Averaging hides anomalies. The key limitation of the approach described above is the
use of the mean of the token embeddings Z: Averaging the entire sequence into the mean 2z
discards the token-level structure that would otherwise be informative for detecting whether
a sequence is OOD. Figure 1 shows a toy example of this failure mode: The ID and OOD
sequences are indistinguishable using their means, and therefore, the Mahalanobis distance
with mean pooling fails to discriminate between them.

Mahalanobis decomposition. To address this limitation, we begin by expressing the
Mahalanobis distance as a directional decomposition:

D

Brana(Z00) = > (wl'z — wlp)’, (6)
j=1

T

The weight vectors w; € RP form a basis of RP and determine £ 7! via 7! = Zle wjw; .

One possibility to map a given X! to weight vectors w; is to select the directions of the
w; as the unit-norm eigenvectors of 31, and to select the squared norms of the w; as their
corresponding eigenvalues (see Appendix B.2).

*We use Z :=J g>1 RP>*S for all finite-length sequences of D-dimensional token embeddings.
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Algorithm 1 AP-OOD

Require: (z1,...,ZN), Genc, Gdec, 5, M, nsteps
1: fori=1to N do

2: Compute sequence embedding Z; using Z; < ¢penc(®;) o Z; < Pdec(Genc(T;)).
3: for step = 1 to nsteps do
4: Randomly sample mini-batch indices B C {1,..., N}
5: Collect mini-batch {Z;}iep.
6: Form batch-local concatenation ZB < |l;en Zi-
5 M
7: Compute loss £ \BI Yiend *(Zi, Zp) — ijl log(||w;]3)-
8: Compute gradients of £ w.r.t. (wq,...,wys) and perform a gradient update

9: Do mini-batch attention pooling to compute p; < ZS()ftHl%lX(ﬁ ZN'[wj) (Appendix C.1)
M -

10: s(Z) + ijl fd?(Z, Z) + log (||wj||%) .

11: return s(-)

Beyond mean pooling. To overcome the limitations of mean pooling, we generalize
Equation (6) by using attention pooling (Bahdanau, 2014; Ramsauer et al., 2021):

AttPools(Z,w) := Zsoftmax(f ZTw) and 2 := AttPools(Z,w). (7)

where 3 € R~ is the inverse temperature, and w € R” is a learnable query. AP-OOD also
uses attention for the corpus-wide pooling: Given the sequence representations (Z1,..., Zy)

where Z; € Z from a corpus (@1,...,xy) wWith Z; := ¢enc(x;), we define 7 € Z as the
concatenation of all sequence representations: Z := (Zy || --- || Zy). AP-OOD estimates
un= AttPoolﬂ(Z, w). Given the Z and p from the attention pooling, AP-OOD estimates
d*(Z, Z ), the squared distance between a sequence representation Z and the concatenation
Z analogous to Equation (6):
M s M
d*(Z, Z) = Z (w;fFZsoftmaX(ﬁ ZT'wj) — ijZsoftmaX(ﬁ Zij)) = Z cl?(Z7 Z) (8)
=1 j
We refer to M € N as the number of heads. In general, M does not need to equal the
embedding dimension D. We show in Appendix B.3 that, when § = 0 and M = D,
Equation (8) reduces to the Mahalanobis distance (Equations (5) and (6)). To the best
of our knowledge, AP-OOD is the first approach to integrate attention pooling into the
Mahalanobis distance via a learnable directional decomposition. In Appendix B.1, we show
that smin(Z) = min; —d2(Z, Z) + log(||w,||3) is a score function as defined in Equation (2).
Our score arises naturalfy as the upper bound

M
s(Z) = Y ~d}(Z.Z) + log(|lwjl[3). 9)
j=1
In Appendix D.7, we empirically compare the min-based score spin(Z) to its upper-bound

variant s(Z) and find that s(Z) yields stronger OOD discrimination. The choice of this
score naturally leads to the loss function of AP-OOD:

N M
1 .
L(wi,...,wy) = NE d*(Z:,Z) — > log (|lw;|13) - (10)
i=1 j=1

We provide the pseudocode for AP-OOD in Algorithm 1. Scaling to large data sets requires
efficient computation of p = ZNS()ftID?LX(ﬂ zZ Tw); the naive method loads the entire concate-
nated sequence Z into memory, but we reduce the memory footprint by performing attention
pooling on mini-batches. We describe this procedure in Appendix C.1.

Multiple queries per head. We now extend AP-OOD and use multiple queries per head.
We use a set of stacked queries W, = (wj1,...,w;r) € RP*T per head. For simplicity, we
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consider a single head with the queries W € R”*7 for now. We begin by extending the
softmax notation from Ramsauer et al. (2021) to matrix-valued arguments. Given a matrix

Ac RSXT

exp(fBa
< 11?(/6 st) . (11)
D=1 2= XP(Basr)
In other words, the softmax normalizes over the rows and columns of A. Next, we extend
the attention pooling process from Equation (7) with the matrix-valued softmax: AP-
OOD transforms the sequence representation Z € RP*S with S tokens to a new sequence

representation Z ¢ R”*7 with T tokens using Z := ZP. The updated attention pooling
process is

AttPools(Z, W) := Zsoftmax(8 ZTW) and Z := AttPoolsg(Z,W).  (12)

To the best of our knowledge, this work is the first to use a matrix-valued global softmax
to transform a sequence Z into another sequence Z. Finally, AP-OOD uses W € RP*T to
transform the Z € RP*T to a real number with the Frobenius inner product (W, Z)p =
vec(W)T vec(Z) = Tr(WT Z). To summarize, the extended squared distance is

softmax(8A)g 1=

M

. N _ 2
(2,2) =Y. (Tr(WjT Zsoftmax(8 ZTW;)) — Tr(W] Zsoftmax(8 ZTWj))) . (13)
j=1
Finally, the regularizing term is — log(||W||%) (where || - ||% denotes the squared Frobenius

norm). To summarize, the extended loss is
1 } M
i=1 j=1

We provide PyTorch-style pseudocode implementing Equation (14) in Appendix C.2.

2.2  SUPERVISED OOD DETECTION

Background. Supplying an OOD detector with information about the distribution of the
OOD examples at training time can improve the ID-OOD decision boundary (Hendrycks
et al., 2018). In practice, it is hard to find OOD data for training that is fully indicative
of the OOD distribution seen during inference. Outlier exposure (OE; Hendrycks et al.,
2018) therefore uses a large and diverse auxiliary outlier set (AUX; e.g., C4 for text data)
as a stand-in for the OOD case. However, acquiring such large and diverse AUX datasets
is not always possible. For example, consider a translation task with a less widely spoken
source language. As another example, consider detecting defects in industrial machines using
recordings of their sounds (Nishida et al., 2024). Practitioners can collect a relatively large
amount of ID audio data from machines while they run without defects. However, it is
much harder to collect diverse AUX examples from defective machines because defects are
infrequent. In such a case, one might have to resort to a smaller AUX data set. Therefore,
an OOD detector should scale gracefully with the degree of auxiliary supervision, adapting
to the available number of AUX examples (e.g., Ruff et al., 2019; Liznerski et al., 2022;
Yoon et al., 2023; Ivanov et al., 2024; Qiao et al., 2024).

Utilizing AUX data. To adapt AP-OOD to the supervised setting, we follow Ruff et al.
(2019) and Liznerski et al. (2022): AP-OOD punishes large squared distances d?(Z, Z)
for ID samples Z and encourages large squared distances for AUX samples Z. For-
mally, AP-OOD minimizes the binary cross-entropy loss with the classes ID and AUX
with p(y = ID|Z) = exp(—d*(Z, Z)). Given N ID examples (Zy,..., Zy), and N’ AUX

examples (Zn41,-..,ZN+nN7), AP-OOD minimizes the supervised loss
1 N 1 N+N’
= A2, Z) — N —— log(1 — exp(—d*(Z;, Z 1
»CSUP N+ N/ ; ( ) ) N + N/ iz%:—‘rl og( exp( ( ’ )))7 ( 5)

where A € R>q. If A =0, Lgup equals the unsupervised loss £ without the regularizing term.
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Table 1: Unsupervised OOD detection performance on text summarization. We compare
results from AP-OOD, Mahalanobis (Lee et al., 2018; Ren et al., 2023), KNN (Sun et al., 2022),
Deep SVDD (Ruff et al., 2018), model perplexity (Ren et al., 2023), and entropy (Malinin &
Gales, 2020) on PEGASUS ARrgE trained on XSUM as the ID data set. | indicates “lower is
better” and 1 “higher is better”. All values in %. We estimate standard deviations across
five independent data set splits and training runs.

CNN/DM  Newsroom  Reddit Samsum Mean

Input OOD
Mahalanobis AUROC 1 69.00%027  86.37+0-19  98,64+00T 99 774001 gg.45
anatanobis FPRO5 |  92.19%0:08  44g*0-71 45034 17002 3989

AUROC t  54.34%015  73.76+0.09 94 52%0.03 98 g9+0.01 g0 36
FPR95 | 99.40%003 8856017  51.24*0.70 3 7+0.16 60.57
AUROC 1 75.86t100  91.20%9-21  99.73+0-05 99 57+0-04 91 59
FPR95 |  73.70%23%  36.46%112  (.2610-%9 0.67+0-17 27.77
AUROC 1+ 96.13%044 99.10%008 99 91+0.03 99 80+004 9874
FPR95 |  19.51%224 411#028  ,00+001  0.04%003 591

Output OOD

AUROC 1 42.20%01%  53.99+031 g3 38+0.15 78 53+0.31 (4 59
FPR95 | 77.71%017 79074057 45561040 46.96+0-20  62.32
AUROC 1 59.59%021  77.20%052 93 47+0-21  g7.17+020 79 36
FPR95 | 79.04%075  §4.24+1:21  3(,19+134 50 47+1.64 5598
AUROC 1 63.27%017  g8.26+011  97.40%0:09  97.99+0.08  gg 55
FPRO5 |  89.84%013  47.83+0.71 1] 13+0-58  1357+0.25 40 59
AUROC 1 74.37%013  86.96+008  95.85%0-06 97 33+0.03  gg 63
FPR95 |  73.36%020  53.44*058 1578027  1029+0.22 3892
AUROC 1 68.31%1:63 9413012 97,60%0-26  95.97+0-15 89,00
FPR95 |  76.76t%15  19.22+0:34 g go+!l-%5 20.17+128  31.26

KNN

Deep SVDD

AP-OOD (Ours)

Perplexity
Entropy

Mahalanobis

KNN

Deep SVDD

AUROC t+ 93.37%054  92,62+067 98 04+0-28 98.30+011 9559
FPR95 |  23.12+197 20.91%29  §34+1.56  ¢.83+064 16,55

AP-OOD (Ours)

3 EXPERIMENTS

Toy experiment. We present a toy experiment illustrating the main intuitions behind
AP-OOD. Figure 1 demonstrates a simple failure mode of mean pooling approaches: First, we
generate ID and OOD token embeddings Z; € R?*2. Each ID sequence representation consists
of one token sampled from N'((1,1), 0?I) (where o := 0.1) and one token sampled from
N((=1,-1), o2I). The OOD sequences contain two tokens sampled from N'((—1,1), o2I)
and NV((1,—1), o*I), respectively. The left panel shows the generated sequences, where each
sequence consists of two dots (representing the two tokens) connected by a line. Because
the means of the ID and OOD sequences both cluster around the origin (central panel), the
Mahalanobis distance with mean pooling fails to discriminate between them (right panel).
Figure 2 shows how AP-OOD overcomes this limitation: We set M = 1 and 7' = 1 and
train AP-OOD as described in Section 2.1 on the ID data only, but we modify the pooling
mechanism from Equation (7): We replace the dot product similarity in the softmax with
the negative squared Euclidean distance, as it is known to work better in low-dimensional
spaces (we provide the formal definition for this modification in Appendix D.1). The left
panel of Figure 2 shows that the loss landscape of w forms two basins at the locations of the
ID tokens. The central panel shows that after training, w is located in one of the basins.
Finally, the right panel shows that AP-OOD perfectly discriminates ID and OOD.

Summarization. We follow Ren et al. (2023) and use a PEGASUS argr (Zhang et al.,
2020) fine-tuned on the ID data set XSUM (Narayan et al., 2018). We utilize the C4 training
split as the AUX data set. We measure the OOD detection performance on the data sets
CNN/Daily Mail (CNN/DM; news articles from CNN and Daily Mail; Hermann et al., 2015;
See et al., 2017), Newsroom (articles and summaries written by authors and editors from 38
news publications; Grusky et al., 2018), Reddit TIFU (posts and summaries from the online
discussion forum Reddit; Kim et al., 2018), and Samsum (summaries of casual dialogues;
Gliwa et al., 2019). The ForumSum data set used in the experiments of Ren et al. (2023)
has been retracted. Therefore, we do not use it in our experiments.

Translation. We train a Transformer (base) on WMT15 En-Fr (Bojar et al., 2015). The
model trains for 100,000 steps using AdamW (Loshchilov & Hutter, 2017) with a cosine
schedule (Loshchilov & Hutter, 2016), linear warmup, and a peak learning rate of 5 x 104,



Under review as a conference paper at ICLR 2026

00 100
+—% . - jz
% / ,z/r %0
80
= <
& g
o Q
g o]
& &
E] S
K ES

20 21 22 23 98 25 26 7 98 29 0 il 12 13 36 25 26 o7 28 29 l0 o1l 12 o1
Number of AUX examples Number of AUX examples

(a) CNN/DM (b) Newsroom

Figure 3: OOD detection performance on the input token embeddings of PEGASUSLArRGE
trained on XSUM. We vary the number of AUX samples and compare AP-OOD, binary
logits (Ren et al., 2023), Deep SAD (Ruff et al., 2019), and relative Mahalanobis (Ren et al.,
2023). AP-OOD attains the highest AUROC independent of AUX sample count.

We set the batch size to 1024 and the context length to 512. Following Ren et al. (2023),
the AUX data set is ParaCrawl En—Fr, and the OOD data sets are newstest2014 (nt2014),
newsdiscussdev2015 (ndd2015), and newsdiscusstest2015 (ndt2015) from WMT15 (Bojar
et al., 2015), and the Law, Koran, Medical, IT, and Subtitles subsets from OPUS (Tiedemann,
2012; Aulamo & Tiedemann, 2019).

Training. We extract 100,000 ID sequence representations (E or G) and use all extracted
representations for training AP-OOD in all experiments. We also extract AUX sequence
representations, and we vary the number of AUX sequences available from 0 (unsupervised)
to 10,000 (fully supervised). While training AP-OOD, the transformer model remains frozen.
We use the Adam optimizer (Kingma & Ba, 2014) without weight decay, set the learning rate
to 0.01, and apply a cosine schedule (Loshchilov & Hutter, 2016). We train for 2,000 steps
with a batch size of 512. We select M and T such that the parameter count of AP-OOD
matches the parameter count of the Mahalanobis method (i.e., the size of X). For more
information on hyperparameter selection, we refer to Appendix D.2. An additional scaling
experiment on input sequence representations of the summarization task investigates larger
parameter spaces: We train on the full XSUM data set (instead of the 100,000 ID sequence
representations used in the other experiments). We select the number of heads (M) from
the set {1,16,128,1024}, the number of queries (T') from the set {1,4,16}, and S from
{1/\/5, 0.25,0.5,1,2}. The largest configuration has a parameter count 16 times greater
than the Mahalanobis baseline.

Baselines. We compare AP-OOD to six unsupervised OOD detection methods: We apply
the embedding-based methods Mahalanobis (Lee et al., 2018; Ren et al., 2023), KNN (Sun
et al., 2022), and Deep SVDD (Ruff et al., 2018) to both the input and output sequence
representations (E and G, respectively), and we apply Perplexity (Ren et al., 2023) and
Entropy (Malinin & Gales, 2020) to the output of the decoder. We also compare AP-OOD
to three supervised OOD detection methods: binary logits (Ren et al., 2023), relative
Mahalanobis (Ren et al., 2023), and Deep SVDD (Ruff et al., 2019). We evaluate the
discriminative power of the methods in our comparison using the false positive rate at 95%
true positives (FPR95) and AUROC.

Audio data. To demonstrate the effectiveness of AP-OOD on data modalities other than
text, we apply the method to the MIMII-DG audio data set (Dohi et al., 2022). The data
set comprises audio recordings of 15 different machines, ranging from 10 to 12 seconds in
length. The dataset contains 990 samples per machine. During preprocessing, the raw audio
waveforms are converted into audio spectrograms. We train a transformer to classify a subset
of 7 machines. The remaining 8 machines are considered as OOD. The architecture and
training method for the network were adopted from Huang et al. (2022). To adjust for the
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Figure 4: OOD detection performance on the input token embeddings of PEGASUS| ArGE
trained on XSUM when scaling to large M and T. We vary M € {1,16,128,1024}, T €
{1,4,16}, and 8 € {1/v/D,0.25,0.5,1,2}. (Left) Mean AUROC in % for the best § at each
(M, T) combination. (Right) The best /3 selected at each (M,T) combination.

small data set size, we decrease the size of the architecture: We increase the patch size to
32 x 32 pixels, decrease the embedding dimension to 32, and utilize only three attention
blocks with four heads each. Consequently, the encoder of the network produces 128 tokens
with D = 32 features. We train AP-OOD on the encoder output in the unsupervised setting
using M = 128 and T' = 8.

4 RESULTS

Table 1 shows the results on unsupervised OOD detection on the text summarization task.
AP-OOD surpasses methods with mean pooling by a large margin for both input and output
settings for most OOD data sets. Most notably, the mean FPR95 on CNN/DM improves
from 73.70% for the best baseline Deep SVDD to 19.51% for AP-OOD. The table also
shows that the embedding-based methods (Mahalanobis, KNN, Deep SVDD, and AP-OOD)
perform better than the prediction-based baselines perplexity and entropy. Figure 3 shows
the results of AP-OOD in the semi-supervised setting: supplying AUX data to AP-OOD
improves the AUROC, and more AUX data results in a larger improvement. AP-OOD
attains the highest AUROC independent of AUX sample count. We include the results on
additional OOD data sets in the semi-supervised setting and results on fully supervised
OOD detection on the summarization task in Appendix D.3, and we present ablations on
AP-OOD on text summarization in Appendix D.8.

Figure 4 shows the results when scaling AP-OOD to larger parameter counts. As we increase
the number of heads (M) and queries (T'), we observe a steady increase in the mean AUROC
on the summarization task. The highest Mean AUROC of 99.40% is achieved by the largest
configuration tested (M = 1024, T = 16).

Table 2 shows the results on unsupervised OOD detection on the translation task. AP-OOD
gives the best average results for the input and output settings. It is noteworthy that in the
translation task, the prediction-based methods perform better, with the perplexity baseline
outperforming all embedding-based methods evaluated on the output token embeddings
except AP-OOD. We hypothesize that this discrepancy can be explained as follows: In
translation, ID uncertainty is typically low because the source sentence largely dictates
what must be generated — specific words, names, and inflections — so ID perplexities are
small and tightly clustered. In text summarization, ID uncertainty is higher because many
different summaries can be equally valid, with freedom in what to include and how to phrase
it. This raises and spreads ID perplexity and weakens ID-OOD separation when using
perplexity. We include results on fully supervised OOD detection for translation in Appendix
D.5. Furthermore, we verify the effectiveness of AP-OOD on the decoder-only language
modeling paradigm using Pythia-160M in Appendix D.6.
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Table 2: Unsupervised OOD detection performance on English-to-French translation. We
compare results from AP-OOD, Mahalanobis (Lee et al., 2018; Ren et al., 2023), KNN (Sun
et al., 2022), Deep SVDD (Ruff et al., 2018), model perplexity (Ren et al., 2023), and
entropy (Malinin & Gales, 2020) on a Transformer (base) trained on WMT15 En-Fr as the
ID data set. | indicates “lower is better” and 1 “higher is better”. All values in %. We
estimate standard deviations across five independent data set splits and training runs.

IT Koran Law Medical Subtitles ndd2015 ndt2015 nt2014 Mean

Input OOD
Mahalanobis AUROC 1 93.94F001  66.82+029 49 39+030 78 5)+0-41 89 1+0.09 5 87+001  66.44+001 51 534001 70 96
1alanobls FPR95 |  31.20%029 93463027  91.26%050  3.1340.77 59 60+0-48 g7,01%0-14 g9 09010  97,13+0-10 7650
KNN AUROC 1 94.16F001  66.165024  46.68%022  79.62%0-41 89 16X011  4.81F005  5,635005 53912005 9 93
FPRO5 | 3244012 9469%028 g2 714034 74073 (3355082 ggg]+0.07 g9 g7£0.04 g7 51003 7833
Deep SVDD AUROC T 92(53:&0.15 G4»12i“'81 51A5611'21 77A40;H!.52 87.6410.37 6:&301!].40 63‘5810,31 49(31:&().31 6868

FPR95 |  39.37E094  95.24%028 92 80*029 66 17+0-71  6553E133 89 87022 9(.91£027 98 07019 7974
AUROC 1 94.88%0-08 73514033 51 114038 g1 go+035 g9 14032 69 98+0-15 70 40+027 57.82+023 7358
FPR95 |  25.00%059 87.48+%0:33 89 45+067 58 51+060 () 784207 g6 454091 87054032 94.19+041 7361

Output OOD
AUROC 1 94.06F0-00  77,055020  4518+038 75414042 g9 3g+0.08 75 39+£0.02 75 87£002 g7 744002 7462

AP-OOD (Ours)

Bemplexity FPR95 |  35.36X001  90.54%0-35  90.14%034 69174060 50, 11F058 g3 94+0.04 g5 47000  96g0E0.00 7519
Entrony AUROC 1 71444022 86.14%0:32  53,085023 51 19044 70955047 75112096 7996022 71.31%017  69.13
Py FPR95 | 71.19%09%  56.19+1:91 03.94+037 90 27+061 74 56+123  76.28%213 77654154 85714132 78923

' . AUROC 1 90.74F001  69.38%0.17 52 95+0.14 75 6g+0.47  gg 57£0.08 g9 9g+£0.03 g9 76£002 48 63+0-02 (g 54
Mahalanobis FPRO5 |  57.02£044  94.96%023 9715015 g1 344033  7616£0.79 93094029 93 93+0.13 98 00+0-09  §6.37
KNN AUROC 1 95.35%004  7155%017 5740014 78,53%058  g7,06+012  67.16*0-12  67.90%0-18  58.38*0-10 72,92
FPR95 |  27.61F031 94,1301 93.89+032 5 10+0-58 79 73£0.43 g 33+£0.08 9] gg£0.10  9g79+0-05 79 17

Deep SVDD AUROC 1 89.20X013  §7.28%080 54 40+083  7396+0-65  8400¥019  0.37E057  60.66%037  47.11%0922  67.12

FPR95 | 62.41F121  95.19+045  9503+0.65 g1 504169 g1 565115 93.93+026  g575+044 98 41+016  g7.97
AUROC 1+ 96.28+0-11 80, 70£0-50 53 ,07+068  g8(.84+087 93 88+0-36 80 64+0-57 81.39+056 8124065 7936

AP-OOD (Ours) FPR95 |  21.20%065 8249+129  g7.38+044 g3 g7+1.03 40 27302 7714168 78 39%129 94 504040 68,13

Table 3: Unsupervised OOD detection performance on audio classification. We compare
results from AP-OOD, Mahalanobis (Lee et al., 2018; Ren et al., 2023), KNN (Sun et al.,
2022), Deep SVDD (Ruff et al., 2018), MSP (Hendrycks & Gimpel, 2016), and EBO (Liu
et al., 2020b) trained on MIMII-DG (Dohi et al., 2022) as the ID data set. | indicates “lower
is better” and 1 “higher is better”. All values in %. We estimate standard deviations across
five independent training runs.

Mahalanobis  KNN Deep SVDD  MSP EBO AP-OOD (Ours)

AUROC T 64_96i0.002 81.21i0 000 53_48;&1.930 88_0510.000 90_7510.000 92_8610.746
FPR95 ~L 84»39+0'011 57‘11+0 000 8944+1 689 3&43#’0.000 61A86+ﬂ.000 22‘35‘#2.388

In the audio task, the network achieves an accuracy of 97.6% on the primary classification
task. Table 3 presents the results of the unsupervised OOD detection methods AP-OOD,
Mahalanobis (Lee et al., 2018), KNN (Sun et al., 2022), and Deep SVDD (Ruff et al.,
2018). Additionally, we compare AP-OOD to 2 methods for classifiers, Maximum Softmax
Probability (MSP; Hendrycks & Gimpel, 2016) and Energy-based OOD Detection (EBO;
Liu et al., 2020b). In contrast to the other methods, MSP and EBO do not apply to
transformer tokens, making them unsuitable for summarization and translation tasks. The
results show that AP-OOD improves the FPR95 metric from 36.43% (MSP) to 22.35%.

We evaluate the runtime performance of AP-OOD by measuring the inference time of
single batches on the summarization task. We find that while AP-OOD is slower than
the Mahalanobis baseline, it is still substantially faster than a forward pass through the
transformer encoder. Because AP-OOD rejects a larger portion of OOD examples, the
avoided generation time can effectively offset the AP-OOD’s computational overhead relative
to the baseline. For more details on the runtime behavior, we refer to Appendix D.9.

5 RELATED WORK

OOD detection. Some authors (e.g., Bishop, 1994; Roth et al., 2022; Yang et al., 2022)
distinguish between anomalies, outliers, and novelties. These distinctions reflect different
goals within applications (Ruff et al., 2021). For example, when an anomaly is found, it will
usually be removed from the training pipeline. However, when a novelty is found, it should
be studied. We focus on detecting samples that are not part of the training distribution
and consider sample categorization as a downstream task. OOD detection methods can be
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categorized into three groups: Post-hoc, training-time, and OE methods. In the post-hoc
approach, one employs statistics obtained from a classifier. Perhaps the most well-known
approach is the maximum softmax probability (MSP; Hendrycks & Gimpel, 2016). A wide
range of post-hoc OOD detection approaches have been proposed to address the shortcomings
of MSP (e.g., Lee et al., 2018; Hendrycks et al., 2019a; Liu et al., 2020a; Sun et al., 2021;
2022; Wang et al., 2022; Zhang et al., 2023b; Djurisic et al., 2023; Liu et al., 2023; Xu et al.,
2024; Guo et al., 2025). A commonly used post-hoc method is the Mahalanobis distance
(e.g., Lee et al., 2018; Sehwag et al., 2021; Ren et al., 2023). Recently, Miiller & Hein (2025)
proposed feature normalization to improve Mahalanobis-based OOD detection, and Guo et al.
(2025) show that the Mahalanobis distance benefits from dynamically adjusting the prior
geometry in response to new data. In contrast to post-hoc methods, training-time methods
modify the training process of the encoder (e.g., Hendrycks et al., 2019¢; Sehwag et al.,
2021; Du et al., 2022; Hendrycks et al., 2022; Ming et al., 2023; Tao et al., 2023; Lu et al.,
2024). Finally, the group of OE methods incorporates AUX data in the training process
(e.g., Hendrycks et al., 2019b; Liu et al., 2020a; Ming et al., 2022; Zhang et al., 2023a; Wang
et al., 2023; Zhu et al., 2023; Jiang et al., 2024; Hofmann et al., 2024).

OOD detection and natural language. Most of the aforementioned OOD detection
approaches target vision tasks, and many of them require a classification model as the encoder
¢. Applying these vision-based OOD methods to text is not straightforward due to the
sequence-dependent nature of natural language (e.g., in autoregressive language generation).
OOD detection specifically tailored for natural language is still underexplored. Ren et al.
(2023) propose the log-model perplexity of a generated sequence y as a simple baseline

for OOD detection on autoregressive language modeling tasks: — % Zle log po(yi|y<i, x).
However, they show experimentally that model perplexity is inherently limited. Because of
these shortcomings, Ren et al. (2023) propose embedding-based OOD detection methods for
text data. Relatively few other works have explored OOD detection for generative language
modeling. Notable applications include translation (e.g., Xiao et al., 2020; Malinin et al.,
2021; Ren et al., 2023), summarization (Ren et al., 2023), and mathematical reasoning (Wang
et al., 2024). A related field is hallucination detection (e.g., Malinin & Gales, 2020; Farquhar
et al., 2024; Du et al., 2024; Aichberger et al., 2025; Park et al., 2025). Unlike OOD detection
(which flags inputs outside the training distribution), the goal of hallucination detection is
to identify prompts a generative language model is unlikely to answer truthfully.

6 LIMITATIONS & FUTURE WORK

We would like to discuss two limitations that we found. First, the selection of the AUX
data is crucial, since it determines the shape of the ID-OOD decision boundary. If the AUX
distribution diverges from the OOD examples faced at inference, the induced boundary may
not be aligned with the task. Second, it remains unclear how reliably the OOD detection
performance on specific data sets can indicate the general ability to detect OOD examples, as
a large portion of plausible OOD inputs remains untested. An interesting avenue for future
work is to apply OOD detection methods to large language models (LLMs; e.g., Abdin
et al., 2024; Dubey et al., 2024; Yang et al., 2025). While we demonstrate the applicability of
AP-OOD on the decoder-only language modeling paradigm of LLMs (Appendix D.6), further
challenges include proprietary training data, finding OOD data for training and evaluation
given the breadth of the ID data, and the ambiguity of pip arising from complex training
pipelines involving multiple phases (e.g., Wei et al., 2022; Ouyang et al., 2022).

7 CONCLUSION

We introduce AP-OOD: an approach for OOD detection for natural language that can learn
in supervised and unsupervised settings. In contrast to previous methods, AP-OOD learns
how to pool token-level information without the explicit need for AUX data. Our experiments
show that when supplied with AUX data during training, the performance of AP-OOD
improves as more AUX data is provided. We compare AP-OOD to five unsupervised and
three supervised OOD detection methods. Overall, AP-OOD shows the best results.

10
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REPRODUCIBILITY STATEMENT

To ensure reproducibility, we provide the source code of our implementation of AP-OOD in the
unsupervised and supervised settings in the supplementary material. Detailed instructions on
running the source code and reproducing the experiments are provided in the file readme . md.
We provide information about data, the training process, and the hyperparameter selection
in Section 3 and Appendix D.2.
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A  RELATED WORK

Continuous modern Hopfield networks. Modern Hopfield networks (MHNs) are
energy-based associative memory networks. They advance conventional Hopfield networks
(Hopfield, 1984) by introducing continuous queries and states and a new energy function.
MHNSs have exponential storage capacity, while retrieval is possible with a one-step update
(Ramsauer et al., 2021). The update rule of MHNSs coincides with attention as it is used in
the Transformer (Vaswani et al., 2017a). Examples for successful applications of MHNs are
Widrich et al. (2020a); Fiirst et al. (2022); Sanchez-Fernandez et al. (2022); Paischer et al.
(2022); Schifl et al. (2022); Schimunek et al. (2023); Auer et al. (2023) and Hofmann et al.
(2024).

Multiple instance learning (MIL). MIL (Dietterich et al., 1997; Maron & Lozano-
Pérez, 1997; Andrews et al., 2002; Tlse et al., 2018) considers a classifier that maps a bag
Z = (z1,...,2g) of instances z; to a bag-level label Y € {0,1}. MIL also assumes that
individual labels ys € {0, 1} exist for the instances, which remain unknown during training.
By assumption, the bag-level label is positive once one of the instance-level labels is positive
(and negative if all are instance-level labels negative), i.e., Y := maxsys. Recent MIL
methods use attention pooling (Ilse et al., 2018; Shao et al., 2021; Al Hajj et al., 2024) and
modern Hopfield networks (Widrich et al., 2020b) to pool the features of the instances.

One-class classification (OCC). OCC (Scholkopf et al., 1999) is the problem of learning
a decision boundary separating the ID and OOD regions while having access to examples
from the ID data set only. One-Class SVM (Scholkopf et al., 2001) learns a maximum margin
hyperplane in the feature space that separates the ID data from the origin. Support Vector
Data Description (SVDD; Tax & Duin, 2004) learns a hypersphere which encapsulates the ID
data. Most closely related to AP-OOD is Deep SVDD (Ruff et al., 2018). Deep SVDD learns
an encoder ¥(-, W) : RP? — RM by minimizing the volume of a data-enclosing hypersphere
in the output space. Ruff et al. (2019) propose Deep SAD, an extension of Deep SVDD that
makes use of AUX data during training. However, Liznerski et al. (2022) show that the
effectiveness of this extension degrades with increasing dimensionality.

19



Under review as a conference paper at ICLR 2026

B THEORETICAL NOTES

B.1 OOD SCORE INVESTIGATION

In the following, we show that

min_ —d3(¢enc(x), Z) + log(||wj|[3) < 2log(e) + log(2n1) = =x€O

J€{1,...,M}
T
whenever z; 1= H;Uﬁij is normally distributed with probability density function
J
( ) L HwJH2 71 ) o T, \2 16
Bil) = TR e (gl 2 — wfm)?) (16)

weight vectors w; € R”, encoder ¢ene : X — Z, Z = Ug>y RP*S Z e 2, Z e Z, z; = Zpj,
n; = Zﬁ] , Pj € A% and P; € AS" with

S
AS = {(pl,...,ps) € [O,I]S | Zpizl}.

Proof. Note that the ¢enc-pushforward density py,,. of pip satisfies

Doene (£) = /XPID(CC) (penc(x) = Z)dpip () > pip(x).

T

Analogously, we get ﬁj(zj) > p¢enC(Z) for 2]‘ = Zp] and pj(Z]) > P (Zj) for Zj = H;Uﬁij.

Pj
That is, for any j € {1,..., M}, we have that pip(x) < pg...(Z) < P;(Z;) < p;(z;). As a
consequence, for all j € {1,..., M} it holds that p;(z;) < € = pm(x) < e. Moreover, the
following equivalence holds:

pi(z;) < € =
wi;ll2
Pl o (5wl =5~ wiug?) < e =
will2 1 _
H\/# exp (—(wj Z; w; uj)2> < € S
— (wjz; — wip;)? + log(|lw;l3) < 2log(e) + log(2m) (17)

As a consequence, we have that € O, if Equation (17) is satisfied for any j € {1,...,M}. O

B.2 MAHALANOBIS DECOMPOSITION

We assume the D weight vectors w; are linearly independent. First, we start from the
directional decomposition and show the relation to the Mahalanobis distance.

D
Rrana(2:) = 3 (w]z — wip)” (1)
" D
=(z -’ (ijij> (2 —p) (19)
=z - wW's Yz —p). (20)

Because the weight vectors are linearly independent, £~! has full rank. Next, we go in
the opposite direction and show that the eigenvectors V' = (vq,...,vp) and eigenvalues
D = diag(A1,...,Ap) of a X can be used to define corresponding w;.
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- W'z - (21)
- WVID WV (z —p) (22)

- (VDvz — \/FVN,)T(\/FVE - \/Fv,u) (23)

—
N

didaha(’i? l‘l’) =

|
—~
I\l

D
= > (wfz — wip), (24)
j=1

where w; = (/A 'v;, & = VIDV,and 27! = VID7 'V,

The relation between the Mahalanobis distance and the directional decomposition is as
follows:

1. Any linearly independent sequence w1, . . ., wp induces a positive definite matriz 71 1=

D o L
ijl ijjT., and hence a Mahalanobis distance satisfying

dwiz — wip)P= (2 - =z - p. (25)

Jj=1

2. Conversely, any full-rank covariance matriz 3 admits a set of linearly independent vectors

) -1 _\vD a1 o e . 5
wi, ..., wp such that £=" =377, wjw; , and therefore Equation (25) holds.
Thus, our decomposition and the Mahalanobis form represent the same quadratic form; the

eigen-decomposition is only one possible choice of w;.
B.3 AP-OOD REDUCES TO MAHALANOBIS DISTANCE WITH MEAN POOLING FOR 8 =0

In this section, we show that as 3 =0 and M = D, d*(Z, Z) reduces to the Mahalanobis
distance with mean pooling as used by Ren et al. (2023). To arrive at the result, we assume
uniform sequence lengths.
027 1
softmax(0 - ZTw), = SeXp( Zw L (26)
S exp(0- zLw) S

S
zZ = AttPooly(Z,w) = Zsoftmax(0- ZTw) = %Zzs, (27)
s=1

N S N
p = AttPooly(Z,w) = Zsoftmax(0- ZTw) = SLNZZZiS = %Zziv (28)
i=1

i=1 s=1

where we use the concatenated sequence Z = (Zi |- - -||Zx), and the sequence representations
Z; = ¢(x;) = (21, ..., zi5) € RP*S. The squared distance of AP-OOD reduces to

. M N . 2
d*(Z,Z) = Z (ijZsoftmax(ﬁ ZTw;) — ijZsoftmax(ﬂ Zij)> (29)
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C ADDITIONAL ALGORITHMIC DETAILS

C.1 MINI-BATCH ATTENTION POOLING

In this section, we describe the process of performing attention pooling over a long sequence
Z that is too large to fit into memory by dividing Z into smaller mini-batches of size
B € N. For this, we need the log-sum-exponential (Ise) function. We follow the notation
from Ramsauer et al. (2021):

S
lse(B,a) = B 'log (Zexp(ﬂas)> (31)

s=1

The following algorithm computes p = Zsoftmax(3 ZTw) for 8 > 0:

Algorithm 2 Attention pooling over a long sequence

Require: Z = (24,...,25) € RP*S inverse temperature 3, weight vector w, batch size B
1: £+ —©
2. p<+0
3: for s < 1 to S step B do
4: Load mini-batch B « (Zs,...,2s+B)
5. Ep <+ lse(8, BTw)
6 peexp(B(B w— Ep))
T up < Bp
8: pp + o(B(Eg — E))
9 p<pppus+(1—pE)p
10:  E <+ B llog(exp(BER) + exp(BE))

return p

C.2  AP-OOD N PyTorcH/EINOPS-LIKE PSEUDOCODE

We detail the loss computation for AP-OOD with multiple queries per head (Equation (14))
using PyTorch/Einops-style pseudocode. Assuming a uniform sequence length S, Algorithm
3 demonstrates the computation via attention pooling over the sequences Z. Alternatively,
Algorithm 4 presents a mathematically equivalent formulation that applies attention pooling
over the similarities W7'Z.

C.3 ON THE DIFFERENCE BETWEEN HEADS AND QUERIES

We find that heads are learnt largely independently from one another while queries are not,
which we experimentally verify as follows: We train AP-OOD using the SGD optimizer on
the summarization task using (i) 1 head and (ii) 2 heads, where the initialization of one
of the heads in (ii) is identical to the initialization of the head of (i). We find that after
training for 500 steps, the weight vectors associated with the heads with shared initialization
between (i) and (ii) remain identical. In contrast, when repeating this experiment by varying
the number of queries, the weight vectors associated with the queries differ after training.
Intuitively, adding additional heads will help the model discover more local minima in the
parameter space (similar to Lakshminarayanan et al., 2017), while adding queries increases
the capacity of each given head. The following observation supports this intuition: When
testing different hyperparameter combinations for AP-OOD, we found that a large number
of queries combined with a small number of heads leads to overfitting when training the
model on small ID data sets (e.g., 10,000 sequences): In this case, the average distance of the
ID training sequences is substantially smaller than the average distance of the ID validation
sequences.
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Algorithm 3 AP-OOD loss in PyTorch/Einops-like style using attention pooling over Z

def attention_pooling(Zs, Ws):
# Zs[N S D] - mini-batch of N sequences with length S
# Ws[M T D] - weights of model with M heads and T queries

# pairwise similarities between tokens and weights
similarities = einsum(Zs, Ws, 'NSD, MTD ->NMS T')

# softmaxr over query- and sequence dimensions
probs = similarities.softmax(dim=(-2, -1)) #/V ¥ S T]

# pooling to form new sequences
Z_bars = einsum(Zs, probs, 'NSD, NMST ->NMTD')

return Z_bars

def loss(Zs, Ws):
# Zs[N S D] - mini-batch of N sequences with length S
# Ws[M T D] - weights of model with M heads and T queries

# attention pooling over individual sequence
Z_bars = attention_pooling(Zs, Ws) #[N M T D]

# attention pooling over all sequences
Z_tilde = Zs.flatten(0, 1).unsqueeze(0) #[1, N*S, D]
mus = attention_pooling(Z_tilde, Ws) #[1 M T D]

# squared distance per head

heads_Z = einsum(Z_bars, Ws, 'N M T D, T N
heads_mu = einsum(mus, Ws, '1 MTD, MTD -> 1 M'
ds_squared = (heads_Z - heads_mu)**2 #/[N V]

M
T

# regularized and loss

regularizer = torch.log((Ws * Ws).sum(1l, 2)) #[V]

losses = torch.sum(ds_squared - regularizer, dim=1) #/[N]
loss = torch.mean(losses)

return loss

D EXPERIMENTS

D.1 ADDITIONAL DETAILS FOR THE TOY EXPERIMENT

In the toy experiment in Figure 2, we modify the attention pooling process to use the negative
squared Euclidean distance instead of the dot product similarity because the Euclidean
distance is known to work better in low-dimensional spaces. Formally, the modified attention
pooling process is:

S _é _ 2
AttPools(Z,w) = Yz, SGXp( 2||Zs w||3) . (32)
o emiexp(—gllze — wlf3)

D.2 HYPERPARAMETER SELECTION

To find the values for 8, M, and T in the unsupervised setting, we perform a grid search
using the values 3 € {\/LE’ 0.25,0.5,1,2} and T € {1,4,16}. We select M such that the total

number of parameters of AP-OOD equals the number of entries in 3 of the Mahalanobis
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Algorithm 4 AP-OOD loss in PyTorch/Einops-like style using attention pooling over W7 Z

def attention_pooling(Zs, Ws):
# Zs[N S D] - mini-batch of N sequences with length S
# Ws[M T D] - weights of model with M heads and T queries

# pairwise similarities between tokens and weights
similarities = einsum(Zs, Ws, 'NSD, MTD ->NMS T')

# softmax over query- and sequence dimensions
probs = similarities.softmax(dim=(-2, -1)) #/N ¥ S T]

# pooling over similarities
pooled = einsum(similarities, probs 'NM ST, NMST ->NM")

return pooled

def loss(Zs, Ws):
# Zs[N S D] - mini-batch of N sequences with length S
# Ws[M T D] - weights of model with M heads and T queries

# attention pooling over individual sequence
heads_Z = attention_pooling(Zs, Ws) #/[N M]

# attention pooling over all sequences
Z_tilde = Zs.flatten(0, 1).unsqueeze(0) #[1, N*S, D]
heads_mus = attention_pooling(Z_tilde, Ws) #/[1 M]

# squared distance per head
ds_squared = (heads_Z - heads_mu)**2 #/[N V]

# regularizer and loss

regularizer = torch.log((Ws * Ws).sum(l, 2)) #/[NM]

losses = torch.sum(ds_squared - regularizer, dim=1) #/[I]
loss = torch.mean(losses)

return loss

method, i.e., such that MT = D. We select the hyperparameter configuration by evaluating
each resulting model on OOD detection using a validation split of the AUX data set (in the
unsupervised setting, we use the AUX data set only for model selection, not for training the
model), and we select the model with the highest AUROC. In the supervised setting, we
follow the same procedure, and we additionally select A € {0.1,1,10}.

D.3 SUPERVISED EXPERIMENTS ON TEXT SUMMARIZATION

In the fully supervised setting, we train all methods on the embeddings of 100,000 ID examples
and 10,000 AUX examples obtained from PEGASUS argE trained on text summarization
using the XSUM data set. Table 4 shows that AP-OOD substantially improves fully
supervised OOD detection results, improving the previously best mean FPR95 of 1.06%
(binary logits) to 0.28% in the input OOD setting. Figure 5 shows the results for the
semi-supervised setting when scaling the number of AUX examples on all OOD data sets for
text summarization. We evaluate relative Mahalanobis only for N’ > 1024, because X is not
invertible when using fewer AUX examples. In contrast to Figure 3, Figure 5 also shows the
results for Reddit TIFU and Samsum. On these two data sets, all evaluated methods except
relative Mahalanobis achieve near-perfect OOD detection results for N’ > 8.
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Figure 5: OOD detection performance on text summarization for all OOD data sets. We
vary the number of AUX examples and compare results from AP-OOD, binary logits (Ren
et al., 2023), relative Mahalanobis (Ren et al., 2023), and Deep SAD (Ruff et al., 2019).

Table 4: Supervised OOD detection performance on text summarization. We compare results
from AP-OOD, binary logits (Ren et al., 2023), relative Mahalanobis (Ren et al., 2023), and
Deep SAD (Ruff et al., 2019) on PEGASUS pArgE trained on XSUM as the ID data set. |
indicates “lower is better” and 1 “higher is better”. All values in %. We estimate standard
deviations across five independent data set splits and training runs.

CNN/DM  Newsroom  Reddit Samsum Mean
Input OOD
. ) AUROC T 99.43*011  99.50+006 100 gp+0-00  99.99+000 g9 73
Biagloets FPRO5 | 2324059 10935017 000 (1001 1.06
. . AUROC 1 81.28*019 9185020 g9 9+0.00 99.98+0-00 93.27
Relative Mabalanobls - pppos ) © gy gp2081  9ggpoas (o001 01001 9979
Deep SAD AUROC 1 98.8ii°-17 99.21*007 100.0i0i°v°° 100.0ioi°v°° 99.52
FPRY5 3.69£0-81 938016 (0.0 0.00%0-00 1.52
AP-00D (Ours) AUROCJ'T 99.83%018 99 71005  100,00£000 100.00£°00 99.88
- urs FPRO5 | 037051  (76%019 00000  (00%0% (.28
Output OOD
. ) AUROC 1 98.67%026  99.49+003 g9 g9+0.01 99.94+0-02 99.52
Bireny gt FPRO5 | 501097 1778007 Qo000 09004 (7o
. . AUROC 1 93.58%0-18  97.41+008 g9 go+0.01 99.54+0-03 97.59
Relative Mahalanobis  pppos™) - oy'g04033  gggt02s ) gg001 1.00%0-09 8.47
AUROC 1 98.39¥0-23  99,53£0-03  1(0,00F9%0  99.96%0-00 99.47
IDlzz BIAD) FPRO5 |  6.00807 16607  0.008000 007005 193
AUROC 1 99.00%013 99 59+002  100.00+0-00 99.98+0-00 99 64
AP-OOD (Ours) FPR95 |  3.25%042 124007 g g0.00 0.01%0-01 1.13

D.4 VisuALIZING AP-OOD’s ATTENTION MAPS ON THE SUMMARIZATION TASK

We analyze how the attention pooling process of AP-OOD allocates weight to individual

tokens.
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We randomly select one sample from each of the four OOD data sets in the
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Figure 6: AP-OOD’s attention weights on randomly selected output sequences from OOD
data sets on text summarization. For each sequence, we visualize the heads j with the highest
deviation in the positive and negative direction of the d;(Z) before applying the square.

summarization benchmark. We then investigate the attention weights of a trained AP-OOD
model over the generated output sequence. For each sample, we select the two heads with the
largest deviations in the positive and in the negative directions before applying the square in
the score function of AP-OOD. Figure 6 visualizes the token-wise attention scores of the
selected heads. When manually examining the generated output sequences, we find it hard
to attribute the “OODness” of individual sequences to a single token or to a small set of
tokens. Therefore, it is difficult to interpret the attention scores for the individual heads.
However, the results indicate that the different heads exhibit distinct attention patterns.
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Table 5: Supervised OOD detection performance on English-to-French translation. We
compare results from AP-OOD, binary logits, relative mahalanobis (Ren et al., 2023), and
Deep SAD (Ruff et al., 2019) on a Transformer (base) trained on WMT15 En-Fr as the ID
data set. | indicates “lower is better” and 1 “higher is better”. All values in %. We estimate
standard deviations across five independent data set splits and training runs.

1T Koran Law Medical Subtitles ndd2015 ndt2015 nt2014 Mean
Input OOD

AUROC 1 93.600-3% 05174005 54294033 70 47+0-67 9 53+046 g9 91+0.15 g9 go+0-16 g5 65006 8368
FPR95 l 28.58il'1g 34.911().75 97.16i0'06 82.27i0'54 41.031(1.96 60.64i()'41 57.5()-&(!.58 75.78i0'44 59.74
AUROC 1 92.82%0-26 93317009 437+038  74,40*0-40 95734021 g9 335004 g gg+0.05 g9 )G+0-15 8245
FPR95 |  19.27%044 5350%068 g4 27+024 g7 34066 13384028 59 6+043  (1.49+0-37  83.94%0.14 5648
AUROC 1 94.56%013 9477014 57 44+058 7] 72027 9] 572021 90 07£0-16 g9 47£012 g4 49019 g4 95
FPRY5 | 28.31%0-62 40775135 97104013 g3.74#0-28 4] 15F124 61545081 62114082 79 33£0.65 1,76
AUROC 1 94.97%051  96.17+035 5580+1.03 79 31+0.99 95 (3+041 90,6603 90.73+0-36 86.56%036 86.28
FPR95 | 29.93%286  26.04%297 9446108 79.06%141  29.17%232  56.341246  5512%147 69751136 5408

Output OOD

AUROC 1 95.15%006  95,64%017 58 96+0-79 7470037 92 79+0:22  9(.39+0-19 90 21+0-16 g5 73+0.12 g5 44
FPRY5 | 27.58%04 3049180 96364028  82,09+0-61 39 08*+107  57.36095 57657008 7534041 5894
AUROC 1 92.83%0:18  94.94%0.14 47 gg*0-42 77 09027 95 14+0.16 g8 g;+0-02  g7.83*0.08 g9 59+0.10 g1 g9
FPR95 | 28.72%040  36.30%118 05544029  80.88%020 20.42%057 7.39%052  67.80048  85.74F020  60.35
AUROC 1 95.88%013 96574021 56 47+131 76352060 g4 79+0.12 90 ,66+0-11 90.40+011 86.21+018 g5.92
FPR95 | 23731047 2] 38%175 0586038 g9 47+0.52 30 93+082 58 14%145 57 37+164 75732023 55 6]
AUROC 1 95.82%024  96.851024 59 22+092 78 97+1.67 g5 784013 () 314033 g9 g7+0.35 g3 97090 8¢ 26
FPR95 | 2851141 19.94*%178 93 65%036 g1 37%0.56 96,9610 5998+136 5748109 73 64%121 55710

Binary logits

Relative Mahalanobis

Deep SAD

AP-OOD (Ours)

Binary logits
Relative Mahalanobis
Deep SAD

AP-OOD (Ours)

D.5 SUPERVISED EXPERIMENTS ON TRANSLATION

In the fully supervised setting, we train all methods on the embeddings of 100,000 ID
embeddings and 100,000 AUX embeddings obtained from a Transformer (base) trained
on WMT15 En—Fr translation. Table 5 shows that AP-OOD improves supervised OOD
detection results w.r.t. the mean AUROC and mean FPR95 metrics.

D.6 EXPERIMENTS ON DECODER-ONLY LANGUAGE MODELING

To verify the effectiveness of AP-OOD on the decoder-only language modeling paradigm used
by LLMs, we conduct experiments on Pythia-160M (Biderman et al., 2023), a decoder-only
language model trained on the Pile (Gao et al., 2020). We evaluate the discriminative
power of AP-OOD trained in an unsupervised fashion on the 4Chan and Twitter subsets
of Paloma (Magnusson et al., 2024), the EDGAR annual reports corpus (annual reports of
public companies between 1993—2020; Loukas et al., 2021), Long-COVID related articles
(Langnickel et al., 2022), and the MIMIC-IIT clinical corpus (Goldberger et al., 2000). In
the decoder-only setting, we directly use the encoded representations of the input sequences
and do not generate output sequences. Table 6 shows that AP-OOD improves unsupervised
OOD detection w.r.t. the mean AUROC and mean FPR95 metrics.

D.7 OOD ScorE COMPARISON

We experimentally compare the min-based OOD score $min(Z) and its upper bound s(Z).
For training, we use the loss from Equation (10) in both settings. The results in Table 7
show that s(Z) achieves better OOD discrimination w.r.t. the mean AUROC and FPRY5.
While $yin(Z) roughly matches the OOD detection metrics of s(Z) on CNN/DM for both
input and output, Smin(Z) lags behind s(Z) on the other OOD data sets.

D.8 ABLATIONS

Beta sensitivity analysis. We evaluate AP-OOD when varying the hyperparameter 3
on the summarization task. We select 8 from {0,1/v/D,0.25,0.5,1,2}, and we leave the
settings for M and T unchanged (i.e., they are identical to the settings used in Table 1).
Table 8 shows that AP-OOD on text summarization is relatively insensitive to the selection
of /3 inside the range [0.25,2] in the input and output settings.
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Table 6: Unsupervised OOD detection performance on large-scale language modeling. We
compare results from AP-OOD, Mahalanobis (Lee et al., 2018; Ren et al., 2023), KNN (Sun
et al., 2022), DeepSVDD (Ruff et al., 2018), and model perplexity (Ren et al., 2023) on
Pythia-160M trained on the Pile as the ID data set. | indicates “lower is better” and 1
“higher is better”. All values in %. Standard deviations are estimated across five independent
training runs.

4Chan Reports Covid Clinical Twitter Mean

Input OOD
S AUROC 1 65.05 4832 8951 8586  99.22  77.59
plexity FPR95 | 7266 8691 6860 6522 285 59.25
Mahalanobis AUROC 1 3527  54.72 7550 75.67  97.86  67.81
FPR95 | 9293 87.77  98.07 9079 1091  76.09
— AUROC 1 39.31  59.41 70.62 7556  81.50  65.28
FPR95 | 9885 93.26  99.03 9585  61.12  89.62

=44

Deep SVDD AUROC 1 5559 64.06  72.54 7344  81.08  69.34

FPR95 |  88.15  88.94 99.52  96.35 76.72 89.93
AUROC 1T 87.97 68.09 91.79 86.44 99.08 86.67
FPR95 |  88.34 9147 40.34 57.38 1.52 55.81

AP-OOD (Ours)

Table 7: Unsupervised OOD detection performance on text summarization. We compare
results from AP-OOD when using s(Z) and $yin(Z), on PEGASUS| ArgE trained on XSUM
as the ID data set. | indicates “lower is better” and 1 “higher is better”. All values in %. We
estimate standard deviations across five independent dataset splits and training runs.

CNN/DM  Newsroom  Reddit Samsum Mean
Input OOD

AUROC 1 96.13%044 99 10+008 99.91+0.03 99 80+0-04 9874
FPR95 |  19.51%22¢  411%028  ,00*001  (.04%003 591

(7 AUROC 1 96.08%0-37  97.48%028 99 71%0-20 97 ,67+035 9774
$min(Z) FPR95 |  18.78*273 11.16+!21  0.01*00! 12.04%3:04  10.50

Output OOD

AUROC 1 93.37%054  92,62+067 9804%028 9830011 9559
FPR95 |  23.12%197 29.91+293 ¢34+1.56  §83+064 1655
. (z) AUROC? 93.82+156 8 30+345  95.04%225  90.13F431 92,05
smin(Z) FPR95 |  26.60%5%3  38.26%373  18.49+901  36.71+1240 3002

s(Z)

Number of heads M and queries T. We ablate on the number of heads M and the
number of queries T of AP-OOD on the summarization task. For this ablation, we select
T e€{1,2,4,8,16,32,64,128,512,1024} and we then select M such that the total number
of parameters of AP-OOD equals the number of entries in 3 of the Mahalanobis method,
i.e., such that MT = D. The results in Table 9 show that AP-OOD works best on the
summarization task for both input and output when M = 512 and T' = 2. Although the
performance drops when decreasing M and increasing 7', we find that AP-OOD is relatively
insensitive to the number of heads and queries.

Dot product and Euclidean distance. We compare using the dot product and the
negative squared Euclidean distance for the attention pooling in AP-OOD. For a formal
definition of attention pooling with the negative squared Euclidean distance, we refer to
Appendix D.1. Table 10 shows that using the dot product works substantially better. This
result aligns with the well-established observation that measuring similarity using the dot
product in high-dimensional spaces is more effective than using Euclidean distance.

D.9 PERFORMANCE MEASUREMENTS
We analyze the inference time of AP-OOD in comparison to the transformer backbone

and other OOD detection methods. To avoid bottlenecks during data loading, we measure
inference times on single batches and report the mean and standard deviation across 10
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Table 8: Unsupervised OOD detection performance on text summarization. We compare
results from AP-OOD trained on XSUM as the ID data set when varying 5. | indicates
“lower is better” and 1 “higher is better”. All values in %. We estimate standard deviations
across five independent dataset splits and training runs.

CNN/DM  Newsroom  Reddit Samsum Mean

Input OOD
P AUROC 1 66.83T0-4  §1.42%0-27 94814032  9338+020 g4 1]
- FPR95 | 97.17%010  76.31+035 4] 19%342 19 96084 58 64

AUROC 1 97.76=011  9875+0.07 99 87+0-06 99 46+0-09 98 96

B=025 ppRros| 11074074 475041 Q0TO00  (2H002 396
s=05 AUROC 1 96.13%044  99.10+008 99.91+0:03 99 g+0-04  98.74
= U FPR95 l« 19'5112{24 4'11:!:028 0'0010.01 0_04:!:0.03 ﬁ

B AUROC 1 91.36+041  9877%005 g9 75+0.02 99 834001 g7 43
p= FPR95 | 3878450 443023 () (93002 0.00%0-00 10,94
s AUROC 1 84.29%091 9758009 99 5040.05 g9 76+0-01 95 98

- FPR95 |  63.31%463  9.14+0.46 ONR=C 0.05+0-03 18.16

—1/vD AUROC 1 89.09%066  90.50+035 99 50+0-18 g9 g7+0.01 94 79
=1 FPR95 | 53.96%330 4750183 (.17+0-18 0.04%0-02 25.42

Output OOD
5=0 AUROC 1 77.67+137  8510F061  84.12%1.08 9] 70+044 g4 65
- FPR95 |  82.07%130  §9.32%1.65  5730%L7 99 37+173 59 59
5-025 AUROC 1 91.37%064  93,66+0-13 94795029 96.56+0-27  94.10
- FPR95 | 43.03¥171 3470032 38.38+3:27  18,61+24 3368
—QF AUROC 1 93.37%054 92 62+067 98 04+028 9830+011 9559
=0 FPR95 |  23.12*197 2991+293 §.34+156 835064 1655
5= AUROC 1 93.06%9°7  91.82+071  97,66¥033  97.91+022 95711
- FPR95 | 24.04%195  3204%297 9 99+1.71 8.82%142 18.55
5= AUROC 1 93.25%048 91 9g*0.73 g7 574040 g7 974019 95 19
- FPR95 |  23.69%19%  31.23*#309  10,06+24  8.37+1.30 18.34

—1VD AUROC 1 54.675072  g0.59£072 9412030 94 934035 81 (8
p=1/ FPR95 | 92.40%921  5.83+1.03  30.04%115  27.920%194  53.87

Method
EEE PEGASUS Encoder ~ mmm AP-OOD  mmm Mahalanobis
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Figure 7: Comparing AP-OOD and the Mahalanobis method relative to the encoder inference
time. The bars show the mean over ten batches.

batches. Our measurements only start after a warm-up phase of 5 batches. If not stated
otherwise, the measurements were performed with a batch size of 32 and context length of
512 tokens. All measurements were performed on a single NVIDIA A100-40GB GPU.

Figure 8 compares the inference time of various OOD detection methods for different batch
sizes. As expected AP-OOD has a strong linear relation to the batch size and is significantly
slower than the reference models.

Although AP-OOD is slower than other methods like the Mahalanobis method, Figure 7
illustrates that it still takes less than 20 % of the combined inference time of the PEGASUS
encoder and OOD detection method. We argue that the higher OOD detection rate mitigates
the addition of overhead of AP-OOD since it allows skipping the substantially longer
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Table 9: Unsupervised OOD detection performance on text summarization. We compare
results from AP-OOD trained on XSUM as the ID data set when varying M and T. |
indicates “lower is better” and 1 “higher is better”. All values in %. We estimate standard
deviations across five independent dataset splits and training runs.

CNN/DM  Newsroom  Reddit Samsum Mean
Input OOD

AUROC 1 97.16%922  98.25F0-11 99 goF0.01 99 39+0.03 98 G4
FPRO5 |  14.72%083  754%062 0.00%°2%0 () 4%0-11 5.72
AUROC 1 97.98%016 98 83+0.07 99 g7+0.03 g9 0+0-04 99.07
FPR95 |  9.77%080  4¢7+030  ,00%000  (02%002 361
AUROC 1 97.76%%11  98.75%007 99 87+0.06 99 46009 98,96
FPR95 | 11.07%074  4.75+041 0.00%090  (,02+0.02 3.96
AUROC 1 97.53%0:15 98494015 99 83+0-07 99 144012 9875
FPR95 | 12.48*114  5.094+065 0.00%°:%0 (. 25%0.10 4.67
AUROC 1 97.10%0-09  98.14+0.16 99 g4+0.07  9g 81+0.16 98 47
FPR95 |  14.30%077  7.87+0-86 0.00%0-00 0.99+0:50 5.79
AUROC 1 96.84F035  97.78+0-15 99 83+0.05 98 56+0.28  9g 95
FPR95 | 14.97%1.96  10,18%080  (,01%0.02 2.53+2:12 6.92
AUROC 1 96.23%0-45  97.35%0-24 99 73+0-11 98 19+0:24 97,86
FPR95 |  16.65%19°  12.55%L15  (,09+0-20 5.69%187 8.75
AUROC 1 9556038 96.47+046 99 67027 97.44+025 9799
FPR95 |  18.16%1°7  16.34F191  (52%113 11.29F578  11.58
AUROC 1 94.5810:67 94 754052 99 974086 95 94+0.25 95 96
FPR95 | 20.10%%32  21.71%230 9 1+409 24.58%18 17,10
AUROC 1 9317075 91.87%0:56 98 43+2:39 g9 g7+086 9334
FPR95 |  22.86%%20  27,09%148 4 g5+9-38 39.75F3:06 2366
AUROC 1 90.90%120  88.10%0-83  96.68*>76  81.41F1.06 8927
FPR95 |  27.14%303 32644229 93+1678 52734376 30 39

Output OOD

AUROC 1 92.47%048 94 174030 98 36+022 g7 77+0.14 95 69
FPR95 | 39.11F181  34,69+0-85  311+1.16 12,5909 22,38
AUROC 1 93.79%0-25 95 85+0.18 g9 (24020 98 96+0-06  96.90
FPR95 |  32.45%129 20.10%°67 (.95%0:66 2774054 14.07
AUROC 1 93.35%0:46  9548+028 99 19+0.26 g9 05+0:06 96,77
FPR95 |  33.67%277  21.73%082 (. 86*09  272%052 1475
AUROC 1 93.24%03%  9527+037 99 21+041 98 99*+0.04 96,68
FPRO5 | 32.84*175  2340%193  (.99%1:56 3.26+0-12 15.12
AUROC 1 92951082 94.92+0:39 99 114036 98 89+0-14 96 47
FPR95 |  34.08%422  2553+187 ] 4g+1.63 4.10*0-70 16.30
AUROC 1 92.54%0:61 94 11#047 98 67073 98 63+041 9599
FPR95 | 37.21%376 29 56+271 4 68+439 6.11%2:55 19.39
AUROC 1t 91.26%117  92.62+1:40  97.9942:33 98 584084 9517
FPR95 |  41.96%443  3578%578  gy5*lddd ¢ 1g+488 23.17
AUROC 1 90.94*1:97  91.99+1:8%  g7.10+254  98.28+0-80 9458
FPR95 | 4124800  3642+758 13 13+13:35 7 58+3.85 24.59
AUROC 1 89.62F180  90.35+264  9591+326 97, 73+0.96 93 40
FPRO5 | 47.52%900 41 77+12.21 18 5341624 1 02%476 99 46
AUROC 1 87.82F250  88.06%129  94.00%33%  96.91F126  91.70
FPR95 | 521871 50.66+%51  28.44+1740 13 98+6.18 36 3]
AUROC 1 86.4551%6  86.95¥L79  9343%235  96.10%199  90.73
FPR95 | 50.92%891 4961670  2961+837  14.82%362 3624

M=1024 T=1

M=512 T=2

M =256 T=4

M=128 T =8

M =64 T =16

M=32 T=32

M=16 T =64

M=8 T=128

M=4 T =256

M=2 T=512

M=1 T=1024

M=1024 T=1

M=512 T=2

M=256 T=4

M=128 T =8

M =64 T =16

M=32 T=32

M=16 T =64

M=8 T=128

M =4 T =256

M=2 T=0512

M=1 T=1024

generation time more often (see Table 11). The degree to which the overhead of AP-OOD is
mitigated by skipping the decoder depends on the rate of detected OOD samples in future
applications.

The heatmap in Figure 9 shows the inference time of AP-OOD for different selections of
the hyperparameter number of heads M and number of queries 7. While for small values
of both parameters the inference time is constant, for larger parameters the inference time
increases linearly with both parameters.

The inference time of the decoder of the transformer depends on the length of the longest
output sequence of a batch. To obtain consistent measurements, we forced the decoder
to always produce the same sequence length. Figure 10 illustrates the inference times of
the PEGASUS transformer model. The plots of the first row cover the performance of
the PEGASUS encoder only, while the second row shows the combined inference time of
the encoder and decoder. In the left column, the plots indicate that the model inference
time increases linearly with the batch size. Further, it is shown that the encoder takes
about 10 % of the overall inference time. The right column shows the inference times for
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Table 10: Unsupervised OOD detection performance on text summarization. We compare
results from AP-OOD trained on XSUM as the ID data set when using the dot product and
the Euclidean similarity. | indicates “lower is better” and 1 “higher is better”. All values in
%. We estimate standard deviations across five independent dataset splits and training runs.

CNN/DM Newsroom  Reddit Samsum Mean
Input OOD

AUROC 1 97.76%0-11 9875007 g9 g7+0.06 99 46+0-09 98 96
FPR95 |  11.07%074 4.75+041 00000 024002 396

AUROC 1 74.22%065  8443+0-23 97 06+041 9830028 88,50
FPRO5 | 90.20%0-37  7408+104  15.27#5:30 7 17+194 46.68

Output OOD

AUROC 1 93.37%054 9262+065 9804029 9830%011 9558
FPR95 |  23.12%198 2993+2.89 ¢ 36+160  ¢83+064 1656
AUROC 1 87.67F074  88.17+180  96,50%0-57 91,2817 90.90
FPR95 | 65.62%390  66.04F438  22.34#5:36 53 89+780 5197

Dot product

Euclidean

Dot product

Euclidean

Table 11: Inference times of OOD methods and PEGASUS transformer for a batch size
of 32 samples, number of heads M = 256, number of queries T' = 4, and a context length
of S = 512 tokens. All values in milliseconds ms. We estimate the mean and standard
deviation over ten batches.

AP-OOD Mahalanobis PEGASUS Encoder PEGASUS Generation
6.58%0-095 0.50%0.146 98.43+2:513 34940.34%65.842

an increasing number of context tokens. The inference time of the transformer encoder and
decoder increases quadratically with the context length.

E THE USE OF LARGE LANGUAGE MODELS

When creating this paper, we utilized large language models (LLMs) to refine our writing,
to identify related work, and for research ideation. When refining the writing using LLMs,
we carefully review and verify LLM output to preserve sentence semantics. For related work,
we confirm the soundness of papers suggested by the LLM, and for research ideation, we
verify the factual accuracy of all statements.

31



Under review as a conference paper at ICLR 2026

Inference times per batch

Method
140 — AP-00D
AP-OOD (supervised)
1204 7 BlnaryLoglFs
—— Mabhalanobis
@ —— RelativeMahalanobis
£ 1004
g
= 80
@
o
c
L 60
g
£
40 A
201
04

T T T T T
100 200 300 400 500
Batch size (#)

o4

Figure 8: Comparison of various OOD detection methods for increasing batch sizes. We
estimate the mean and standard deviation over ten batches.
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Figure 9: Inference times for AP-OOD over different numbers of heads M and queries 7'
We estimate the mean over ten batches.
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Figure 10: Inference times for the PEGASUS model for various batch sizes (left) and various
numbers of input tokens (right). The top row illustrates the Encoder’s performance, while
the bottom row shows the combined performance of the Encoder and Decoder. We estimate
the mean and standard deviation over ten batches.
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