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ABSTRACT

The starting point of this paper is the discovery of a novel and simple error-
feedback mechanism, which we call EF21-P, for dealing with the error introduced
by a contractive compressor. Unlike all prior works on error feedback, where
compression and correction operate in the dual space of gradients, our mecha-
nism operates in the primal space of models. While we believe that EF21-P may
be of interest in many situations where it is often advantageous to perform model
perturbation prior to the computation of the gradient (e.g., randomized smoothing
and generalization), in this work we focus our attention on its use as a key building
block in the design of communication-efficient distributed optimization methods
supporting bidirectional compression. In particular, we employ EF21-P as the
mechanism for compressing and subsequently error-correcting the model broad-
cast by the server to the workers. By combining EF21-P with suitable methods
performing worker-to-server compression, we obtain novel methods supporting
bidirectional compression and enjoying new state-of-the-art theoretical communi-
cation complexity for convex and nonconvex problems. For example, our bounds
are the first that manage to decouple the variance/error coming from the workers-
to-server and server-to-workers compression, transforming a multiplicative de-
pendence to an additive one. In the convex regime, we obtain the first bounds that
match the theoretical communication complexity of gradient descent. Even in this
convex regime, our algorithms work with biased gradient estimators, which is non-
standard and requires new proof techniques that may be of independent interest.
Finally, our theoretical results are corroborated through suitable experiments.

1 INTRODUCTION: ERROR FEEDBACK IN THE PRIMAL SPACE

The key moment which ultimately enabled the main results of this paper was our discovery of a
new and simple error-feedback technique, which we call EF21-P, that operates in the primal space
of the iterates/models instead of the prevalent approach to error-feedback (Stich & Karimireddy,
2019; Karimireddy et al., 2019; Gorbunov et al., 2020b; Beznosikov et al., 2020; Richtarik et al.,
2021) which operates in the dual space of gradients'. To describe EF21-P, consider solving the
optimization problem

i f(2), 0

where f : R? — R is a smooth but not necessarily convex function. Given a contractive compression
operator C : R? — R?, i.e., a (possibly) randomized mapping satisfying the inequality
Bllc@ —«I’] < -a)le®,  VeeR? @)
for some constant « € (0, 1], our EF21-P method aims to solve (1) via the iterative process
£ =gt V),
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'Our method is inspired by the recently proposed error-feedback mechanism, EF21, of Richtarik et al.
(2021), which compresses the dual vectors, i.e., the gradients. EF21 is currently the state-of-the-art error feed-
back mechanism in terms of its theoretical properties and practical performance (Fatkhullin et al., 2021). If we
wish to explicitly highlight its dual nature, we could instead meaningfully call their method EF21-D.
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where v > 0 is a stepsize, 20 € R? is the initial iterate, w® = z° € R? is the initial iterate shift,
and C! is an instantiation of a randomized contractive compressor satisfying (2) sampled at time .
Note that when C is the identity mapping (o = 1), then w® = 2! for all ¢, and hence EF21-P reduces
to vanilla gradient descent (GD). Otherwise, EF21-P is a new optimization method. Note that {x*}
iteration of EF21-P can be equivalently written in the form of perturbed gradient descent

xtJrl — l‘t _ ,va(xt 4 Ct)a Ct — thl(xt _ wtfl) _ (It _ wtfl).

Note that the model perturbation ¢* is not a zero mean random variable”, and that in view of (2), the
size of the perturbation can be bounded via

2 _ _1p2
B¢ 1ot w™!] < (1= a) ot w7 )
From now on, we will write C € B(«) to mean that C is a compressor satisfying (2).

1.1 EF21-P THEORY

If f is L-smooth and p-strongly convex, we prove that both ¢ and w! converge to z* = arg min f at
a linear rate, in O((L/ap) log 1/¢) iterations in expectation (see Section D). Intuitively speaking, this
happens because the error-feedback mechanism embedded in EF21-P makes sure that the quantity
on the right-hand side of (4) converges to zero, which forces the size of the error ¢* caused by the
perturbation to converge to zero as well. However, EF21-P can be analyzed in the smooth nonconvex
regime as well, in which case it finds an e-approximate stationary point. The precise convergence
result, proof, as well as an extension that allows to replace V f(w') with a stochastic gradient under
the general ABC inequality introduced by Khaled & Richtarik (2020) (which provably holds for
various sources of stochasticity, including subsampling and gradient compression) can be found in
Section E.

1.2 SUMMARY OF CONTRIBUTIONS

We believe that EF21-P and its analysis could be useful in various optimization and machine learning
contexts in which some kind of iterate perturbation plays an important role, including randomized
smoothing (Duchi et al., 2012), perturbed SGD (Vardhan & Stich, 2022), and generalization (Orvieto
et al., 2022). In this work we do not venture into these potential application areas and instead focus
all our attention on a single and important use case where, as we found out, EF21-P leads to new
state-of-the-art methods and theory: the design of communication-efficient distributed optimization
methods supporting bidirectional (i.e., workers-to-server and server-to-workers) compression.

In particular, we use EF21-P as the mechanism for compressing and subsequently error-correcting
the model broadcast by the server to the workers. By combining EF21-P with suitable methods
(“friends” in the title of the paper) performing worker-to-server compression, in particular, DIANA
(Mishchenko et al., 2019; Horvath et al., 2022) or DCGD (Alistarh et al., 2017; Khirirat et al.,
2018), we obtain novel methods, suggestively named EF21-P + DIANA (Algorithm 1) and EF21-P
+ DCGD (Algorithm 2), both supporting bidirectional compression, and both enjoying new state-of-
the-art theoretical communication complexity for convex and nonconvex problems. While DIANA
and DCGD were not designed to work with compressors from B(«a) to compress the workers-to-
server communication, and can in principle diverge if used that way, they work well with the smaller
class of randomized compression mappings C : RY — R? characterized by

ElC@)]=a  E[C@ -al’] <wle®, voeRr’, 5)

where w > 0 is a constant. We will write C € U(w) to mean that C satisfies (5). It is well known that
if C € U(w), then ¢/(w+1) € B (1/(w+1)), which means that the class U(w) is indeed more narrow.

o Convex setting. EF21-P + DIANA provides new state-of-the-art convergence rates for distributed
optimization tasks in the strongly convex (see Table 1) and general convex regimes. This is the first
method enabling bidirectional compression that has the server-to-workers and workers-to-server
communication complexity better than vanilla GD. When the workers calculate stochastic gradi-
ents (see Section 3.1), we prove that EF21-P + DIANA improves the rates of the existing methods.

’In fact, this only happens in the non-interesting case when C*~' is identity with probability 1.
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We prove that EF21-P + DCGD has an even better convergence rate than EF21-P + DIANA in the
interpolation regime (see Section 3.2).

© Nonconvex setting. In the nonconvex setting (see Section 4), EF21-P + DCGD is the first method
using bidirectional compression whose convergence rate decouples the noises coming from the
workers-to-server and server-to-workers compression from multiplicative to additive dependence
(see Table 2). Moreover, EF21-P + DCGD provides the new state-of-the-art convergence rate in the
low accuracy regimes (¢ is small or the # of workers n is large). Further, we provide examples of
optimization problems where EF21-P + DCGD outperforms previous state-of-the-art methods even
in the high accuracy regime.

¢ Unified SGD analysis framework with the EF21-P mechanism. Khaled & Richtéarik (2020)
provide a unified framework for the analysis of SGD-type methods for smooth nonconvex problems.
Their framework helps to analyze SGD and DCGD under various assumptions, including i) strong
and weak growth, ii) samplings strategies, e.g., importance sampling. Unfortunately, the theory
relies heavily on the unbiasedness of stochastic gradients, as a result of which it is not applicable to
our methods (in EF21-P + DCGD, E [¢!] = V f(w') # V f(a!)). Therefore, we decided to rebuild
the theory from scratch. Our results inherit all previous achievements of (Khaled & Richtarik,
2020), and further generalize the unified framework to make it suitable for optimization methods
where the iterates are perturbed using the EF21-P mechanism. We believe that this is a contribution
with potential applications beyond the focus of this work (distributed optimization with bidirectional
compression). This development is presented in Section E; our main results from Section 4.1-4.3
which cater to the nonconvex setting are simple corollaries of our general theory.

2  DISTRIBUTED OPTIMIZATION AND BIDIRECTIONAL COMPRESSION

In this paper, we consider distributed optimization problems in strongly convex, convex and non-
convex settings. Such problems arise in federated learning (Konec¢ny et al., 2016; McMahan et al.,
2017) and in deep learning (Ramesh et al., 2021). In federated learning, a large number of work-
ers/devices/nodes contain local data and communicate with a parameter-server that performs opti-
mization of a function in a distributed fashion (Ramaswamy et al., 2019). Due to privacy concerns
and the potentially large number of workers, the communication between the workers and the server
is a bottleneck and requires specialized algorithms capable of reducing the communication overhead.
Popular algorithms dealing with these kinds of problems are based on communication compression
(Mishchenko et al., 2019; Richtdrik et al., 2021; Tang et al., 2019). We consider the distributed
optimization problem of the form

win { 10) =1 = £} ©

z€eR4

where 7 is the number of workers and f; : R? — R are smooth (possibly nonconvex) functions for
alli € [n] := {1,...,n}. We assume that the functions f; are stored on n workers. Each of them
is directly connected to a server that orchestrates the work of the devices (Kairouz et al., 2021), i.e.,
the workers perform some calculations and send the results to the server, after which the server does
calculations and sends the results back to the workers and the whole process repeats.

Throughput the work we will refer to a subset of these assumptions:

Assumption 2.1. The function f is L-smooth, i.e., ||V f(x) — Vf(y)|| < L ||z — y| Vx,y € R<.
Assumption 2.2. The functions f; are L;—smooth for all i € [n]. L? is a constant such that
% E:L:l ‘Vfl(l') - Vfl(y)HQ < L2 ||$ - y”2 for all T,y € Rd and Lmax ‘= MaX;ec(n) Lz
Assumption 2.3. The functions f; are convex and the function f is u-strongly convex with ¢ > 0
and attains a minimum at some point z* € R%.

To avoid ambiguity, the constants L, L, and L; are the smallest such numbers.

Lemma 2.4. If Assumptions 2.1, 2.2 and 2.3 hold, then L < Lpax <nLand L < L <+/nL.

2.1 COMMUNICATION COMPLEXITY OF VANILLA GRADIENT DESCENT

Solving the aforementioned optimization problem involves two key steps: i) the workers send results
to the server (server-to-workers communication), ii) the server sends results to the workers (workers-
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to-server communication). Let us first consider how this procedure works in the case of GD:
n
# =t -V f(at) =t — L 3 Vi),
i=1

It is well known that if the function f is L-smooth and p-strongly convex (see Assumptions 2.1
and 2.3), then GD with stepsize v = !/L returns an e-solution after O (L/ulog1/c) steps. In dis-
tributed setting, GD would require i) the workers to send V f;(z") to the server ii) the server to
send !t to the workers or, alternatively, ii) the server to send % St Vfi(z') to the workers,
depending on whether the iterates z* are updated on the server or on the workers. Assuming that the
communication complexity is proportional to the number of coordinates, the server-to-workers and
workers-to-server communication complexities are equal O (4L/nlog 1/e) .

2.2  WORKERS-TO-SERVER (=UPLINK) COMPRESSION

We now move on to more advanced algorithms that aim to improve the workers-to-server communi-
cation complexity. These algorithms assume that the server-to-workers communication complexity
is negligible and focus exclusively on sending the message from devices to the server. Such an
approach can be justified by the fact that broadcast operation may in some systems be much faster
than gather operation (Mishchenko et al., 2019; Kairouz et al., 2021). Moreover, the server can be
considered to be just an abstraction representing “all other nodes”, in which case server-to-worker
communication does not exist at all.

The primary tools that help reduce communication cost are compression operators, such as vector
sparsification and quantization (Beznosikov et al., 2020). However, compression injects error/noise
into the process, as formalized in (2) and (5). Two canonical examples of compressors belonging to
these two classes are the TopK € B(%/a) and RandK € U(4/k — 1) sparsifiers. The former retains
the K largest values of the input vector, while the latter takes K random values of this vector scaled
by 4/k (Beznosikov et al., 2020). Further examples of compressors belonging to B(«) and U(w) can
be found in (Beznosikov et al., 2020).

The theory of methods supporting workers-to-server compression is reasonably well developed. In
the convex and strongly convex setting, the current state-of-the-art methods are DIANA (Mishchenko
etal., 2019), ADIANA (Li et al., 2020), and CANITA (Li & Richtérik, 2021). In the nonconvex setting,
the current state-of-the-art methods are DCGD (Khaled & Richtarik, 2020) (in the low accuracy
regime) and MARINA, DASHA, FRECON, and EF21 (Gorbunov et al., 2021; Tyurin & Richtarik,
2022b;a; Zhao et al., 2021; Richtérik et al., 2021) (in the high accuracy regime).

To see that these types of algorithms can achieve workers-to-server communication complexity that
is no worse than that of GD, let us consider the DIANA method. In the strongly convex case, DIANA
(Khaled et al., 2020) has the convergence rate O (((1 + «/n) Lmax/n 4+ w) log 1/¢) . Using the Rand
compression operator with K = d/n, the workers-to-server complexity is not greater than

O (&% ((1+%2) Lo +w)logl) = O ((Lms +d)log 1),

meaning that DIANA’s complexity is better than GD’s complexity O (4&/ulog!/<) (recall that
Lyy.x < nL). The same reasoning applies to other algorithms in the convex and nonconvex worlds.

2.3 BIDIRECTIONAL COMPRESSION

In the previous section, we showed that it is possible to improve workers-to-server communication
complexity of GD. But what about the server-to-workers compression? Does there exist a method
that would also compress the information sent from the server to the workers and obtain the workers-
to-server and server-to-workers communication complexities at least as good as with the vanilla GD
method? As far as we know, the current answer to the question is NO!

Bidirectional compression has been considered in many papers, including (Horvath et al., 2019;
Tang et al., 2019; Liu et al., 2020; Philippenko & Dieuleveut, 2020; 2021; Fatkhullin et al., 2021).
In Table 1, we provide a comparison of methods applying this type of compression in the strongly
convex setting. Let us now take a closer look at the MCM method of Philippenko & Dieuleveut
(2021). For simplicity, we assume that the server and the workers use Rand K compressors with
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Algorithm 1 EF21-P + DIANA

1: Parameters: learning rates v > 0 (for learning the model) and 8 > 0 (for learning the gradient shifts);

initial model z° € R? (stored on the server and the workers); initial gradient shifts h9,..., hY € RY
(stored on the workers); average of the initial gradient shifts h® = % A h? (stored on the server);

initial model shift w® = z° € R? (stored on the server and the workers)

2: fort=0,1,..., 7 —1do

3:  fori=1,...,ninparallel do

4: mﬁ = CZD (Vfl (wt) — hf) Worker 4 compresses the shifted gradient via the dual compressor C,/) € U(w)
5: Send compressed message m! to the server

6: h§+1 = hi + ,Bmf Worker ¢ updates its local gradient shift with stepsize /3
7:  end for

8: mt = % Z?:l mf Server averages the n messages received from the workers
9: Rttt =t + /Bmt Server updates the average gradient shift so that h' = % > Rl
10: gt = ht + mt Server computes the gradient estimator
11: .%'t+1 Y ¢ Server takes a gradient-type step with stepsize -y
12: pt+1 = CP (xtJrl — wt) Server compresses the shifted model via the primal compressor C P e B(a)
13: thrl = wt + pt+1 Server updates the model shift
14:  Broadcast compressed message p' " to all n workers
15:  fori=1,...,nin parallel do

16: wt'H =t + pH—l Worker 4 updates its local copy of the model shift
17:  end for
18: end for

parameters K and K, respectively. The server-to-workers communication complexity of MCM is
not less than

wi/2 /
Q(Ks X (1—1—0.)?/2—1— wsf;‘% —&—%) L‘;“‘X logé) :Q(dsl/i%logl).

Thus, for any K € [1, d], the server-to-workers communication complexity is worse than the GD’s

complexity O (% log 1/5) by a factor of @'/%/k1/2. The same reasoning applies to Dore (Liu et al.,

2020) and Artemis (Philippenko & Dieuleveut, 2020):
wWswWw \ Lmax 1) _ d? Lpax 1
Q (Kg X (T) 7/»‘ log g) = Q (Kiwniu 10g E) .
It turns out that one can find an example of problem (6) with Ly,,x = nL. Therefore, in the worst

case scenario, the server-to-workers communication complexity can be up to ¢/k, times worse than
the GD’s complexity for any K, € [1,d].

2.4 NEW METHODS

We are now ready to present our main method EF21-P + DIANA (see Algorithm 1), which is a
combination of our EF21-P mechanism described in Section 1 (and analyzed in Sections D and E)
and the DIANA method of Mishchenko et al. (2019); Horvath et al. (2022); Gorbunov et al. (2020a).
The pseudocode of Algorithm 1 should be self-explanatory. If the gradient shifts {h!} employed by
DIANA are initialized to zeros, and we choose 5 = 0, then DIANA reduces to DCGD, and EF21-P +
DIANA thus reduces to EF21-P + DCGD (see Algorithm 2). If we further choose the dual/gradient
compressors CP to be identity mappings, then EF21-P + DCGD further reduces to EF21-P.

3  ANALYSIS IN THE CONVEX SETTING

Let us first state the convergence theorem.

Theorem 3.1. Suppose that Assumptions 2.1, 2.2 and 2.3 hold, = w%rl, set 29 = w° and let
v < min {160#, QG/%E’ T06L > (w_&l)#} . Then Algorithm 1 returns x© such that

LE [l - o*?] + B [1") - £@9)] < (1 %) V2,

where V0= 21 [la® — Y] + (£(0) — fla)) + S0 5228 9 o)
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Table 1: Strongly Convex Case. The number of communication rounds to get an e-solution
(B[||Z — 2*||*] < &) up to logarithmic factors. To make comparison easier, if a method works with a
biased compressor, we assume that the biased compressor is formed from the unbiased compressors
and the following relations hold: wy, + 1 = 1/a,, and wy + 1 = 1/a,, where wy, and w; are parameters
of workers-to-server and server-to-workers compressors, accordingly.

Method # Communication Rounds Limitations
DIANA ww\ Lmax .
(Mishchenko et al., 2019) (1+ =) FmAx + wy No server-to-worker compression.

Dore, Artemis

(Liu et al., 2020) Q (“’snﬂ %) N
(Philippenko & Dieuleveut, 2020)
MCM 3/2 | wso/? | ou) Lmax
(Philippenko & Dieuleveut, 2021) 2 ((""S + NG + 5 m -
L (ws+1ww L Lmax
EF21-P + DIANA (new) (L+w) o/ ofmen & o Smax g,
(Theorem 3.1) or presented a bit less accurately: —
(1 + w, + Sw)Lmax 4o,
L (ws+Dww L ww Lmax
EF21-P + DCGD (new) (I +w)y+ \/7 TR S S sk T
(Theorem G.3) or presented a bit less accurately: Vfi(z*) = 0

(1 + o, + ) fmax

The above result means that EF21-P + DIANA guarantees an e-solution after

— L L; w Limax 1
TNEW'_O<<Q;L+1/anu+n m +w)1og6)

steps. Noting that L < L < Lyax and /2= < L 4 wu

il Sl this gives

Trxew = O (((é + %) % +w) log%).

Comparing this rate with rates achieved by the existing algorithms (see Table 1), our method is the
first one to guarantee the decoupling of noises o and w coming from the server-to-workers and the
workers-to-server compressors. Moreover, it is more general, as the server-to-workers compression
can use biased compressors, including TopK and RankK (Safaryan et al., 2021). These can in
practice perform better than the unbiassed ones (Beznosikov et al., 2020; Vogels et al., 2019).

As promised, let us now show that EF21-P + DIANA has the communication complexity better than
GD. For simplicity, we assume that the server and the workers use TopK and Rand K" compressors
respectively. Since under this assumption w = 4/k — 1 and o = K/a, the server-to-workers and the
workers-to-server communication complexities equal

L oL | w Lmax 1) _ L d L | dLmax 1
O(KX(@-‘r\/@ﬁ“rgT-FW)lOgg)—O((dﬁ—f'ﬁﬁ"‘ﬁ m )10gg).

Note that Ly,ax < nL and L< \/nL, so this complexity is no worse than the GD’s complexity for
any K € [1,d]. The general convex case is discussed in Section F.1.

3.1 STOCHASTIC GRADIENTS

In this section, we assume that the workers in EF21-P + DIANA calculate stochastic gradients instead
of exact gradients:

Assumption 3.2 (Stochastic gradients). For all z € R?, stochastic gradients v fi(x) are unbiased

and have bounded variance, i.e., B[V fi(z)] = Vf;(x), and E[|V fi(z) — Vf;(x)]|?] < o2 for all
i € [n], where 02 > 0.

We now provide a generalization of Theorem 3.1:

Theorem 3.3. Let us consider Algorithm 1 using stochastic gradients v fi instead of exact gradients

Vfiforalli € [n]. Let Assumptions 2.1, 2.2, 2.3 and 3.2 hold, § = wil, 20 = w°, and v <
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. n Ve _a 1 i T
min { 1600 o * 20y/oL TO0L (@t 17 } . Then Algorithm I returns x* such that

£E o7 -2

2] +E[f(T) - f(2*)] < (1 —2)T VO 4 2letlo?

Hn ’

where VO = %E [on —x* ’2.

|+ (£@0) - @) + 2 Y00 - V()

For general convex case, we refer to Theorem F.4. Note that Theorem 3.3 has the same convergence
rate as Theorem 3.1, except for the statistical term O ((«+1)9°/un) that is the same as in DIANA
(Gorbunov et al., 2020a; Khaled et al., 2020) and does not depend on a.

3.2 EF21-P + DCGD AND INTERPOLATION REGIME

We also analyze a second method, EF21-P + DCGD, which is based on DCGD (Khaled & Richtarik,
2020; Alistarh et al., 2017). One can think of DCGD as DIANA with parameter 5 = 0. On
one hand, the convergence of EF21-P + DCGD is faster (see Theorem G.3) comparing to EF21-
P + DIANA (see Theorem 3.1). On the other hand, we can guarantee the convergence only to a
O(nY IV fi(z*)|I”) “neighborhood” of the solution. However, this “neighborhood” disap-
pears in the interpolation regime, i.e., when V f;(z*) = 0 for all ¢ € [n]. The interpolation regime
is very common in modern deep learning tasks (Brown et al., 2020; Bubeck & Sellke, 2021).

3.3 WHY DO BIDIRECTIONAL METHODS WORK MUCH BETTER THAN GD?

Our analysis of EF21-P + DIANA covers the worst case scenario for the values of L,,x and a.
Although L,,x can be equal to nL, in practice it tends to be much smaller. Similarly, the assumed
bound on the parameter « equal to */4 for the TopK compressor is also very conservative and the
“effective” «v is much larger (Beznosikov et al., 2020; Vogels et al., 2019; Xu et al., 2021). Note that
Algorithm 1 does not depend on a! Our claims are also supported by experiments from Section 5.

4  ANALYSIS IN THE NONCONVEX SETTING

In the nonconvex case, existing bidirectional methods suffer from the same problem as those used in
the convex case (see Section 2.3): they either do not provide server-to-workers compression at all,
or the compressor errors/noises are coupled in a multiplicative fashion (see wy, and wy in Table 2).

Instead of the convexity (see Assumption 2.3), we will need the following assumption:

Assumption 4.1 (Lower boundedness). There exist f* € R and f5, ..., f € R such that f(z) >
f*and f;(z) > ff forall z € R? and for all i € [n].

As in the convex setting, the theory of methods that only use workers-to-server compression is
well examined. In the high accuracy regimes, the current state-of-the-art methods are MARINA
and DASHA (Gorbunov et al., 2021; Tyurin & Richtérik, 2022b); both return an e-stationary point

after O (% + AOT:E) iterations, where Ay := f(2°) — f*. In the low accuracy regimes, the
current state-of-the-art method is DCGD (Khaled & Richtérik, 2020), with an iteration complexity
@ (% + AO(AMA*TBSJW)LLMX , Where A* = f* — % _, fr. Note that DCGD has worse

dependence on ¢, but it scales much better with the number of workers n.

We now investigate how EF21-P can help us in the general nonconvex case. Let us recall that in
the convex case, decoupling of the noises coming from two compression schemes can be achieved
by combining EF21-P with DIANA. In the nonconvex setting, we successfully combine EF21-P and
DCGD. Moreover, we provide analysis of some particular cases where EF21-P + DCGD can be the
method of choice in the high accuracy regimes.

Whether or not it is possible to achieve the decoupling by combining our method with MARINA or
DASHA is not yet known and we leave it to future work®.

3We did not try to get the convergence rate of EF21-P + DIANA in the nonconvex regime because it is well
known that DIANA is a suboptimal method in the nonconvex case (Gorbunov et al., 2021).
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Table 2: General nonconvex Case. The # of communication rounds to get an e-stationary point
E[|V£(@)|]*] < ¢). For simplicity, we assume that f# = f*foralli € [n] and only the terms with
respect to wy, and wy are shown. The parameters w,, and w, have the same meaning as in Table 1.

Method # Communication Rounds Limitations

Agww L Lmax

DCGD (Khaled & Richtarik, 2020) — No server-to-worker compression.
MARINA, DASHA - )
(Gorbunov et al., 2021) Aqwwl No server-to-worker
(Tyurin & Richtdrik, 2022b) Ve compresston.
3/2 1/2 Only h
. . Wy Wy ww y homogeneous case,
MCM (Philippenko & Dieuleveut, 2021) Ag ( et e The ) Lmax ic. f; = f foralli € [n].
4
CD-Adam (Wang et al., 2022) Q (%) Bounded gradient assumption.
EF21-BC (Fatkhullin et al., 2021) M —
AgLmax Does not compress vectors®
NEOLITHIC (Huang et al., 2022) € Bounded gradient assumption.
2
EF21-P + DCGD (new) Dot o o Snel o
ne £
EF21-P + DCGD (new) %‘:"’L + % Strong-growth assumption with parameter D.

@ In each communication round, NEOLITHIC sends the number of compressed vectors proportional to 1/« where c is the parameter
of a biased compressor. For TopK or Rand K, it means that NEOLITHIC sends ©(4/k ) sparsified vectors with K nonzero elements,
meaning that, in total, ©(d) values are sent in each communication round.

4.1 EF21-P + DCGD IN THE GENERAL NONCONVEX CASE

Without any restrictive assumptions, we can prove the following convergence result:
Theorem 4.2. Consider Algorithm 2 and let Assumptions 2.1, 2.2 and 4.1 hold, z° = w°, and

— min d Vv ne
7 = min { 8L V2w LLmmnT’ 328*WL Lunax } - Then

48A¢L 8 96A0wLimax 32A%wLpmax : (12
T> T‘]max{a, 00 max o ma } = Oérél%l_lE [HVf(ﬂc )| } <e.

(The proof follows from Theorem E.3 and Proposition E.4 (Part 1)).

We get the rate of DCGD (Khaled & Richtarik, 2020) plus an additional O (%) factor, thus ob-
taining the first method with bidirectional compression where the noises from the compressors are
decoupled. Moreover, as noted before, this method provides the state-of-the-art rates when ¢ is small
or the number of workers n is large.

4.2 STRONG GROWTH CONDITION

Here we analyze EF21-P + DCGD under the strong-growth condition (Schmidt & Roux, 2013).
Assumption 4.3. There exists D > 0 such that = 37 | IV fi(z)||> < D||Vf(x)|? forall z € RY.

While this assumption is restrictive and does not even hold for quadratic optimization problems,
there exist numerous practical applications when it is reasonable. These include, for example, deep
learning, where the number of parameters d is so huge that the model can interpolate the training
dataset (Schmidt & Roux, 2013; Vaswani et al., 2019; Meng et al., 2020). To train such models, en-
gineers use distributed environments, in which case communication becomes the main a bottleneck
(Ramesh et al., 2021). For these problems, our method is suitable and can be successfully applied.

Theorem 4.4. Consider Algorithm 2, let Assumptions 2.1, 2.2, 4.1 and 4.3 hold, and choose z° =

w® and v = min{g%,ﬁ} . Then

S 48AgL 8 4Dw : [ t 2] <e
T > $Boelmax {8 40wl - ogrt%l%lqE IVf))]"| <e

(The proof follows from Theorem E.3 and Proposition E.4 (Part 2)).

Comparing to Section 4.1, the above result shows an improved dependence on € under the strong
growth assumption.
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Figure 1: Logistic Regression with real-sim dataset. Number of workers n = 100. Sparsification
level was set to K = 100 for all compressors.

4.3 HOMOGENEOUS FUNCTIONS

Another important problem where our method can be useful is distributed optimization with ho-
mogeneous (identical) functions and stochastic gradients. In particular, we consider the case when
fi = f forall i € [n] and instead of exact gradients, stochastic gradients are used. This assump-
tion holds, for instance, for distributed machine learning problems where every worker samples
mini-batches from a large shared dataset (Recht et al., 2011; Goyal et al., 2017).

Theorem 4.5. Let us consider Algorithm 2 with the stochastic gradients v f instead of the exact
gradients V f. Suppose that Assumptions 2.1, 2.2, 3.2 and 4.1 hold and f; = f for all i € [n]. Set

o_,,0 _ : o 1 ne
z’ = w" and let v = min 8L 4(241)L" 16(UJ_‘_DU%}.Then

S 48A0L {§ w 16(w+1)02} . [ t 2} <
T > 5222 max a,4(n+1)77n5 = OS?%TFI_IE VEE)|"| <e.

(The proof follows from Theorem E.3 and Proposition E.4 (Part 4)).

Under exactly the same  assumptions, MCM  method by (Philippenko &
Dieuleveut, 2020) with bidirectional compression guarantees the convergence rate

W W, / W o . . .
€] (% max{(% +1) w2, “Tw? ﬂ}) . Comparing this with our result, the last

ne
statistical term (w+1)o”/nec is the same in both cases, but we significantly improve the other
communication terms (take w = wy and @ = (ws + 1)~ ! in Theorem 4.5).

5 EXPERIMENTAL HIGHLIGHTS

We now provide a few highlights from our experiments. For more details and experiments, we refer
to Section A, where we compare our algorithms with the previous state-of-the-art method MCM
and solve a nonconvex task. We consider the logistic regression task with real-sim (# of features
= 20,958, # of samples equals 72,309) from LIBSVM dataset (Chang & Lin, 2011). Each plot
represents the relations between function values and the total number of coordinates transmitted
from and to the server. In all algorithms, the Rand X' compressor is used to compress information
from the workers to the server. In the case of EF21-P + DIANA and EF21-P + DCGD, we take Top K
compressor to compress from the server to the workers. The results are presented in Figure 1. The
main conclusion from these experiments is that EF21-P + DIANA and EF21-P + DCGD converge to a
solution not slower than DIANA, even though DIANA does not compress vectors sent from the server
to the workers! This means that EF21-P + DIANA and EF21-P + DCGD can send x400 less values
from the server to the workers for free! Moreover, we see that EF21-P + DCGD converges faster
than its competitors.
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A FURTHER EXPERIMENTS

We now provide the results of our experiments on practical machine learning tasks with LIBSVM
datasets (Chang & Lin, 2011) (under the 3-clause BSD license). Each plot represents the relations
between function values and the total number of coordinates transmitted from and to the server.
The parameters of the algorithms are as suggested by the theory, except for the stepsizes 7 that we
finetune from a set {2¢|i € [—10,10]}.

We solve the logistic regression problem:

1 — exp (a;zy,,)
filxy, ... 2e) = —— log< - ML ,
m ; >

y—1 XD (a:jxy)

where 71, ..., 2. € R%, cis the number of unique labels, a;; € R? is a feature of a sample on the i
worker, y;; is a corresponding label and m is the number of samples located on the i worker. In all
algorithms, the Rand K compressor is used to compress information from the workers to the server.
In the case of EF21-P + DIANA and EF21-P + DCGD, we take TopK compressor to compress from
the server to the workers. The performance of algorithms is compared on w8a (# of features = 300,
# of samples equals 49,749), CIFAR10 (Krizhevsky et al., 2009) (# of features = 3072, # of samples
equals 50,000), and real-sim (# of features = 20958, # of samples equals 72,309) datasets.

The results are presented in Figures 1, 2 and 3. The conclusions are the same as in Section 5. One
can see that EF21-P + DIANA and EF21-P + DCGD converge to a solution not slower than DIANA,
even though DIANA does not compress vectors sent from the server to the workers! EF21-P + DIANA
and EF21-P + DCGD send x100 — x 1000 less values from the server to the workers!

T
—¥— DIANA: Step size: 4.0 ox10-] —¥— DIANA: Step size: 4.0

—&— EF21-P + DCGD: Step size: 16.0 x —A— EF21-P + DCGD: Step size: 16.0
<~ EF21-P + DIANA: Step size: 4.0 8x 107 4 <~ EF21-P + DIANA: Step size: 4.0

7%x1077

fixt)

6x1077

5x1077

4x1072

5 1.0 15 2.0 5 10 10° 10 10°
#bits / n (workers-to-server) le6 #bits / n (server-to-workers)

0.0

Figure 2: Logistic Regression with w8a dataset. # of workers n = 10. K = 10 in all compressors.

2.4x 100 —¥— DIANA: Step size: 0.015625 2.4 %109 —¥— DIANA: Step size: 0.015625
—A— EF21-P + DCGD: Step size: 0.03125 —A— EF21-P + DCGD: Step size: 0.03125

22x100 | <4~ EF21-P + DIANA: Step size: 0.03125 22109 “\ <4~ EF21-P + DIANA: Step size: 0.03125

2 % 10°) 2x10°

f(x7)
f(x?)

1.8 % 10°) 1.8 x 10°)

—£ - e ] <
1.6 x10° 1.6 x 10°

05 10 15 20 75 30 0 0 0 0
#bits / n (workers-to-server) le8 #bits / n (server-to-workers)

Figure 3: Logistic Regression with CIFARIO dataset. # of workers n = 10. K = 1000 in all
COMPressors.

We also compare our algorithm to MCM. Since MCM does not support contractive compressors
defined in 2, we use Rand K instead of the Top/ compressor in the server-to-workers compression.
Figure 4 shows that our new algorithms converge faster.

Finally, we provide experiments for the nonconvex setting and compare EF21-P + DCGD against
EF21-BC (Fatkhullin et al., 2021) and DASHA (Tyurin & Richtarik, 2022b). We consider the logistic
regression with a nonconvex regularizer



Under review as a conference paper at ICLR 2023

L SRS B
—a— EF21-P + DCGD: Step size: 2.0
—<— EF21-P + DIANA: Step size: 1.0
—— MCM: Step size: 0.25

—a— EF21-P + DCGD: Step size: 2.0
—<— EF21-P + DIANA: Step size: 1.0
—b— MCM: Step size: 0.25

0.0 05

1.0 15 2.0 25 3.0 1 10 107
#bits / n (workers-to-server) le7 #bits / n (server-to-workers)
Figure 4: Logistic Regression with real-sim dataset. # of workers n = 100. The parameters of
workers-to-server and server-to-workers compressors are Ky, = 100 and K = 2000.

where [-]; is an indexing operation of a vector and A = 0.001. We use RandK and TopK com-
pressors for the workers-to-server and server-to-workers compressions, respectively. Note that in
these experiments, the server-to-workers compression is only supported by EF21-P + DCGD and
EF21-BC. In Figure 5, one can see that EF21-P + DCGD converges faster than other algorithms and
outperforms DASHA, which does not compress vectors when transmitting them from the server to
the workers.

109 10°
1 V- DASHA: Step size: 1.0 V- DASHA: Step size: 1.0
—&— EF21-BC: Step size: 0.5 —a— EF21-BC: Step size: 0.5
—<¢— EF21-P + DCGD: Step size: 2.0 —<¢— EF21-P + DCGD: Step size: 2.0
Z\sxm" :\6><10" Vg v
= =
= =
4x107Y 4x 107 v
3x107 55 0 5 20 75 30 3%1075w 07 0 07 o
#bits / n (workers-to-server) le7 #bits / n (server-to-workers)

Figure 5: Logistic Regression with the nonconvex regularizer and real-sim dataset. # of workers
n = 100. K = 100 in all compressors.
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B USEFUL IDENTITIES AND INEQUALITIES

Forall z,y,71,...,7, € R%, s > 0and a € (0, 1], we have:
lz +yl* < (L4 ) ll2)* + 1+ 57 Iyl M
lz +yl* < 21jz)* + 2 lyl|* (®)
2 2
N g ] o
T 2s 2
« [0
1— (1 f)<1—f, 10
(-a)(1+5) <1-3 (10
2 2
(1—a)(1+>§, (11)
! e
1 2 2 2
(a,6) = 5 (llal® + 161> = fla — 8]]%) . (12)
Tower property: For any random variables X and Y, we have
EE[X|Y]]=E[X]. (13)

Variance decomposition: For any random vector X € R? and any non-random ¢ € R?, we have
2 2 2
B[IX - | = E [IX - E[X]IP] + IE[X] - eIl (14)

Lemma B.1 (Nesterov (2018)). Let f : RY — R be a function for which Assumptions 2.1 and 2.3
are satisfied. Then for all x,y € R we have:

IV f(z) = VFW)I? < 2L(f(z) — f(y) — (VF(y).z — ). (15)

Lemma B.2 (Khaled & Richtarik (2020)). Let f be a function for which Assumptions 2.1 and 4.1
are satisfied. Then for all x,y € R? we have:

IVF(x)|> < 2L(f(x) — f*). (16)

16
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C PROOF OF LEMMA 2.4
Lemma 2.4. If Assumptions 2.1, 2.2 and 2.3 hold, then L < Lyax < nL and L < L < \/nL.

Proof. One can show (see (Nesterov, 2003)) that a convex function f is L-smooth if and only if
either of the two conditions below holds:

0<(Vf(z) - Vf(x)w—y) < Llz—y|*, VayeR’

IVf(2) = V@)|* < L(Vf(x) = V@),z—y), VryecR.

For any fixed i € [n], we have

(Vfilx) = Vfi(y),z —y) < Z (Vfi(x) =V fi(y),z —y)

Il
s
S|
hE
<
h)
B
<]
S
=
N
IS
|
<

Thus L; < nL and L., < nlL. Next,

LS IVAE) - VRGP < 23 LiVAE) - Vi) -

S Lmaxf Z <Vfl(1') - Vfl(y)7$ - y>

= max< f(l‘) (y),x—y)
< Linax [Vf(z) = V@)l |z -yl

2.1 2

S LyaxL ||z — yl|
2

nL? [z —y|*,

N

and hence < /nL. Using Jensen’s inequality, we have
1< ~
IVf(z) = VI)* < - D IVFile) = VEWI? < L lz -yl
i=1
Thus L < L. Finally, L < Ly,ax follows from

1 n
;levfi( - V/fily ZL2 lz = ylI” < Liax o — 9l
i=1
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D CONVERGENCE OF EF21-P IN THE STRONGLY CONVEX REGIME

We now provide the convergence rate of EF21-P from Section 1 in the strongly convex case.

Theorem D.1. Let Assumptions 2.1 and 2.3 hold, set w® = 2% and choose ~ < 16 - Then EF21-P
returns 7 such that

%E [HxT - x*]ﬂ +E[f@T) - f(2)] < (1 - %)T (;E U\xo - x*||2} +(fa°) - f(x*))) .

Moreover, E [||w75 — x*||2} — 0ast — oo.

Theorem D.1 states that EF21-P will return an e-solution after O (i log 1/e> steps. Comparing to

GD’s rate O (% log 1/5) , one can see that EF21-P converges 1/« times slower.

Proof. First, let us note that
l2* = 2| = fla"+! =2 |” = ||+ =2t
_ <xt — ot gt og +xt+1> _ <xt+l B xt>
—9 <1,t _ gt gt $*>
=2v(Vf(w'), 2" —a*). (17)

Using L-smoothness of f (Assumption 2.1), we obtain

f(xtJrl) < f(wt) + <vf(wt)71,t+1 _ wt> + g th+1 _ wt||2

col’g‘ly Fa) + <Vf(wt)’xt+1 _ x*> _ g Hwt e 2

L
g =

2
an o1 2 1 a2 1 2
2 1)+ g et e o )
By )2 £ t+1 . t])2
=P £ et — )2,

Using (8), we have

L 2 2 2
D st < ottt ot )
and
I *[[2 I * |2 1% 2 1% %2 2
B lat = [ < 2t = a2 2t =0t < B = o P 4 Lt ]
where we used the fact that © < L. Hence
t+1 * i t_*2_i t+1_*2_i t+1 ]2
F ) < 7t + o ot o = o o = - o et -]
_ % Hwt _ 22 + % ||xt+1 _th2
< £+ g ot = - = e = - ot -t
- 2y 2y 27y
e e e e A e i 4 il
. 1 Y . 1 |2
= 1)+ g (1= ) ot P 5 ot -
(& ) I ot o P
<5+ o (1= B) ot = - o ot =2 ot -

18
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where the last 1nequahty follows from the fact that v < 5. Let us denote by E; ; [-] the expectation
conditioned on previous iterations {0, ..., ¢}. Then

Buoa [£@)] < £+ 5 (1= ) o' = 7|
e [l o )

It remains to bound E; | [Hth — gttl HQ} :

Eip1 [Hthrl _ xt+1||2} = Ei [Hwt _|_Cp(xt+1 - wt) o xtﬂHz}
%) (1 —-a)Eiq [HmHl _ th?}
= (-] - Vi) -]

e O | i ey A
(1= 2) ot — 'l + L v sty - v
91 @) - 1)
T (- G Y ot -t T (10 - )
< (- 9) ot =+

(%

where in the last step we assume that v < 3. Adding a 16L multiple of the above inequality to
(18), we obtain

16L
o [f( t+1)] n 7Et+1 [Hwtﬂ tﬂ’ﬂ < f(z*) + ﬂ (1 — %) th ek
16L 12872 L2
_ *Et+1 {th+1 o 2} 4+ 2 (1 . 7) H t H2 + ;2 (f(xt) N f(:c*))
Thus, taking full expectation over both sides of the inequality and considering v < 57 < % gives
E [f(:[:tJrl) _ f(x*)] + %E [th+1 H ] 16L {Hwﬂrl i xtJrlHQ}

<(1- %) (Bl - 1)) + 5o W — o]+ B [l -]

Applying this inequality iteratively and using the assumption w” = 20 proves the result. O
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E CONVERGENCE OF EF21-P IN THE SMOOTH NONCONVEX REGIME

E.1 GENERAL CONVERGENCE THEORY

We now move on to study how the EF21-P method can be used in the nonconvex regime. The
analysis relies on the expected smoothness assumption introduced by Khaled & Richtdrik (2020).
In their work, they study SGD methods, performing iterations of the form

t+1

=2l — gt

where g’ is an unbiased estimator of the true gradient V f(z'). Following Khaled & Richtdrik
(2020), we shall assume that E [g(z)] = V f(z). However, in our case, gradients will be evaluated
at perturbed points, thus resulting in biased stochastic gradient estimators. In particular, we consider
the following general update rule, where the stochastic gradients are calculated at points evolving
according to the EF21-P mechanism, rather than at the current iterate:

g =gt — qg(w’),

witlt =t + CP(xH'l —wh). (19)

Our result covers a wide range of sources of stochasticity that may be present in g. For a detailed
discussion of the topic, we refer the reader to the original paper (Khaled & Richtarik, 2020).

Throughout this section, we will rely on the following assumptions:

Assumption E.1. The stochastic gradient g(x) is an unbiased estimator of the true gradient V f (),

i.e.,
Efg(z)] = Vf(z)
for all z € R%.
Assumption E.2 (From Khaled & Richtarik (2020)). There exist constants A, B, C' > 0 such that:

E[llg@)I?] < 24(f(@) - ) + BIVf(@)|* + C
for all z € R%.

We are ready to state the main theorem:

Theorem E.3. Let Assumptions 2.1, 4.1, E.1 and E.2 hold and set w® = 29, Fix e > 0 and choose
the stepsize

. «Q 1 1 €
7_”mn{8LUuﬂf\QALT’mOL}'
Then

T> min B[[V/@)[] e @0

0<t<T—1

)

3 9

48A¢L ApgA 1
880 max{8,4B, 9640 60}
€

Note that by taking A = C = 0 and B = 1, one recovers the convergence of EF21-P in the
nonconvex setting. Namely, under Assumptions 2.1 and 4.1, for 29 =wland 0 < v < &, we have

Es
ming<i<r—1 B [IIVf(xt)HQ] < cassoonas T > 2810l

We now apply the above result to the combination of EF21-P perturbation of the model and DCGD
(Khaled & Richtarik, 2020) (EF21-P + DCGD). Suppose that the iterates follow the update (19) (see
also Algorithm 2), where

1 n
9(z) =~ > Ci(gi(x)) 21
i=1
and each stochastic gradient g;(x) is an unbiased estimator of the true gradient Vf;(z) (i.e.,
Elgi(z)] = V fi(2)).

Proposition E.4. Suppose that the gradient estimator g(x) is constructed via (21) and that Assump-
tion 2.2 holds. Let A* := LS (f* — f7). Then:

20



Under review as a conference paper at ICLR 2023

1. For g;(z) = Vfi(x), Assumption E.2 is satisfied with A = %wLmaz, B=1land C =
2AN*.

2. In the same setting as in part 1, assuming additionally that Assumption 4.3 holds, Assump-
tion E.2 is satisfied with A = C = 0 and B = % + 1.

3. Assume that each stochastic gradient g; has bounded variance, (i.e.,
E {Hgl(x) — Vfl(x)Hﬂ < 02). Then Assumption E.2 is satisfied with A = 2wL 4,
B=1land C =2AA* + "“’7—";102.

4. Suppose that E {ng(x) - sz(x)Hﬂ < o%and f; = f forall i € [n]. Then Assumption
E.2 is satisfied with A = 0, B = =2 +1 and C = “’T'Haz.

In Section 4, we apply Proposition E.4 and state the corresponding theorems.

E.2 PROOF OF THE CONVERGENCE RESULT

We will need the following two lemmas:
Lemma E.5. Consider sequences (6);, (r'); and (s'); such that 6,7, s* > 0 for all t > 0 and
5% = 0. Suppose that

Sl prasttt < bt + ast — ert 4+ d, (22)
where a, b, ¢, d are non-negative constants and b > 1. Then forany T > 1

. bT d
min rf < —§% 4 =,
0<t<T—1 cT c

Proof. The proof follows similar steps as the proof of Lemma 2 of Khaled & Richtarik (2020) and
we provide it for completeness. Let us fix w_; > 0 and define w; = wtb’l . Multiplying (22) by w;
gives

w0+ aw s < bwdt + awes' — cwprt 4+ duwy
< w16t + aws 18t — cwprt + dwy.
Summing both sides of the inequality fort = 0,...,7 — 1, we obtain

T-1 T-1
wr_10T +awr_15T < w_16°+ aw_15° — ¢ g wert +d g Wi.
t=0 t=0

Rearranging and using the assumption that s° = 0 and non-negativity of s* gives

T-1 T-1

c Z wert + wr_16% <w_16° + aw_15° — awp_18° +d Z Wy
t=0 t=0
T-1
<w_16°+d Z Wi.
t=0

Next, using the non-negativity of ¢ and w;, we have

T—1 T-1 T-1
t ¢ T 0
c wr' < e wer’ +wr—_10" <w_16° +d Wi.
t=0 t=0 =0

Letting Wrp := E;‘F:_Ol w; and dividing both sides of the inequality by W, we obtain

. c
¢ min < — wert < —=6% + d.
0<t<T—1 T
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Using the fact that
— Tw_
Z min wy = Twr_1 = L,
=0

we can finish the proof. O
Lemma E.6. Let Assumptions 2.1, 4.1, E.I and E.2 hold, set w® = 2, and choose
. 1 1 «
v < mm{élA’ALBl/’SL}'
Then

, a1 8(1+24L42)"
,uin B [[vsa)]?] < on+80L7. (23)

Proof. First, L-smoothness of f implies that
L
f(wt) < f@)+ <Vf(:vt),wt —a') + 5 [l =]’

< 1) + 57 IVFEOI + Lt — | o9
and
t+1 —.’tt||2

Ft) < F@) 4 (V)0 o)+

2
= J(a) = AT, 9w+ T o))

Using the fact that g(«) is an unbiased estimator of the true gradient, subtracting f* from both sides
of the latter inequality and taking expectation given iterations {0, .. .,t}, we obtain

Bt [ =] € J@) = 1 =T @5 )+ Z B [t ]

[

(E.2),(12)

< S = F = SIVIEOIP = 2V + JIVF@E) - V)
A (24wt - 1) + B[ st |+ €)

) = 1 = TR - LIV + Lt —
FALR () - 1)+ 2 ) P+ S

- f(wt)ff*—g\lvf(zt)llt5(1fBL7)||Vf I+ L —
ALy () - 1)+ EE

¢ f(mw—f*—lHVf(xt)n?—1(1—BL7>||Vf I + Lt —
ALY <f @) + Lt =2 ||2_f*>+(”;”2

= (1+ALy) (f") —f*) — 2 (L= A |[VF )| = 5 (1= BLy) ||V ()|
L%y <;+A7) ot — o)+ Z22.

Hence, taking full expectation, for v < 4L, we have
E[f@") = £] < 1+ ALYP)E [f(") = 7] = TE[||V£")|] (25)

22
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CL~?
— 3 (= BL)E[[|[Vf(")|*] + L29E [ — | + =5
Next, variance decomposition and Assumption E.2 gives
Eﬂw@f»—VfwﬂHﬂ(2>Eﬂwawnf]—HVf@wnf
E2) t * t 2
< 2A(f(w )ff) (B-1)||Vfh| +C
( ¢ 2
<24 (56 + 57 IV SO+ Lot =o' - 5°)

+(B—1)|| (w' }| +C
t * A ]2 t t2
= 2A(f(x)—f )—i-fHVf(x)H +2AL||w —x H
+(B=1) | VI +C. (26)

Therefore, using the unbiasedness of g(z), we can bound the expected distance between w!™* and
t+1
' as

Blfw =2 = B[fe + - wh) - 2+

< (-aE et —wf|]

= - )E[|le" ~ g o]

Y- B[l - V@] + (1= ) E [||la — 19 s ') —w'|?]

ufaQEMffVﬂwwﬂ+(rh9EUwfww1
+—EMW‘|H

(7),(10),(11)
<

2
A — ) (fah - ) + v

+2AL (1 — o) ¥ ||w’ — xt||2 +B-1)(1-a)y va(wt)H2
2
+C(1=a)7? + (1= 5) B[ —u'|*] + 2k v s)].

Hence, taking expectation, for vy < , /m

A(l—-a)
L

—a)~?

E{||wt+17xt+1“2] <24(1-a)72E [f(a") — f7] +A(1 - ) E va )| }
#2224 @-00-a) B
+<17%+2AL(1704)72)E:||xt7wt||2: +C(1—a)y?

2 t * A(l_a)’yQ
<24(1-a)7’B[f@") - ]+ =B ||V
22 (24 @-00-a) B
+(1-5)E[le* —w] + c1-a)a™ @7)

Adding al "’ multiple of (27) to (25), we obtain
N 4L2%y 2
B[f) = )= ot =

23
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E[f(z") — f"]
1 (1- BALC= g s

3 (1B~ e (3+@-nu-a))efleri]

412~ I CLA/ 4CL2(1 —a)y?
+ =B |[uf o] + -

271 N3
< <1+AL72 L 8ALd oy )
(6%

Then, provided that

< min 1 a « o
T=MUAYBL S\ 32(B - 1)(a— 1)L2 "\ 32AL(1 — o)

i 1 o @
T\ UBL SL 32401 —a)' [’

(where we used min{a, b} < vab for all a,b € R™), this gives

Bl — ]+ B -t 7] < (142409 B (1) - 1]
- 2BV + Tk [t - o)) + o2

Denoting a := 437", b:=1+2ALy? c:= % and d := CL~?, this is equivalent to
S 4as! Tt < bot + ast — ert + d, (28)
where & := E[f(z!) — f*], #* == E [Hw(a:t)||2] and s' == E [||wt - xt||2]. Hence, using
Lemma E.5, forany T' > 1
b d
min < —6" 4 -,
0<t<T—1 cT c

which proves (23). In the proof, we have the following constraints on ~y:

cmpl Lt L oo /o
TR A 4B S\ 32400 ) [

Using the inequality min{a, b} < v/ab for all a,b € RT, this can be simplified to

< min 1 1 o
= 1A’ 4ABL’ 3L
O

Theorem E.3. Let Assumptions 2.1, 4.1, E.1 and E.2 hold and set w® = 2. Fix e > 0 and choose
the stepsize

. a 1 1 €
7= mm{SL’ ABL' \RALT 160L} ‘
Then

T> min E[[V/@)|*] <= @0

e ¢ 0<t<T—1

48ApL A {8’ 1B, 96A0A 16C’}
5

Proof. By Lemma E.6, we have

1 +2AL~? )

min E {HVf H } T

0<t<T-1

Ao+ 8CLy
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provided that v < min {1, 37, & } . Now, using the fact that 1 + 2 < ¢* and the assumption

v < \/ﬁ, we obtain
(1 + 2AL72)T < exp (2ALT72) <exp(l) < 3.
Hence

24
0<¥2¥ 1E [HVf )| ] < ﬁA0+80L7.

In order to obtain %Ao + 8CLy < e, we require that both terms are no larger than %, which is
equivalent to

48A
7> B0 (29)

Ye
<_° (30)

T=T60L
We thus require that:
< 1 1 « 1 €
mln
= 1A’ 4BL’ 8L’ \J2ALT 16CL

which, combined with (29) gives:

S 48€Ao {4A ABL, % 96A€0AL7 16€OL}

It remains to notice that the term 4 A can be dropped, thus simplifying the constraints to

1 «Q 1 €
< mj — .
7= mm{szL’ 8L’ V2ALT 16CL}
and

T> 48A

{4BL 8L 96A0AL, 160L}
« g 3

Indeed, if ||V f(° ||2 < ¢, then (20) holds for any 7 > 0. Let us now assume that ||V f (2°) ||2 > €.

The above constraints imply that \/2 A A < 96 A ~7 - Moreover, from Lemma B.2, we know that
e <||Vf(® H < 2LA°. Thus m < 2;. Similarly, we see that 26204 > 484 O

E.3 PROOF OF PROPOSITION E.4

Proof. 1. Using independence of Cy, . ..,C,, we have

2

= B || -3 (Vi)
=1

Ellg()?]

n

%Z (Ci (Vfi(x) = Vfi(x))

“E + V()]

= QZE[ (Vfi@) = VE@I] + 19 5@)?

~
INZ

= Zw IV fi(@)* + 1V £ ()1
i=1

(B.2)

< o3 2Lilfil@) — ) + V@)
i=1
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IN

Zolne S (i) - )+ IV @)

n? =
= 2A(f(x) — ) + |V f(2)|* + 2447,
where A := 7“’%{””‘.

2. Starting as in part 1 of the proof we obtain

B[lo)?] < - anm 41Vl S (2 41) s,

3. First let us note that
B [llgs@)1”] 2 E [llgi(2) = VA@)I?] + IV i@ < 0 + |9 fila)

Following steps similar to the proof of Proposition 4 of Khaled & Richtérik (2020), unbi-
asedness of the stochastic gradients gives

E[ls@l?] € 8|8 || -3¢ @@)| 19 00) ]
=1
DB lE || (C o) - ila) |gl<w>,...,gn<x>]+ E3 ale) ]
=1 =1

Yg| L > E [ (@)~ 9:@) | [g1(a)... ’gn@)”

2
+ [V F ()|

+E {H; > (ila) — VhiGe))

n n 2
< S5Y E[lg@?] +E {H;Z(gim ~Vh@)| | +IVI@IP
i=1 =1
<5 > (V@I +07) + 5 > E llg: (@) = VE@I] + 1V @)
. n o2
S L@ — 1) + ) + T+ V@)
=1
= 24(f(2) = [) + V@) +C,
where A := LwL,,0, and C 1= 2AA* + <2,
4. Starting as in part 3 and using the assumption f; = f, we have:
2
E[llg@)I?] < 2ZE [lgi ) 117] + “ Zgz + V@)
v %Z( [lg: (@) = V£@)I1*] + IV £ @)
% B llgi(x) = Vi@)I*] + V£ @)

( 1) IV £ @)
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F PROOFS FOR EF21-P + DIANA IN THE CONVEX CASE

First, we prove an auxiliary theorem:

Theorem F.1. Let us assume that Assumptions 2.1, 2.2 and 2.3 hold, § € {O, %ﬂ} ,and
y<mind n  vre o Bl 31)
160w Lax 20\/wL 100L" p

Then Algorithm 1 guarantees that
1

i t+1 ok
2ny {Hx T |

|+ EE - f)]

R o ([T T Rl ey

< g (1Y at o] + 2B IS~ o)

(=) S Re - v

N4v (=) e[l -], 62
whereﬁgmandV§%+%_

nf

Proof. From L-smoothness (Assumption 2.1) of the function f, we have

f(:CtJrl) < f(wt) + <vf(wt)7xt+1 o wt> + g Hl,t+1 o wt||2

conv-ty . t t+1 o\ H ok £ t+1
< S@) + (V') et =) = O flwt =T S e -
_ f(l'*) + <gt,.’I}t+1 _ $*> + <Vf(wt) —gt,.’L't+1 _ $*>

L 2 W w112
T -

2 2

We now reprove a well-known equality from the convex world. Noting that 2¢*! = 2t — ~¢t, we
obtain

e I e e E
_ <xt _ xt+17xt _op* +xt+1> _ <xt+1 o xt,xt+1 o xt>
_ 2<xt _ xt+17xt+1 - x*>
=2v(g" o't —2*). (33)
Substituting (33) in the inequality gives
f(zt+1) S f(I*) + <vf(wt) *gt7l't+1 o I‘*>
1

o |l

|zt+1 . I*H2 .
2y

Lo 21 1 t]|2
e o

2

L t+1 12 Myt x
T -y P

Next, by (8), we have

Lottt =t < £t — ot + 2t — ot
and
1% *[2 1% w2, M 2 1% %]2 2
B ot — o < &t — 0t 2t = ot < 2 ot — o Lt —
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where we used L > u Thus

f( t+1) < f + <Vf gt,LUH_l _x*>

2 2

ot =t

1 § 1
%th—&-l_x | 27

2 2 W w112 2
T I L A R IO e

+g“‘”—

’ 2

= £a) +(TF ) - g0 = a) 4 o (1 2 ot -

L B G | A T

) (VI g )k (1 ) ot

1 2 2
=5 e = a7+ 2L flu’ — a7
2y ’
where we used the fact that v < . Then, taking expectation conditioned on previous iterations

{0,...,t}, we obtain 2L
Et+1 [f(;(;t+1)] < f( *)+Et+1 [<Vf( t) —gt,xt“ —1‘*”

* 1 *
+ 2 ( — —) Hx o [ ﬂEtH [Hm“‘l -

From the unbiasedness of the compressors C, we have

Eip1 [g'] = Vi(wh)

|+ 2L ot - o).

and
Eepn [(Vf(w') —g' 2™ —2%)] = B [(VF(w ) ol =gt —a")]
= =B (V') - ¢',9")]
= 1B o' °] =7 [V £
Y B [lg - V@]
Therefore
Ejpq [f(2")] < f(@) + 9B [Hg — V) }
1 gly . 1 «||2
b (1= ot = B [ =] 22 -
(34
Now, we separately consider E; [Hgt — Vf(wh) ||2} . From the independence of compressors, we
have
Eei [lg" = Vs (w)]’]

= LS B [P @A)~ 1) — ()~ 1]

=1
%§2Wﬂ — B

g4§§jwf Vhi)|* + }:HVﬁ - Vi)

Bt + ;écf(vfi(wt) - hi) = Vi)
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b

S%ZW Vi) + QZHWZ — Vi) + QZHVL ~ V)|

where in the last three inequalities, we used (5) and (8). Next, using Assumption 2.2 and Lemma B.1,
we obtain

Ei1 {Hg — Vi }

4 L 8 Lmax %
S%’ZHht V)P + = ot =t = () — f@) . 69)

n

To construct a Lyapunov function, it remains to bound %Z?zl ||h§+1 fol-(:c*)||2 and

o+t — 12
]

= %ZEt+1 [||h§+6c?(Vfi(wt) — V()| }

i=1

L
:EZHhi_vfi(

ijEm [ch Vii(w') = hi)| }

1 S t+1 (%
g;EtH [th - Vfi(z)

n

Z — Vfi(z*), Eryr [CP(V fi(w') — RY)])

<. 7Z||ht Viix H + Bz<h§—Vfi(x*)7Vfi(wt)—h§>

i=1

+1)
+ 5+D|wi<wt>—hzn2
=1

Wy Z 1V £ty = V)|

12 1¢ Cof

= (=002 [k - Ve
# LD S o) -

zuht Vi ||+521|sz — Ve

where we use that 3 € [0, %—H] . Thus, using (8), Assumption 2.2 and Lemma B.1, we have

*ZEtH [|ht+1 v fi(z")| }
ZHht Vii(a)||” + 2802 [[w' — 2*||* + 4B8Lmax (f(z') — f(z*)) . (36)

It remains to bound E; [Hth — it HQ] :

B¢ [Hle _ xt+1||2} — B {Hwt Jrcp(xtJrl . wt) - IHIHQ}

()]

IN

(1 _ a)Et+1 [Hmt—i-l _ th2:|

= (1= a)Bup1 [[|o* = 79" = w'|]
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21— B [|lg - V(!

< By [Hg — V| ] +

(? VEi1 [Hg — Vi) } +

N
—
M\Q
~—

A9 st - v+ 2 e st - V1|

Using Assumption 2.1 and Lemma B.1, we obtain
Buan [t = 2+ } <9%Eusa |9 = O w)]?]
g t_ .t 2 877 ty *
H(1-5+ 1 )|| S+ 5 (7 - )
('%5) n 4 L 8 Lmax *
( S = V) o S () - s ”)

+(1—§+‘”Of) || P T () - )

272w &
S - V)
=1

| 2

87*wlmax | 872L
+<vw L8

n «

< (1= 9) Jut - 2t + 205 - e P

=1
) (F@*) — f(z)),
WL and v < \/‘?%75.

Let us fix some constants £ > 0 and v > 0. We now combine the above inequality with (34), (35)
and (36) to obtain

8v2whimax  SY2L
+(vw el

n «

where we assume that vy <

Bopn [ )] +m0 3 B [[1H - Vi)

< S+ (ff S |Ih = hifa) (fla") - f(:v*))>
1

o (1= 2 ot o) - 5B [||xt+1 o] 2n ot

2} +vEi [Hth — x“'l”ﬂ

2 4wI? H ‘ xtH2+8wLmax
n

(0 S = O 2 o o 450 (105 - 107 )

+y<(1_j) = QZL;Zth—Vﬁ(m*)
i=1

Rearranging the last inequality, one can get

2 (872wLmax 8v2L

Lna 87 )(f(wt)—f(x*))>~

b [+ =] Buan [ 6)

Ll ZEt+1 [HhtJrl Vfi(a H ] 4 VB [Hwtﬂ _xt+1||2}
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<o (1= ) It -
2

2y
8 Lmax
f(e
n

8v2whmax  8Y2L
’ywn il

+ k4B Lax + v <
(0%

>) (f(a") = f(="))
+ (%w +v QVHM e ) %En: |1t = Vfia

I’
i=1

- A
+ (47? +2L+HZBL2+1/(IZ)> ! — || (37)

Our final goal is to find x and v such that

2qw 2’yw B B8

and

4ywL?
e +2L+/126L2+y(1—2><y<1 9).
n

The last inequality is equivalent to

32ywl? 16L  16B8L2
= 4k <v
«

no

(38)

From the first equality we get x = 47” +v 47 . Thus

32vwLl? 16L  16BL2 32vwIl? 16L 4 42w\ 16512
ywl?  16L  166L°  32ywl® 161 <w+ vw) &

nao « « nao « nf v nf «
L2 16L Ay2w L2 L2 16L 1
_ 96w n i +1/6 Y w < 96yw + i byt
no a na na « 2

T2 -
where we used that v < FV;;ZZ. It means that we can take v = % + % to ensure that (38)
holds. Thus

dyw  [1929wl?  32L)\ 472w  4dyw  T6873w2L? 1284wl
h=—0r+ | ———+— =+ — + :
np nj np n2af3 nfa
Let us now substitute these values of x and v in inequality (37):
1

5o Been [ = 7] + B @) = 1)

no (&%

1 — .
+ " ;EtJrl [Hhﬁﬂ — Vfi(x )H?] + VEi4q [Hwtﬂ _ xt+1|‘2:|

1 1 «
e (5 Ll e (B B Sl R e e (R

8vwlmax [ 4yw  T68v3w2L? 1287wl
+ YW max + W + 72 + gl
np naf nfa

+<Wmﬁ2ﬁ”>G¢M““ﬁfﬂ>uw%fW»

) 46Lmax

no « n «

27 (1——) [|* — 2 4k (1—) ZHht Vii(x (1_%) Hwt_xtH2

24vwhmax  460873w2 L2 Linax  T68v2wLLmax  153673wLL?  25672L2 i
+(” g 20O D TO87 20 Lo 18O WRIE | SOV (1) — p(a)).

n n-“o no no «
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Using the assumptions on -y, we have

24~yw Linax < 1

n =10’
4608’y3wQL2LmaX 2072wL2 1
< < =,
na - na — 10
2
768v“wL Lypax < 4vL < i,
no — o T 10
153673wLL?  40~2wL? 1
< <.
nao? - na 10
272
2567°L% _ 1
o? — 10

Finally, considering v < ’@ andy < ;- glves

L [l =] B [5) — 6

s ZEtJrl [|ht+1 el } +vEi [Hthrl _xtﬂ‘ﬂ
1 T *
<o (=B I =P (1= ) 3 - v
1
+v (1= ) ot =2t + 5 (£a") - £
Note that r — 4vw 4 76877 ;B]} n 12%2;L < %;;. O

We now prove a theorem for the general convex case:

Theorem F.2. Let us assume that Assumptions 2.1, 2.2 and 2.3 hold, the strong convexity parameter
satisfies p =0, g = 20 = w° and

w+1’
n Vvno o
< min{ } .

160w Linax 20/’ 100L

Then Algorithm I guarantees a convergence rate

z0) — T* w(w i 2
( Zw)— <LTon_x*H2+f( )= Vfa) | 10wl + D SN ey

T Tn? A
=1

(39)
Proof. Let us bound (32):

1 t+1 o«

|+ ErE - fa)]
+h— XQE (1 = T fia®)|*] + vE [+t = o417
< % (1 - %) E [fo - x*ﬂ + 1E [f(a") = f(")]
+r(1- 7) ZE (12t = 21 7] + v (1= ) B[l - o]

- %E [th _x*m n §E [f(at) - f(a* +,{i ZE {Hht Vfila®)|| } +vE “}wt —xf||2] .
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We now sum the inequality for ¢ € {0,...,T — 1} and obtain
1 27 1 1
58 [l =] + 3R 1" - 1] + 5 LB [1(e") ~ a7

+Re ZE[W V1i(a)|’] +vE [l - 27|]

1 1
Sg||m°—x*||2+§(f<x°) f(x*)) + R ZHhO V)| + v |uw - 20|
< 3 e 5 () - 100 + S S -

where we used the assumption 2° = w" and the bound on k. Using nonnegativity of the terms and
convexity, we then have

1<, 1 . 0y _v 16
f(th_;x)_f(x)SyTon_m||2+f(z)Tf( T’é‘;z”ho Vfi(z

We now prove a theorem for the strongly convex case:

Theorem 3.1. Suppose that Assumptions 2.1, 2.2 and 2.3 hold, B = %“1’17 set 29 = w and let

. NG . T
~ < min {m, 20\722, 100 1 (w+1) } . Then Algorithm I returns " such that

L {HxT —x*

where VO i= LE [[Ja0 = &*|*] + (£(2°) = f(a%)) + 22 70 10— V()|

BT - fen) < (- 3)" Vv,

Proof. Using v < 1557 < <, let us bound (32):

i 1«
2’yE [Hx T

| +B[f ) - f@)]

e Z;E[Hht“ V@) + vE [Jlwttt -2t ?]
QL (1 _’Yzﬂ) [ll2" = |]"] + 1E [f(a") = £(2")]

pr(1-101 ZEWfVﬂ Tev (=) Bl =
<o (=B [l — o] + (1~ ) B 1) - 7]

27

er(1-4) ZEWfVﬁ W]+ v (1= ) [l — )]
-(1-1) (;E{th ] + B [fah) - £@)] +ro ZE[Hht Vi |\}+VE[||wt_zt||2}>.

Recursively applying the last inequality and using 2° = w, one can get that

%E[Hﬂ_m*ﬂmmm Fa*)] + r— ZE[HhT Vi) +vE [|[w” - 27|
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<(-7%) (;E[Hw—x*|ﬂ+<f<x°> ) 5 3 K - Ve ||)

Using the nonnegativity of the terms and the bound on &, we obtain

5B [la” — "] + B [£T) - fa")]
< (12" (Rl -] 4 6 - s+ S - v ).

O

F.1 COMMUNICATION COMPLEXITIES IN THE GENERAL CONVEX CASE

We now derive the communication complexities for the general convex case. From Theorem F.2, we
know that EF21-P + DIANA has the following convergence rate:

1 2 29 = Vf(z* 167w(w+ 1) — 2

i=1

Let us take h(-J = Vfi(«®) for all i € [n]. Using Assumptions 2.1 and 2.2, we have

1 a2 L 20 — ¥ 2

<TZ‘”> < gl e+ HEE L
16 +1 .

TR bl 7‘“‘" ZHVL ) =V fila)||?

2 = 2
9 L|z®—2* 167yw(w + 1) L2 ||2° — 2*
< Ll e || - (- I I "
Using the bound on ~, we obtain that EF21-P + DIANA returns an -solution after

@ Lmax Wl L NE

ne noe ag 3 ne

steps. For simplicity, we assume that the server and the workers use Top K and Rand K’ compressors,
respectively. Thus the server-to-workers and the workers-to-server communication complexities

equal
Linax L L L 1)L2
O(Kx(w LV +++W(w+)>>
ne noe oE 3 ne
(dLmax L LdL KL dywI? )
=0 +—=+—+—+ :
ne Vn 5 € ne
Note that v < vina Vn . Thus

20Vl 20/w(wt1)L
(K y <wLmaX \fL L L, qw(wt 1)E2>>

S}

TLO[E ag S ne

( et T e
_ ma.x E d7L
_ 2l

Since Lyax < nL and L < /nL, this complexity is not worse than the GD’s complexity O (4%)
forany K € [1,d].

AL | E dl. KL di)
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F.2 PROOFS FOR EF21-P + DIANA WITH STOCHASTIC GRADIENTS

First, we prove the following auxiliary theorem:
Theorem F.3. Let us consider Algorithm 1 using the stochastic gradients v fi instead of the exact

gradients ¥V f; for all i € [n]. Assume that Assumptions 2.1, 2.2, 2.3 and 3.2 hold, € {O, %ﬂ} ,

and
Yy < min n P naf\a - ’ é .
160w Lmax  20y/wL 100L" p

Then Algorithm I guarantees that
%Ewﬁ“foﬂ+EUuHUfﬂfﬂ
o ZE (193 = 9 )]+ B [+ =2+ ]
1 1
<5 (=) Blle o] + 5BLA6Y - 5G]

+r(1- ) ZE[Hht V)] +v (1= ) B [l -] + M’

(40)

8yw

e and

T2 <
where k < v < 71922:L + 32L

Proof. First, we bound E 4, [Ilgt—Vf(wt)HQ}, R O [Hhﬁ“ V fila®)|| } and
Ei11 [Hwtﬂ — gttl HQ} . Using the independence of compressors, we have

Eei |9 =V w)]’]

2

Wt LS P @) ) - )

=1

=Ei

IQ]
d%%ﬁuf>—hb—(%ﬂuﬁ>—haﬂj~+EH1M%ﬁuf>—Vﬂuﬁ>

]

P (Vi(w') = b = (Vi(w') — h)

1)

} + % zn:EtH {Hﬁfi(wt) — Vfi(w")

p
we i |V £i(w) cht ZEM U\sz sz-(wt)m
< ﬁguw -l +$

< i‘;éuh; Vi) :1 |V fiw") =V fi@)| W
S%;i|\h§—Vfl(m*) 2+4—°§ 3 |V fiw') = V£




Under review as a conference paper at ICLR 2023

where in the last three inequalities, we used (5) and (8). Using Assumption 2.2 and Lemma B.1, we
obtain

Eit1 [Hg - Vf(w H }

L Lmax §
3ot - e+ 2 o - R (f(ft)*f(w*))+7(w+n1)g

Next, we bound 2 37 | ||nfF! — V fi(x
£ E [ = 9]
= 5 e [ e @) -4 - wae ]
1 Z -+ 2y 2 (1= V). B [eP Vi) - 10)])
+ZE~1{ }
" N+ inwﬁ—wi(x*),wi(wt) ~ )

Z |1t =V fi(a
[

“”le I+ 23 0 - ), ) )
i=1

(Vfiw') — h)

+ﬁ w+1) ZEt+1 |:vaz
i=1

+@iml[uw )=+ P s [[@a) - )

]

=1
IS = VA + S (0 V), V)~ )
=1 i=1
ﬂ w+1) ZEt+1 [vaz h§||2}+62(w+1)02
Zuht Vi)’ +/3z>|m V)P

+MZHVL — hY||* + B (w + 1)o?

-0~ Ly - VG
i=1

where we use the assumption 8 € {

52\{% — V(@) + B w + 1)o?

, w+1] Using (8), Assumption 2.2 and Lemma B.1, we have

LS B [0 - @] < - 9) %Z It = 9 £ )|
i=1 i=1

+ 2817 ||wh — 2 ||* + 4BLumax (f(2) — F(2*)) + B%(w + 1)0”

It remains to bound B, [Hwt“ — gpttl Hz} :

Eip [Hwtﬂ - g;t+1||2] =E;1 th +Cp(xt+1 —w) — xtHHZ}
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%) (1 - a)Ep |:th+1 . thz}

= (1= @)Eup [[Jo* — 79" — ']

D (1= a)Ee [llg = VI@HI] + (1= a) |2 =79 ') - w!?
2 2B [lgt = V@O + (1= &)t = ot + 2L |9 s
< B [lot - Vi) ||} (1- f)uwtxth

+ 95wt - v+ 2 v - v ).

Using Assumption 2.1 and Lemma B.1, we obtain

o [Hwt+1 | } < 7?BEii [Hg = VI }
+ (1—+ )H a4 T (1 - s)
<t (B3l
QQ+ )Ht P+ I () - @)

2'y w . a2 L a  4L? 442w L2 ¢ a2
3 Z |hi =V fi(x*) (1 gt——*+ |w" — 2|
2

2 % ot - tHQ‘i‘ 8w Lmax (F(a') — Fa™) + (w+1)o )

n n

=1 n
8v2whmax  8YL . Y (w+1)o
(B SR (1) - (o)) + DT
n « n
@ t 2 2w ¢ t (12
< (1= 9) et o+ 2L St )|
i=1
872whmax  8Y2L N v (w + 1)0?
(P T8 (101 - gy + DT
n « n
where we assume that v < WL and v < % Let us fix some constants x > 0 and v > 0. In

the proof of (34) in Theorem F.1, we do not use the structure of g*. Hence we can reuse (34) here
and combine it with the above inequalities to obtain

Eopr [ )] + m0 3 B [[1H - Vi)

i=1

2} + VB [Hwtﬂ . xt+1||2}

n 2
< %)+ (i“;zuhz—vm o WL S P +(“+n””)
1 1 t * t t
o (=) et == B [l =[] 2t — o
K ( Z RS =V fi(a*)||* + 26L2 ||w' — &'||” + 4BLmax (f(2*) = f(2¥)) + B2 (w + 1)02>

o 272w < .
(TR = SR

Rearranging the last inequality, one can get

* 4 B [£@) - )]

8v2whimax  SV2L
2+(7wa+7
n 07

1
%EH—I {th“ -z
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LRl ZEtJrl [HhtJrl Vfi(a || } 4 vEi |:Hwt+l _xt+1|ﬂ
=1

1 T |2

876 Lumae 872whmax 872 .
“+m4ﬁLmax+v< 2 e Va ))(f(xt)—f(x )

o
n
2 272 1
+<;);w+1/7nw+n(lﬁ)>n;“h§sz‘(x) 2
&
_l’_

4’ywi2

+2L+ k2807 + v (1- j)) [t — 2t

Y(w + 1)o? 7V (w+1)o”
n

+ k% w+ Do +v
Using the same reasoning as in the proof of Theorem F.1, we have

| + Bua [£@) - £@)]

1 Bt “|wt+1 .

2y
ta ZEM [P =9 fi(a®)|*] + vBuga [Jfwt*? _xmm

= % (1 - %) 2 = 2*|* + & (1 - 7) Z [ht = V i (1 N %) ' — |
45 (16 = 1) + WA Do? g2y 4 1)0? 4, WD

for some v < 5%/ and v < 12E% 4 2L Thu

1 Bt {th“ e

o | + Be [£@) - 1))

1o ZEtH “|ht+1 Vfi(x H } ¥ VB [Hwtﬂ _xt+1||2}

<o () =P (1= ) S - e

L () - fa) + LD

8vBw(w +1)o?  19293w(w + 1)L202  3292(w + 1)Lo?
+ + : +

n no no
%(1——)”3} ~a P s (122 2 ZHht Vil
129(w + 1)0? )

45 (Fah) - flan) + DT

where used the bounds on «y and S3. O

_ﬂ t o t)2
(1= 2) fut - ot

v (1- %) |t — 2t

Theorem 3.3. Let us consider Algorithm 1 using stochastic gradients v fi mstead of exact gradients
Vfiforalli € [n]. Let Assumpttons 2.1, 2.2, 2.3 and 3.2 hold, = w+1’ 20 = w®, and v <

. Vv no o
min { 160wLmax 20y/oL T00L” (w+1)u . Then Algorithm 1 returns x such that

B [l

where VO := LE [||:c0 - x*]ﬂ + (f(20) — fa%)) + Bl svn R0 v p ()]

HELET - )] s (=) Vo 2,

un
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Proof. Using v <
1
2B e = P+ B[ = 1)

oz < %, we can bound (40) as follows:

tr X;E (1A = W fua)[F] + vB [+t — 2+ ?]
1

<o (1= B[l o] + 3B L6 - £
en (1= 5) 23R [l - T o (1= ) B o o7+ 2D
f%(l—%)E[Hx ~a 7]+ (1= ) Bl - )]
(177> ZE[W iiah)|*] +
= (1 - %) (217E [th —z"

12y(w + 1)o?
+¥,

(1f7> [H o } w
| +E[f@" - fa)]

v ot <]

£rn S B[||n - Vi)
i=1

o_,,0

Recursively applying the last inequality and using the assumption ” = w", one can get that

5B [le” =] + BT - f@)] + 57 ZE [IIR7 = 9 136" + vE [Jo” = 7]
< (12" (el 1]+ 6 - s om0 - O
N Z (1 - %)1 12y(w + 1)0?
)

n

T 2
(sl o] () - 1670 2 S - 50

I +E[fET) - f@Y)]

O
Theorem F.4. Let us consider Algorithm 1 using stochastic gradients v fi instead of the exact
gradients V f; for all i € [n]. Let us assume that Assumpnons 2.1, 2.2, 2.3 and 3.2 hold, the strong
convexity parameter satisfies i = 0, 8 = %ﬂ 20 = w°, and

v < min n ne @
- 160w Lax 20\/§E’ 100L (-
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Then Algorithm I guarantees the following convergence rate:

1 a2, f@%) = V(@)
( Zw)— < a0 -+ LI TIED

+ T
n 2
n 16yw(w + 1) Z Hho sz(x*)||2 n 24v(w+ 1)o .

Tn? _ i n
=1
Proof. Let us bound (40):
1
o Bl =]+ L) - )]
o ZE[HW Vhia)|[*] + v [t - o]

=1

=]+ 5 () - 7]
w1 % Sm [ - V] v (1= ) Bl o]+ PR

| + fE [f(*) = f(z*)] + ﬁ% ZE [RERZESIN
i=1

1 t *
SQE[Hx -]

LR [Hwt ol } M
Summing the inequality for ¢ € {0,...,T — 1} gives
1 27 1 1 «
2 Bl = ]+ 3B ET) - £@)] + 5 SoBAG - 6]

. ;E 1A =9 @) |P] + vB[||lo” — ]

1 a2, 1 . 1 ¢ o2
<35 2% =2+ 5 (F(=") = f (") ”E; |10 =V fi(2")]
2
o M
1 a2 1 87w 2 12T7(w+1)02
<5 2 = *|]” + 5 (F(=°) - Z 112 = fi(a®)||” +
where we used the fact that 2° = w® and the bound on x. Using nonnegativity of the terms and
convexity, we have
0\ _ *
(3] -1 e - *H”w

2 24fy(w +1)0?
n

16'yw Z Hho sz
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G PROOFS FOR EF21-P + DCGD IN THE CONVEX CASE

As mentioned before, EF21-P + DCGD arises a special case of EF21-P + DIANA if we do not
attempt to learn any local gradient shifts h! and instead set them to O throughout. This can be

achieved by setting 5 = 0.

Algorithm 2 EF21-P + DCGD

1: Parameters: learning rate v > 0; initial iterate 20 € R? (stored on the server and the workers); initial

iterate shift w® = 2° € R (stored on the server and the workers)

2: fort=0,1,..., T —1do

3 for i = 1,...,n in parallel do

4: = CP (sz(wt)) Compress gradient via (T,D € U(w)

5: Send message ¢! to the server

6:  end for

7 gt =1 ZI 1 gl Compute gradient estimator

8 J}t+1 = Take gradient-type step

9: pH—l CP ( — wt) Compress shifted model on the server via CY € B («)
10: wit! = ! +p f+1 Update model shift
11:  Broadcast p”l to all workers

12:  fori =1,...,nin parallel do

13: w”l = wt —+ pt+1 Update model shift
14: end for

15: end for
The proofs in this section almost repeat the proofs from Section F.
Theorem G.1. Let us assume that Assumptions 2.1, 2.2 and 2.3 hold and choose

n Vo o
0 S min ’ =~ .
160w Loy 20\/51, 100L
Then Algorithm 2 guarantees that
1 2 2
SB[l =P 4 B [ — £)] 4B [ttt -2t
Y
1 2 1
7177) { I M’E Y
2 ( o'~ *[*] + 5E[fa") - )]
TR ¢ t)2 w 2
+v (1= ) E [l o |7] + (nE;Wﬁ(>H>, (41)
1=

32ywl? 4 16L

where v < == o

Proof. Note that EF21-P + DCGD is EF21-P + DIANA with 8 = 0 and ! = 0 for all 7 € [n] and

t > 0. Up to (37), we can reuse the proof of Theorem F.1 and obtain

b [0 = ]+ B (167 - 7607

1 n
+n;§j&H{M?*—Vﬁ@ﬂ

=1

1
. 1 _ 7) t *
<5 ( [
LTII X
(8%” X 4 kABLpax + v (
n

2vw 2v4w
+<ZL+ L-FFE 1-p >

|+ B [l = 2]

_|_

872w Linayx N 8v2L
n «

)) (76 - s
imﬁ Vi)

3\'—‘
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4ywL? -
+< e +2L+m2ﬁL2+I/(1—Z)> [
n
Due to 5 = 0, we have

LB [0 = 1]+ B (167 - 1607

2} + vEi4 [Hthrl — xtHHQ}

1 n
> B [ = VG

i=1

1 Y *
<5 (=) ot =

S'YWLmax 8'72WLmax 8’72[’ t *
o (St (ke a))(fm—f(x))

2w 2w t
+<n+ +) ZHh Vfi(x

T2
n <4’YwL +2L+u<1— a)) ||wt*$t||2-
n 4

T2
Taking k = 0and v = 32:172]: + 16L , we obtain

B [l = 2]+ B £ F@)] B [t - o]

2y
1 TH " o
<o (1= ) flot =" +v (1~ g) ! — 2|

N (87w§max n (32'7‘*’L2 + 16L> (SV%LH‘&X + 8721:)) (f(a") = f(z¥))

an (0% n «

+<2'7ylw 27 w> ZHht fi(
1 *
:*@—3Jm—xn+4v§Mw—ﬂf

2y
87wlmax  25673w2L%Liax  25673wLL%  128y2wLLyax  12872L2 .
( N N + T (fa') — f(a*))

n n2a nao? no o?

2’}/0.} 2fyw ‘
+<n ) ZHh Vfi(x

Using the assumptions on vy, we have

87w Limax < i’
n — 10
25673w? L2 Lijax < 20~v2wL? <L 7
n2a - na T 10
2
1287w L Liax < 4vL < 1
no -~ a ~ 10’
3772 2, T2
256y °wLL < 40v*wL < i’
nao? - na T 10
272
128~v“L < i
o? — 10

Considering v < ﬁ, we obtain

LB [ =0 |] + B [ = 5] + VB o+ = 2+1)?]

2y
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< 5 (1= 3 ot =P 5 () = )+ (1= ) =)

_’_(2710.) 2’yw> ZHht fi(

From the assumptions on 7, we have

n n an @ n - n

2 72 2
2yw +V2’y w < 2yw + (327wL + 16L> 27 w < dyw
n

and hence

1

?EtJrl “|xt+1 o |2} B [f(xt-i-l) — F(@)] + VB [Hwt+1 _ xt“‘ﬂ
1
3

1 o *
<o (1= 1Y ot - (@) = F@) + v (1= 22 ot — o]
hwl Eowv it ()|
+— n;Hhi Vi)
Taking the full expectation, we obtain

1 t+1 o«

2} B [f@Y) = f(z")] + VB [Hwtﬂ _xt+1H2]
<5y (1) Bl =]+ 5P L = ] o (1= ) B o]
4%ule[Hht Vfi(x }

It remains to use (36) with § = 0 to finish the proof of the theorem. O]

Theorem G.2. Let us assume that Assumptions 2.1, 2.2 and 2.3 hold, the strong convexity parameter
satisfies ;1 = 0, 2° = w° and

~ < min n Vv o «
- 160w Loy Qoﬁf’ 100L [~

Then Algorithm 2 guarantees that

< Zw)— LTHxO—x*
Proof. Let us bound (41):
5B [l = o7 F] + B (1) - £@)] + B [+ 2]

2y
T gl — e v (1= ) Bt o]

20) — x* w -
4 LD VI S (i > IIVﬂ-(x*MF) .
i=1

1 Y *
- 2’y (1_7) [th_m
L (i; ||Vfi<x*>2>

1 L
SQE[Hx -

21 1 . 21 Ay (1 .

|+ 3E [ = F@)] +vE [fu —a'|*] + == <nZ IV fi(e >|2> .
i=1

We now sum the inequality for ¢ € {0,...,T — 1} and obtain

B [lla"

| 4SBT  F@)] 4 5 SB[ — )] +vB o — o]
t=1
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i=1

=5 a0 = + 5 (1) - £ 47“’( ZHW )

0

g%HxO—x*H 5 () = F@) + o fju? — 2P+ T (iZWﬁ(m*)HZ)

where we used the assumption 2° = w°. Non-negativity of the terms and convexity gives

1<, 1 . 0 —v L8
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21 |:Hmt+1 } 2~ f(a )] LR [Hwt—i-l -~ wt“‘ﬂ
YN S

el ( Z IV fi(e )
%«r%%ﬂwfﬁM+@f%ﬁwwwﬂﬁﬂ (=) et 1]

L <:L z”: IV f(x )
=<1—”;‘)(22E[l t
47w (TlLZ”VfZ ) _

Recursively applying the last inequality and using 2° = w°, one obtains
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H FUTURE WORK AND POSSIBLE EXTENSIONS

In this paper, many important features of distributed and federated learning were not investigated
in detail. These include variance reduction of stochastic gradients (Horvath et al., 2022; Tyurin &
Richtarik, 2022b), acceleration (Li & Richtarik, 2021; Li et al., 2020), local steps (Murata & Suzuki,
2021), partial participation (McMabhan et al., 2017; Tyurin & Richtdrik, 2022a) and asynchronous
SGD (Koloskova et al., 2022). While some are simple exercises and can be easily added to our
methods, many of them deserve further investigation and separate work. Further, note that several
authors, including Szlendak et al. (2021); Richtérik et al. (2022); Condat et al. (2022), considered
somewhat different families of compressors than those we consider here. We believe that the results
and discussion from our paper can be adapted to these families.
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