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Abstract

We investigate the semi-discrete Optimal Transport (OT) problem, where a contin-
uous source measure L is transported to a discrete target measure v, with particular
attention to the OT map approximation. In this setting, Stochastic Gradient Descent
(SGD) based solvers have demonstrated strong empirical performance in recent
machine learning applications, yet their theoretical guarantee to approximate the
OT map is an open question. In this work, we answer it positively by providing
both computational and statistical convergence guarantees of SGD. Specifically,
we show that SGD methods can estimate the OT map with a minimax convergence
rate of O(1/+/n), where n is the number of samples drawn from p. To establish
this result, we study the averaged projected SGD algorithm, and identify a suitable
projection set that contains a minimizer of the objective, even when the source
measure is not compactly supported. Our analysis holds under mild assumptions
on the source measure and applies to MTW cost functions,which include || - ||? for
p € (1,00). We finally provide numerical evidence for our theoretical results.

1 Introduction

Optimal Transport (OT) has become a central tool in machine learning for comparing and manip-
ulating probability measures. A particularly important variant is the semi-discrete setting, where a
continuous source distribution x is transported to a discrete target measure v. This formulation arises
naturally in a wide range of applications, including image processing [[16l 22], statistics [[L1, 18], and
generative modeling [4} 9} 24]]. Its hybrid structure bridges the gap between fully continuous and
fully discrete formulations, allowing for expressive modeling while remaining more amenable to
scalable numerical methods.

Despite its practical appeal, solving semi-discrete OT efficiently and reliably at scale remains
challenging. Existing methods with convergence guarantees often require full knowledge of the
source density and are typically confined to low-dimensional settings. For instance, Newton-type
methods [27, 23] 21]] and combinatorial [2}|1] methods have been developed and are provided with
convergence rates guarantees. However, these techniques become impractical in high-dimensional
settings, since they need full knowledge of the source measure, and employ constructions that suffer
from the curse of dimensionality such as meshes representation of the source measure.

In high dimensional and/or when the source measure can only be accessed through samples, SGD
and its variants have become a popular choice for solving semi-discrete OT, especially in applications
such as generative modeling [4} 9] 24]. These methods solve the semi-dual formulation of the OT
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problem using only i.i.d. samples from p and scale well to large data, not requiring to store samples.
Yet, a fundamental theoretical gap remains: while SGD methods are widely used in practice, they
lack convergence guarantees for approximating the OT map.

Providing convergence rates for SGD to approximate the semi-discrete OT map is both a computa-
tional and a statistical problem, since using more gradient steps in SGD for the semi-discrete setting
is equivalent to using more samples. From a statistical point of view, recent work by Pooladian
et al. [31] offers promising evidence for the convergence of SGD: they show that semi-discrete OT
escapes the curse of dimensionality, unlike the continuous setting [[15], and that a convergence rate of
O(1/+/n) with n samples is achievable when the cost to move mass is the quadratic cost 5| - [|? and
the source measure is compactly supported. Moreover, this rate is minimax optimal for estimating
the OT map. While their approach requires solving a discrete OT problem, i.e., first sampling points
from g and then solving the corresponding empirical problem, their key result motivates studying
SGD as a way to accurately estimate the OT map in an online setting, where the estimator is refined
as more samples become available, without needing to store them, as is often required in practice, for
instance in generative modeling tasks

Taken together, these observations highlight two major open questions that are answered positively in
this work:

(i) Can we establish convergence guarantees for SGD-based algorithms in the semi-discrete OT
setting for OT map estimation, especially when only samples from p are available?

(i1) Can we obtain statistical guarantees for the estimation of OT quantities (e.g., cost, potential, map)
beyond the compact and quadratic setting of Pooladian et al. [31]]?

Contributions. We establish convergence guarantees for SGD-based algorithms applied to the non-
regularized semi-dual formulation of optimal transport. We focus our analysis on the convergence
of the averaged Projected Stochastic Gradient Descent (PSGD) algorithm, relying on a key result:
the existence of a compact projection set C (Lemma [3.T) that contains a minimizer of the semi-dual
objective, even when the source measure j has unbounded support. To the best of our knowledge,
this is the first time such a projection set has been identified in the semi-discrete OT setting without
assuming boundedness of y. This projection set allows us to derive key properties of the semi-dual
functional, including a global weak form of strong convexity on C in all our settings (Lemma[4.2),
and to extend second-order regularity results that were previously known only in the compact setting
(Prop[.T) , such as local strong convexity near the optimum.

The convergence rates for OT quantities, obtained when n samples are drawn from p (equivalently,
when PSGD is run for n iterations), answer the two questions posed in the introduction. These results
are summarized in Table[I] Moreover, we show our convergence rate to the OT map is minimax
optimal (Theorem [5.3)), giving the first statistical guarantees in semi-discrete OT for MTW (defined
in Section [2.1]) and quadratic costs on unbounded support.

Table 1: Summary of the convergence rate achieved by PSGD for the estimation of OT quantities

Costs OT cost OT potential OT map Non compact
MTW costs O(1/n) [Corlt.6]  O(1/n) [Th O(1/v/n) [Cor(5.2] No
Quadratic O(1/n) [Cor | O(1/n) [Th | O(1/+/n) [Cor | Yes
All other costs  O(1//n) [Th No guarantees No guaranteed'] Yes

2 Background

2.1 Optimal Transport

Considering a source and target probability measures u € P(RY) and v € P(R?), with a cost
c: R x R? — R to transfer mass, the OT problem is defined as:

OT.(s,v) = min / o(z, y)dn(z,y), )
m€ll(p,v) JRd R4

'Not even necessarily defined.



where II(p, v) := {r € P(R? x RY); 7(- x RY) = p(:), m(R% x ) = v(-)} is the set of joint prob-
ability measures on R? x R? with marginals z and v.

In this article, we assume that ; is continuous, while the target measure takes the form v =
Zij\il w;01y,}, Where w = (wy, ..., wpy) are its probability weights and (y1, ..., yar) its support. We
are mainly interested in OT problems where (1)) has a unique deterministic solution, which we refer
to as the OT map. This holds under mild assumptions in our semi-discrete setting, as guaranteed by
the generalized Brenier’s Theorem.

(Generalized) Brenier’s Theorem ([34]], Th. 10.28). Suppose that p is an absolutely continuous
probability measure, and v is discrete. Then, if the cost c satisfies the MTW properties, as when
c¢=|-||P withp € (1,00), and if the OT cost in (I) is finite then it admits, up to negligible sets, a
unique solution of the form y(dx, dy) = p(dx) 7, , (2)(dy), ¥(z,y), where:

782

T (@) = @ = V* ().

T, is referred to as the OT map. Moreover, f* is a solution of the dual problem of (TJ), given by:

OT(1v) =  max / f)du() + / o()dv(y). @

 f(@)+e(y) <c(wy) Rd

The semi-dual problem. The semi-dual formulation of (2)) is particularly useful in the semi-discrete
setting and can be expressed as a concave finite-dimensional problem:

OT.(1,v) = max (H<g> = [ E)ua) + ng) )

geRJ\/f

where g = (g1, ..., gar), and for all z € RY, the (vectorial) c-transform is defined as g¢(z) :=
mingeqr,pp{c(w, yi) — gi}. For any g, the c-transform also defines the Laguerre cells LS(g) for
j€[l,M]as

L(g) = {z € X | g°(x) = c(=,y;) — g} -

Using this formulation and under Brenier’s generalized theorem, the OT map can be described as
Ty(x) =2 —V(g")°(x) = « — y; for z inside L (g*), where g*, that we refer to as the discrete
OT potential solves (3).

MTW costs. For costs satisfying the Ma-Trudinger-Wang properties, referred to as MTW costs, such
as || - ||”,p € (1, 00) or Bregman divergences ¢(x) — ¢(y) — (Vo(y), z —y) for strictly convex ¢, we
observe improved properties for the function H in (3. Specifically, the differential is defined almost
everywhere, except on a u-negligible set, and [21] proved that H is even locally smooth and strongly
convex on the orthogonal complement of 1. Moreover, all these costs satisfy Brenier’s generalized
theorem. For a detailed definition of such costs in the semi-discrete setting, see [21] or Appendix [A]

2.2 Stochastic approach for the semi-dual problem.

In the semi-discrete setting, the semi-dual formulation is particularly appealing because, even when p
is a continuous measure, it reduces to a finite-dimensional problem. Efficient (quasi)-Newton schemes
exist to solve this problem in low-dimensional settings when the density of x is known [27} 23, [21].
In the more general scenario, where the dimension can be high and/or only sampled points from
are available, we reformulate the semi-dual OT problem as a convex expected minimization problem,
defined as:

min{H(g) = Ex~.[h(g. X)] | g € R}, )
where for all g € RM 2 € RY, h(g,z) = —g(x) — Zjle w;gj. Note that we deliberately

multiplied the semi-dual functional by —1 to frame it as a convex minimization problem instead of a
concave maximization problem; however, this is not a universal convention in the literature.

No matter the cost, H is subdifferentiable everywhere, and we consider the subdifferential 0H (g) =
Ex . [0gh(g, X)), where for z € R% and j € [1, M], we define:

8gh(g7x)J = ]le]Lj(g) - wy.



As long as x is in the interior of a Laguerre cell, this subdifferential OH is, in fact, a differential that
we note VH. Moreover, 0gh(g, X) is an unbiased estimator of 0 H (g). Given access to samples
from g naturally leads to the study of stochastic gradient descent schemes of the form

8n = 8n—1 — 7nagh(gaXn) )

where we start from an initial point gy € RM | and at each iteration n, draw a sample X,, and take a
gradient step with step size -y,, > 0 (also referred to as the learning rate).

SGD algorithms are well-suited for this setting [4} 9} 24], as they adapt to the number of samples
drawn, have linear O(M) complexity per iteration, efficiently handle mini-batches through GPU
parallelization, and do not require storing the drawn samples. Directly solving (@) also helps avoid
discretization bias when estimating OT quantities [8} [17], which can be crucial in some applications of
semi-discrete OT [9]. However, the specific structure of the OT semi-dual problem makes analyzing
the convergence of SGD algorithms particularly challenging, especially regarding convergence to the
optimizer g*. Unlike standard cases, it does not fall within the class of well-behaved problems, such
as those that are globally strongly convex.

Regularization of the semi-dual. The idea of formulating the semi-dual OT problem as the
minimization of an expectation and avoiding discretization by using SGD algorithms was introduced
in [17]. However, possibly due to the lack of globally favorable properties of H, they propose
using the entropy-regularized version of H, referred to as the entropic semi-dual H., where ¢ is
the regularization parameter. This results in a globally 1/e-smooth problem and as e vanishes, H,
converges to H. A broader class of regularizer was also introduced and studied in [33]]. Unfortunately,
the theoretical analysis of SGD algorithms for the regularized problem reveals prohibitive constants
in e~! and higher in [33] and even for the entropic regularizer [7]], making the use of a small &
impractical for theoretical guarantees. Thus, avoiding both regularization and discretization bias to
solve the semi-discrete problem highlights the relevance of studying SGD for the non-regularized OT
problem.

3 Projected Stochastic Gradient Descent on the Semi-Dual OT Problem

3.1 Localizing a projection set

In convex optimization, particularly in an online or stochastic setting, localizing a set to restrict
the optimization domain and using a projection step in the gradient descent scheme can be very
useful, permitting straight-forward convergence proofs [20]. Our first lemma addresses this idea in
the context of the OT semi-dual problem, showing that even when the support of y is not compact, it
is still possible to localize a || - ||o-ball within which a minimizer of the semi-dual function H exists.
This projection set is formally defined in Lemma [3.1]

Lemma 3.1 (Existence of a projection set). Suppose that the OT problem is well-posed, strong duality
holds and @) admits a minimum. Then, there exists a minimizer g* contained in the set

C:={geRY [|g;| < lcllxoc}
where ||c|| i 00 = SUD,c k. jeq1, 7 (2, Y;)|, for any compact K satisfying ji(K) > 1 — 1 min; w;.

While the existence of a || - ||-ball was previously established under the assumption that the cost
function is uniformly bounded on R? x R, or when both measures have bounded support, we extend
this result to the more general semi-discrete setting. On its own, this finding may enable further
theoretical developments in semi-discrete OT, where a bounded potential is often required [3} [13]].

Example 1. Consider p as the standard Gaussian on R3, the cost function ¢ = %Hx -y 2 and v as
a discrete measure with 107 points in [0, 1] and uniform weights. In this setting, it was previously
believed that the Brenier potential could not be bounded, since c is not bounded on R?® x [0, 1]°.
However, using Lemma 3.1} we can take the ball B(0, 6), which allows us to restrict our search for
the potential within a || - ||o-ball of radius 18.

Incorporating this projection step into our SGD scheme has several advantages: (i) it significantly
enhances both the practical performance and theoretical convergence of the algorithm; and (ii)



the computational complexity of the projection step is O(M), as it simply involves clipping each
coordinate of the vector. The projector is defined as

Proj.(g):g €RY — argmin{||g — g'[|; &' € C}.

Based on this projection step, we derive the PSGD algorithm to minimize H, as presented in
Algorithm[T] Note that, in practice, this requires knowledge of a compact set K, which we assume to
be either given or previously estimated. The estimation is for instance trivial when the source is the
standard Gaussian as in many applications (e.g. generative modeling). When the density is unknown,
we can still have high probability guarantees as presented in the next paragraph.

glstl(;natﬁ)n (;f the prlt()Jectlon Sgt K. l“lllhen Algorithm 1 Projected Stochastic Gradient De-
e density of 4 is unknown and we only have (. psGp)

access to samples, we can, for instance, es-
timate the projection set K using a centered Pgliarpeters: n>0be[351)
ball B(0,R) such that, with high probabil-  Initialize go € C and g, = go
ity, u(B(0,R)) > 1 — Lwy,. Thisisa  fork=1ltondo

standard quantile estimation problem for the Draw zj, ~H "

norm || X|, where X ~ p, and the empiri- 8k = PTOJC (gkf; :Wagh(gkflvxk))
cal CDF F,(r) = 23" | 1) x,<, can serve 8k = 518k T 5418k—1

as an estimator for R. Indeed, we can take end for

R = inf {r cF(r)>1— %wmin}. By the return g, and g,
Dvoretzky-Kiefer-Wolfowitz inequality [26], for
321082/3) it holds with a

probability of at least 1 — ¢ that 11(B(0, R)) > 1 — 2w, This provides a dimension-free sample-
complexity bound for estimating K.

a sample size n >

3.2 A first convergence of PSGD in the general setting

As a first consequence of our projection step, we can directly establish a convergence rate for PSGD
on the OT cost in a general setting, without assuming additional regularity of the cost function or
the source measure. The proof follows a classical result for PSGD algorithms, and our projection
step provides insights into the choice of the learning rate ;. Additionally, it allows us to recover the
rate O(1/+/n) from [17] for the averaged iterates of SGD when applied to the entropy-regularized
semi-dual.

Theorem 3.2 (PSGD in the general setting). In the general setting, choosing the learning rate
Yn = Y1/n® with 41 = Diam(C)/2v/2 and b = 1/2, we obtain

L . 44/2 Diam(C)
E[H (g,) H(g)]Si\/ﬁ :

Although most of our results focus on MTW costs, as discussed in the next section, we also establish
a convergence rate in a more general setting. This broader setting lies outside the scope of the
generalized Brenier theorem and an OT map may not exist or be unique. However, estimating the
OT cost can still be useful in certain applications, such as when ¢ = || - ||, corresponding to the
1-Wasserstein distance. Thanks to our projection step, the same convergence rate carries over to
other SGD-based methods, such as Adagrad [14], which is well-suited when the projection set is a
hypercube [28| Section 4.2.4].

4 Convergence analysis of PSGD and minimax estimation for MTW costs

We now focus on costs satisfying the MTW properties, with particular attention to the cost c(z,y) =
%H.’L — y||?, as it is the most commonly used. For this cost, we extend our results to include non-
compactly supported source measures. This setting is used, for instance, in [4, 24], where a standard
Gaussian is mapped to a discrete distribution. Our objective is to establish the convergence rate of
PSGD in approximating the true OT map and cost by estimating the Brenier potential g*. We make
the following assumptions, distinguishing between the compact case, where we treat all MTW costs,
and the non-compact case, where we focus solely on the quadratic cost 1 || - 2.




Assumption A (Compact case). The cost ¢ satisfies the MTW condition, Supp(u) is bounded and
c-convex (see Appendix , and p satisfies a weighted (1, 1) Poincaré-Wirtinger inequality: there
exists Cpy, > 0 such that for all f € C*(R?),

||f - Eu[f]”p(#) < pr||vf||L1(u)~ (PW)

Note that (PW) relates to the local strong convexity of the semi-dual problem near the optimum and
is a common assumption as in [21} |6]]. Moreover, in the compact setting, the assumption that the
density f, is bounded from above and below by strictly positive values is a common assumption, as
in [31]). This compact assumption implies (PW).

Regarding the non-compact case, our assumptions are satisfied notably, for non-degenerate Gaussians,
finite mixtures of non-degenerate Gaussians, and heavy-tailed distributions such as Student distribu-
tions with degree of freedom larger than 2. While a broader class of MTW costs could potentially
be covered, perhaps under stronger assumptions regarding the source measure, we deliberately omit
these cases to avoid further technical complexity. Moreover, to the best of our knowledge, even for
the quadratic cost, there are no existing theoretical results in semi-discrete OT when the support of 1
is unbounded. We further provide in Appendix [A]an example where assumption (B3) fails and as a
consequence, the Hessian is not defined.

Assumption B (Non-compact case).

(B1) The cost is quadratic: ¢(x,y) = %Hx —y/||? and the measure y has a finite second-order moment.

(B2) There exists a compact set K C R? with z4(K) > 1 — Lw,,;,, such that the probability measure
px with density f,, (z) = cx f.(x)1x () satisfies a inequality.
(B3) The density f, satisfies the following integrability and regularity condition: for R > 1 and
r > 1, define

Fif = fu Yajcrs Sl = fu ReGro0) <zl <R+
Assume there exist R > 1, C' > 0 and a modulus of continuity w such that for all § > 0,

Y (R4 (0) < Cw(6), Y (R4 O <o, 5)
r=0 r=0

where C’Z” := sup,cga [T () and wﬁ” is the modulus of continuity of f*7.

4.1 Properties of the semi-dual H

In our context, it is known that the discrete Brenier potential g* € RM is unique only up to
a transformation of the form g* + al,; with a € R. For clarity, we fix g* to be the Brenier
potential such that g* € Vect(1,,)*. Without losing information, we thus restrict our analysis to the
orthogonal complement of the subspace spanned by the vector 1,7, Vect(1 7). Therefore, for any
g,g' € RM we define

g — &'llv = [Projvect (1)~ (8 — &) »
<ga gl>v = <PI‘0jVect(]lM)L (g)a PI.()jVetzt(]lM)L (g/)> :

We start by stating the second-order regularity of H in our setting.

Proposition 4.1. Under Assumption@]or@ the function H is differentiable everywhere on RM, and
we denote its gradient by V H. Moreover, there exists a radius v > 0 such that on the ball B(g*,r),
H is C? and strongly convex on B(g*,r). If, in addition, f,, is a-Holder continuous with o € (0, 1],
then the Hessian of H is also a-Holder continuous.

Naturally, the smallest eigenvalue of the Hessian is 0, with 1, as its eigenvector. However, we
still refer to the strong convexity of H since we focus on the orthogonal complement of Vect(1).
Notably, we extended the definition of the Hessian, originally provided in [21] for the compact case,
to include the quadratic Euclidean cost in the non-compact setting. Furthermore, while the local
strong convexity of H was established in [21]] for the compact case, it was defined over the set of
vectors g such that the measures of all Laguerre cells are bounded by a positive constant. To formulate



this result with respect to a ball, we also required a result on the quantitative stability of the measures
of Laguerre cells. Additional details on this quantitative stability will be provided in section[5.1]

As a corollary of these results, we derive the following lemma, which stems from our projection step
and can be viewed as a weak form of strong convexity of H on C, also referred to as Restricted
Strong Convexity (RSC) [37].

Lemma 4.2. Under Assumptions[A|or|B} there exists 1) > 0 such that H satisfies a RSC property,
uniformly for all g € C:

(VH(g),g—g"), > nlg— "l

Direct convergence guarantees under RSC. As a direct consequence of the RSC property on C,
Projected SGD achieves O(1/n) convergence for our OT problem when using the step size v; = i
However, our analysis does not provide a precise estimate of the parameter 7, which is required to
effectively implement this learning rate in practice, and is particularly difficult to obtain in the OT
setting. This limitation motivates the following section, where we study PSGD with a learning rate of
the form ~y; = ~y; /t® for b < 1. This variant achieves optimal convergence rates without requiring
prior knowledge of 7.

Remark 4.3. Since RSC implies the Quadratic Growth (QG) condition H(g) — H(g*) > nllg —g*||,

the same convergence guarantees also hold for other SGD variants that rely on either RSC or QG
assumptions, such as S-Adagrad [10].

4.2 Convergence rate of PSGD

Convergence of the non-averaged iterates Building on the RSC of H from Lemmal.2] we derive
the convergence rate of the non-averaged iterates of PSGD, which mirrors the convergence behavior
observed in the strongly convex setting.

Theorem 4.4 (Non-averaged iterates). Under Assumptions[A|or|[B| and for any decay schedule of the
form 7y, = 1 /n® with v, > 0 and b € (1/2,1), we have the convergence rate

Ellg. —g*[2] = O (1/n").

As b approaches 1, we observe a nearly O(1/n) rate for the OT potential. In the next section, we
further show that this convergence rate is achievable by the averaged iterates sequence g,, and that it
is minimax optimal, highlighting the strong performance of PSGD.

Convergence of the averaged iterates In convex stochastic optimization, averaging the iterates of
the SGD scheme is a widely used technique, as it enables achieving an optimal O(1/n) convergence
rate for strongly convex functions without requiring knowledge of the strong convexity parameter,
and regardless of the decay b € (1/2, 1) for the gradient steps [30, [29]. Moreover, the averaged
scheme can adapt to the local strong convexity of the objective function, even when global strong
convexity does not hold [5].

Note that, as stated in Proposition .1} H is locally strongly convex, and as stated after Lemmal4.2]
the RSC parameter on C is unknown. These observations motivate the study of the averaged iterates
of PSGD, and the next theorem confirms that these motivations hold true in our setting. To establish
this result, we also impose a mild regularity condition on f,,, requiring it to be a-Holder continuous
for some « € (0, 1].

Theorem 4.5 (Averaged iterates). Under Assumptions@or@ and assuming that f,, is a-Holder with

1+a?
the second smallest eigenvalue of H at the optimum, we have the convergence rate
1
Elllg — o* 2 —
g, — &" ] NmTD)

Without assuming f,, to be a-Holder, and for b € (1/2, 1), we still obtain

Ellg, - g"[l2] = 0 (1/n").

a € (0,1], for any decay schedule of the form vy, = 1 /n® with 1 > 0 and b € ( L 1), noting A

+o(1/n).



As we can see, the convergence rate depends on the constant A > 0, which can be understood
as the local strong convexity of H at the optimum. Notably, there is existing literature on A° for
the entropy-regularized semi-dual problem when p has bounded support ([13], Theorem 3.2, [12]],
Proposition 5.1). These results can be extended to estimate A, by letting the regularization parameter
vanish.

4.2.1 Estimation of the OT cost

Building on the convergence rate of PSGD, we derive the corresponding rate for the OT cost
estimation.

Corollary 4.6. Under Assumption E]or@ H is Ct-smooth and uniformly bounded, so we have
H(g)-H(g") =0 (lg-¢gl7)-
Therefore, the OT cost exhibits the same convergence rate as the OT potential.

As we can see, this result establishes a (nearly) O(1/n) convergence rate for the estimation of the
OT cost, matching the rate derived in Theorems and In particular, for MTW costs, a faster
convergence rate of O(1/n) is achievable, in contrast to the O(1/+/n) rate from Theorem 3.2]in the
general setting.

5 OT cost and map estimation with PSGD

5.1 Minimax estimation of the OT map and Brenier potential

Having the convergence rate of PSGD to the Brenier potential g*, we study here the convergence of
the map estimate 7'(g) : © — x — Vg©(x). Note that, as soon as there exists j € [1, M] such that =
is in the interior of L;(g*) N L,(g), we have

Tyw(r) =2 = V(g)"(z) = yj-

Therefore, a result on the quantitative stability of the measure of Laguerre cells is sufficient to
establish a convergence rate for the map estimator obtained from PSGD. Such a result was previously
established in the compact case in [6]. Here, we extend their result to the quadratic Euclidean cost in
the non-compact setting, leading to the following theorem.

Theorem 5.1. Under Assumption@or@ the function g — ||T(g) — TM,,,HQLQ(H) is Lipschitz with
respect to the infinity norm || - || so-

As a corollary, we retrieve the convergence rate of our map estimator with PSGD.
Corollary 5.2. Under the same assumptions as Theorem taking &, € {gn,8,}

E[T(&n) — Tuullze(w] = O (l/nbﬂ) .

If in addition, f,, is a-Holder with o« € (0, 1], taking b € (1_'%!, 1), we have

E[|T(8,) — Tpuwllrrw] = O (M?/AV/n).

Note that our dependence on M might be conservative. However, we prove that the rate O(1/+/n)
achieved by T'(g,,) is minimax optimal.

Theorem 5.3. Fixing c(z,y) = 3|z — y||*> and v = 15(0y + 301} and noting Pp;,(R) the set of
probability measures on R with Lipschitz densities, we have

”()}21/\/5,

Lr(p

inf sup E, {HT(") — Ty
T HEPLp(R)

where the infimum is taken over all maps T™ constructed with the n i.i.d samples of L.

We recover the same minimax lower bound as in the two-sample setting considered in [31], where the
target measure v is also subsampled. This shows that, even though we have full information about the
target measure, the asymptotic rates remain the same. However, we are able to achieve this rate in the
non-batched setting, without the need to calibrate a regularization parameter as in [31], or to know
the number of samples in advance. Note also that a direct corollary of Theorem and Theorem
is that the convergence rate O(1/n) for the estimation of the Brenier potential, achieved by the
averaged iterates of PSGD, is also minimax optimal.



6 Numerical experiments

In this section, we numerically verify our convergence rate guarantees through various examples. All
experiments demonstrating convergence rates were repeated 20 times, and the error plots represent the
averaged errors. We set the learning rate to ; = Diam(C), as suggested by the analysis in Theorem
The step decay parameter b was set to 3/4, unless stated otherwise. We find that this learning rate
leads to robust results without requiring further tuning. For each example, we generate g* randomly,
and approximate the associated Laguerre cell measures p(LS§(g*)). We then fix w; = p(L$(g*)),
such that g is optimal by the first-order condition. The Laguerre cells are estimated with 10° samples.
All experiments were repeated 10 times, and the average performance was reported. We consider the
following three settings to evaluate our method:

Example 1: Non-quadratic cost. The cost to move mass is set to || - ||*-5. We set y as the uniform

measure ([0, 1]*°) and take M = 50 points y1, . . . , yps uniformly in [0, 1]3°. The projection set is
then C = [—10%/4,10%/4]50,

Example 2: Non-compact case. Here, ;1 has full support on R'? with cost c(z,y) = L[|z — y||%.
We choose p with density f,,(x) o< (1 + ||z||) =973, satisfying (B1-3). As in Example 1, we sample
M = 50 points in [0, 1]. The projection set C = [—5,5]°" since K = B(0, 1) satisfies Lemma([3.1]
Example 3: Non-smooth source measure. We define 1 with density f,,(z) = 1/(2y/2)1,¢(01
which satisfies a (1, 1)-Poincaré-Wirtinger inequality but is not a-Holder. We took M = 10 points

uniformly in [0, 1]. Since our results do not guarantee acceleration for non-Holder densities, we set
b = 0.9 for PSGD, as our analysis recommends b close to 1 for the best rate. The projection set is

C=[-1,1]%°.
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Figure 1: Convergence rates of our OT potential and OT map estimators across different settings.

As illustrated in Figure |1} our theoretical claims are well supported by empirical results. (i) Our
convergence guarantees are matched: PSGD exhibits the expected convergence behavior across
all three settings. In particular, we observe a rate of O(1/+/n) in Examples 1 and 2, and a rate
of O(1/n%45) in Example 3 for estimating the OT map. The exponent 0.45 corresponds to b/2
with b = 0.9, which aligns with our theoretical guidance to select b close to 1 when the source
measure is not a-Holder regular but still satisfies a (PW) condition. (ii) Averaging yields optimal
rates: In Examples 1 and 2, averaging leads to the optimal rate O(1/4/n) for the OT map without
requiring b = 1. This confirms our theory, which remains robust to the choice of y; > 0 and
b € (1/2,1), thanks to averaging, for achieving this minimax rate. (iii) We achieve minimax rates
across our settings: Our results match the minimax rate O(1/4/n) and extend the findings of [31],
who established similar behavior in the compact case with quadratic cost. Importantly, we observe
that the estimation of the OT map avoids the curse of dimensionality in both compact (MTW cost)
and non-compact (quadratic cost) semi-discrete settings.

7 Conclusion and Discussion

We studied SGD-based solvers for the semi-discrete optimal transport (OT) problem, focusing on
settings where only one or a few samples are available per iteration. These solvers are widely used in
machine learning applications involving semi-discrete OT, yet their theoretical understanding remains
incomplete. Our work bridges this gap by proving that such methods can consistently estimate both



the OT cost and the OT map across a broad class of settings. Focusing on PSGD, we established
minimax-optimal rates for estimating the OT map under MTW-type costs on compact domains, and
under the quadratic Euclidean cost on both compact and non-compact domains. These results rely on
novel convergence guarantees and structural properties of the semi-dual OT functional, stemming
from the projection set we introduced and the enhanced properties of H we obtained thanks to the
restriction of our minimization space.

Future directions: exploiting RSC with adaptive meth-

ods. Our analysis suggests a promising avenue for future 10° | i o, s o Aok, 5 10
work: leveraging RSC to improve the performance of
adaptive SGD methods such as using S-Adam [36] with
projection for OT. While Adam is commonly used in semi-
discrete OT (especially in generative modeling), it often
suffers from convergence plateaus due to its fixed step
size. In contrast, S-Adam incorporates a decaying learn-
ing rate and is specifically tailored for strongly convex
objectives. Despite lacking theoretical guarantees under .
RSC, our empirical results (Figure[2)) show that Projected 7 3 0
S-Adam better exploits the local geometry of the semi- Iterations

dual problem, outperforming Projected Adam in practice.
Formalizing these observations and extending our theory
to include adaptive methods, while challenging, remains
a compelling direction for future research.

Figure 2: S-Adam outperforms Adam on
Ex. 1, avoiding convergence plateau.
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Notations

* R*: The set R \ {0} (i.e., real numbers excluding zero).

|| - ||I: The Euclidean norm. item Aga: The Lebesgue measure on R

« Diameter: For C C R?, we define its diameter as:

De = sup{[lz —y|| | #,y € C}.

+ Hausdorff measure: in R?, for ¢ < d, H° refers to the c-dimensional Hausdorff measure.

+ Indicator function: For a set A C RY, 14(x) is defined as 14(z) = 1 if z € A, and
14(x) = 0 otherwise.

+ Component-wise Minimum: For v € R%: vy, := minj<;<qv;.
* Special Vectors:

-1y =(1,...,1) e RM,

- 0y =(0,...,0) e RM.

- e € RM  for any 1 < j < M.,is the vector with zeros except for the j-th entry, which
is equal to 1.

* Probability Measures:

— P(R%): The set of probability measures on R<.
— For p € P(R?), Supp(p) denotes its support.

¢ Asymptotic Orders:

— O(-) and o(+): Standard approximation orders.
- f < g means there exists a constant C' > 0 such that f(-) < Cg(-).
— a < bmeans botha < band b < a.

* Filtration: We denote by F,, the filtration generated by the sample X1,..., X, Y W, 1.e.,
]:n:O'(XL...,Xn), 7’7,21
* Sets:
— For any € > 0, define:
K.:={geRM|Vie[1,M],u(Li(g)) >c}.
— Define:
Ky :={geRM|Vie[1,M],u(Li(g)) >0}.

* Density of an Absolutely Continuous Measure: For an absolutely continuous measure p
on R?, we denote its density w.r.t. the Lebesgue measure by fo-

* Orthogonal of Vect(1):
— Forany g, g’ € RM, we define:
lg — &'llo = [IProj;. (g — &) [I*.
— Inner product in this space:

<g7 g/>v = <Pr0j1L (g)’ Prole (g/)>

» Strong Convexity: We discuss the strong convexity of the semi-dual function H when the
strong convexity holds on the orthogonal complement of 1.
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A Further details on our Assumptions

A.1 The Ma-Trundinger-Wang Properties

In the semi-discrete setting, the class of cost functions verifying the Ma—Trudinger—Wang (MTW)
properties [25] is defined as the set of cost functions satisfying the following conditions: (Reg),
(Twist), and Loeper’s condition (QC) detailed below.

¢ (-, y:) € C*(Supp(p)), Vi € {1,.., M} (Reg)
Ve (x,y:) # Ve (z,yk), Vo € Supp(p),i # k (Twist)

Definition A.1 (Loeper’s condition). We say c satisfies Loeper’s condition if, for each i €
{1,..., M}, there exists a convex set X; C R? and a C? diffeomorphism exp$(-) : X; — Supp(u)
such that

VieR, 1<k, i< M, {peX;|—clexpi(p),yr) + c(expi(p),y;) <t} is convex. (QC)
Definition A.2 (c-convexity). We say that X C R? is c-convex if (exp¢)~1(X) is a convex set for
everyi € {1,...,N}.

For a detailed discussion on this class of cost functions and their implications in the semi-discrete
optimal transport framework, we refer the reader to Section 1.5 of [21]]

A.2 The Poincaré-Wirtinger Inequality

A probability measure p = w(z)dr on a domain Q C R? is said to satisfy the weighted
Poincaré—Wirtinger inequality (PW) if

J1=B,lflldo < Cow [|Vilap. 5 eCh@),
Q Q

The existence of a finite constant Cpywy provides a quantitative connectedness of the source measure
and is necessary for H to be locally strongly convex. We provide here two examples of measures
satisfying (PW). Notably, Example 1 shows that non-degenerate Gaussians, mixture of non-degenerate
Gaussians and Student distributions satisfy (PW), when we take their restrictions on any ball B(0, R),
R>0.

Example 2. (bounded support, density bounded above and below) Let {2 be bounded, connected,
a-Holder with a € (0, 1], and assume 0 < m < w(z) < M < oo almost everywhere.

Note that the assumption of the support being bounded from above and below is classical in the
semi-discrete OT literature, as in [13} 31]].

Example 3. (Annular support with radial concave profile, ([21]], Proposition A.1)) Let 0 < r < R,
and let p € C°([0, R]) be a nonnegative function such that p(s) = 0 for s € [0,7], and p is concave

on [r, R], with
R
/ p(s)ds = 1.

Define the probability measure p on the annulus X := B(0, R) C R? by
1 _
ple) = | ),

@[ Twas
where w,y_1 denotes the surface volume of the unit sphere S?~!. Then p satisfies the weighted
Poincaré—Wirtinger inequality for some positive constant.

B Properties of the semi-discrete OT problem

Regularity properties of H

In the main article, we concisely presented the regularity properties of the function H. In this section,
we provide a more detailed breakdown of these properties, organizing them into sub-properties and
referring to the corresponding proofs in the quadratic case with unbounded support (assumptions
B1-B3).
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* Differentiability: The function H is differentiable on the entire space RM  and we denote
its gradient by VH (see Proposition [B.5).

* Local C? regularity: There exists a radius 7 > 0 such that H is twice continuously
differentiable (C'?) on the ball B(g*,r) (see Proposition |B.5)).

* Local strong convexity: The function H is strongly convex on the ball B(g*,r) (see
Proposition [B.12)).

* Holder continuity of the Hessian: If the density f, is a-Holder continuous for some
a € (0, 1], then the Hessian of H inherits this regularity and is also a-Holder continuous

(see Corollary [B.TT).

B.1 Known results in the compact case

In this section, we recall known properties of the semi-dual semi-discrete problem when the support
of the source measure p is c-convex and contained within a compact set and c is a cost satisfying the
MTW properties. We will then extend these results to the non-compact case for the quadratic cost.

Here, we fix ¢ > 0 and recall that K. := {g € RM :Vie [1,M],u(Li(g)) >¢}. The two
theorems presented below are taken from [21] and have been adapted to our notation. We emphasize
that the authors of [21] considered the semi-dual OT problem as a concave problem, studying the
objective function —H instead of H under their notation. For a better understanding of the constants
in their theorems, we refer the reader to their article.

Proposition B.1 (Theorem 1.1 in [21]). Let i be an absolutely continuous density with bounded
support included in R?, then the functional H is C* smooth, its gradient is given by

VH(g)i = —p(lLi(g)) +wi ,

and its Hessian by
. . W\ L —
(#3)  VH,=- [ D),
Li(e)L;(g) 1 — Uil
VPH(g)u = — ZVQH(g)ij .
J#i

Proposition B.2 (Theorem 5.1 in [21]]). Under the assumption (Al), that p satisfies a weighted
(1,1)-Poincaré-Wirtinger inequality, there exists a constant \ such that for any g € K., the second
smallest eigenvalue of V? H(g), denoted \o(V*H (g)), satisfies

Ao(V2H(g)) > A

That is, H is strongly convex on K., considering the problem on 1.

Theorem B.3 (Theorem 1.3 in [210)). If p has its density f,, in C**(Supp(y)). Then, the functional
H is C?*“ on the set

K :={g e RM Vi, u(Li(g)) > ¢} ,

Lastly, we state a result concerning the quantitative stability of Laguerre cells, as presented in [6].

Lemma B.4 (Lemma 5.5 in [6]). Under the same assumptions as in Proposition forg, g € RM,
we have

p(Li(g) \Li(g") S Mllg — &'lls, ~ Vie[1,M].

Once again, we refer to [6] for a more detailed understanding of the constant involved in this lemma.

B.2 New properties for the non-compact case with the quadratic Euclidean cost

In this section, we give second order properties of the semi-dual when the source measure is not
supported on a compact. In the compact case, this properties are already known as discussed in

Appendix
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For the reader’s convenience, we recall the Assumptions that we made for the non-compact case.

Assumption (Non-compact case) (B1) The cost is quadratic: ¢(z,y) = %HZ — y||* and the measure
1 has a finite second-order moment.

(B2) There exists a compact set K C R¢ with wK)>1- iwmin, such that the probability measure
px with density f,,, (z) := cx fu(x) 1k (z) satisfies a Poincaré-Wirtinger inequality.

(B3) The density f, satisfies the following integrability and regularity condition: for R > 1 and
r > 1, define

Fif = fu Yajgr, i = fu s 1ReGro9)<lal <R
Assume there exist C' > 0 and a modulus of continuity w such that for all § > 0,

SR+ ) < Cwld), 3(R+1)TIORT <o, ®)
r=0 r=0

where Oﬁ“ i= Sup,egra [T (2) and wﬁ” is the modulus of continuity of f*7.

Additional notation. Since here the cost is fixed, we define the Laguerre cells by IL;(g) instead of
L (g).

B.2.1 Definition and regularity of the Hessian

Proposition B.5. Under Assumptions (Bl) and (B3), the semi-dual H is differentiable everywhere,
and its gradient is given by

VH(g)i = u(Li(g)) —w; .

Moreover H is C? smooth on K, /> N C and its Hessian is given by

. . 2 o f;t(l‘) dHa-1
(Z ;é ]) v H(g)” /Hlt(g)ﬁ]l‘j(g) ||yl - yJH " (x)7

V?H(g)ii =—» V’H(g)i; -
J#i

Proof. Definition of the gradient. The proof follows the lines of the proof of Theorem 4.1 of [21]]
and extend this result to the non-compact case. If « is in the interior of Laguerre cell L;(g), we have

Vgh(g,x) = ]li:j — Wj.

where we recall that h(g, z) = —g°(z) — Zf\il w;g;. Since the boundaries of the Laguerre cells are
defined by the intersections of M hyperplanes, they form a negligible set with respect to the measure
1. As aresult, the gradient definition of H follows immediately.

Definition of the Hessian. Fix ¢ € [[1, M]. We aim to prove the differentiability of the measure
w(L;(g)) with respect to g; and that its differential is defined by:

ou(Li(g)) _ _/ fu(z) drﬂdq(x)’ j i,
0y, Lie)nL; () 1% — il
op(Li(g) _ 3 op(Li(g))
99, = 909
This gives us exactly the line (V2H(g)1i, ..., V2H(g);) of the Hessian.
Suppose i # j.
Suppose § > 0. Defining h;j(z) = 1|z — y;
Li(g) = N;jh' (] = 00,0]).
We also have LL; (g +de;) = Li(g) \ (Nk;ihy' (] — 00,0]) N At ([6,0])). Note that h is Lipschitz
and for all z, |Vh(z)|| = |ly; — y:||. Moreover, under assumption (B3), we can use Lemma[F.2]

12 = 3llz — y;|I> — g; + g;, note that we have
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which states that for all hyperplane H, |’ y fude_l < 1. Therefore, we can apply the coarea formula
to pass from the second to the third equality below,

1 (Li(g +de;)) = u(Li(g)) — 1 (Muihiz! (| = 00,00) N Azt ([=6,0]))

= w(Li(g)) — / - B fulz)dz
Nisjhiy (J—00,0)Nh;; ([-46,0])

/ / Iul) ggga-1 gy
i hit (—o0,0Dnht (1) 1195 — il
By analogy, for § < 0 we have:

Li(g + de;) = Li(g) U (Nkzihy, (| — 00,0) N hi; ([-6,0]))
Using the coarea formula gives:

L+ 0e,)) = nlLa(e) + [ / Iel) _ggg-1gyar
Nkt hipt (J—00,0)NR ({t)) IIyJ — il

Applying Lemma [B-6] which is stated and proved later in the appendice, the integrand defined above
is continuous on K, . /oMC. As a consequence, we can apply the Fundamental Theorem of Calculus
and justify the limit in

lim M(Li(g + 6ej)) - /J'(]Lz(g)) _ _/ f (J}) 1 de_l(l‘) )
550~ Y At (—oo0hnhton o lyi = will

By symmetry
L; oe;)) — u(lL; 1

i FLilg +de;)) — u(Li(g)) __/ fule)————

607 g Nkjihyy (1—00,0)NR; ({0}) Iij —yill

dH(z) .

Since Nyzjh;;! (] — 00,0]) N hi_jl({()}) =L;(g) NL;(g), we thus obtain

ou(Li(g)) fu(z) i1 o
Fij(g) = —F—7=— dH , .
i(8) 9g; /]L @)L, ) 1Y — Uil (@), J#i

Suppose i = j. No matter g € R, the Laguerre cells verifies p (U;L;(g)) = p(RY) = 1.
Therefore,

This equality gives 5o~ (L;(g)) = — X225 554 (Li(g))-
O

Lemma B.6. Under assumption (Bl) and (B3), for any g € K, . /2 N C the function Fy, defined
forallt € Ras

fu(z) -
Fy (t) :/ ) A“_ : dH(z) .
Nisejihy! (J—00,0)Nh ({t}) H?JJ yill
admits w as modulus of continuity in some neighborhood of {0}.

Proof of Lemma([B.6] We keep the same notation as in [21]]. Restricting ourselves to the quadratic
cost, we get

End = Etw = min [ly; — y;l
i#]

Cv =O0(R),
Ceap = 0(1),
Ceona = O(1),
Caet = O(1).

In order to apply the results in [21], we need to extend Proposition 4.5 to measures with unbounded
support in the case of the quadratic cost. We prove the following result:
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Proposition B.7. Consider K. = {g € R¥N~! | u(L;(g)) > &,¥i = 1,..., M} for some ¢ > 0
sufficiently small and let C be the compact set of the projection. Then, there exists a positive
constant 6y, such that for all g € K. N C and all p € R? such that there exist i # j, for which

c(p,yi) — c(p,Y0) = gi — go and c(p,y;) — c(p,yo) = g; — go, then

2
((w—ymw—wﬁ) <1-62) o
i —yolllly; — voll

Remark B.8. Note that the transversality equation (7) is independent of p € R%. However, p is still
involved in the transversality condition by the value of the difference of the costs.

Proof. Fix an index i. The set of points p € R? such that ¢(p, ;) — ¢(p,y0) = gi — go defines
a hyperplane in R%. The intersection of two such hyperplanes, denoted H;;(g), is, unless the
hyperplanes are parallel, a codimension-2 affine subspace of R,

For each such H;;(g), let d;j(g) € R¢ be the orthogonal projection of the origin 04 onto H;;(g).
Since the vector of potentials (gi)izo_’_”’ M —1 is bounded due to the projection set C, the set

{dij(g) : i # j admissible, and g € K. N C}

is contained in a ball B(0, R — 1) for some sufficiently large R > 0.

Hence, for every g € K. NC and every admissible pair (¢, j), there exists a point p € H;;(g) lying in
the interior of the ball B(0, R).

We now apply the transversality result from [21] to the measure

1r = 1po,R) " —_r__
B0, R))’

which is the normalized restriction of y to B(0, R). This result guarantees transversality of the
hyperplanes H;; associated with potentials in the set I/, (defined analogously for pp and some
¢’ > 0) over the whole space R%.

Choose R such that u(B(0, R)) > 1 — /2. Then it is sufficient to take

€ /2 ’
1—¢/2
since one can check that IC. C K.,. This completes the proof. O

We aim to use the transversality result of Kitagawa et al. on a decomposition of R into balls centered
at 0. To this goal, we now prove a transversality result at the boundary of B(0, R) uniform for R
sufficiently large.

Proposition B.9. Consider K. = {g € R¥N~! | u(L;(g)) > e,¥i = 1,..., M} for some ¢ > 0
sufficiently small and let C be the compact set of the projection. Then, for any positive constant 0o
there exists R sufficiently large such that for all g € K. N C and all p € R%: if there exists i such that

c(p,yi) — c¢(p,yo) = gi — go for some p € OB(0, R), then

<1’,%‘M)><1_g. ®)
Il lyi = yoll
Proof. Rewrite the condition ¢(p,y;) — ¢(p,yo) = ¢i — go as (P, Y: — Yo) = ¢i — go, dividing by
[l we get

p gi — 90

<7yi—yo>= - ©))

7] il
The right hand side tends to 0 uniformly with R since g; — g lies in a compact set. The conclusion
follows directly. O
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The rest of the proof follows the lines of the proofs Appendix B of [21]] with ;. = §; as in Proposition
[B7] From Proposition [B-9]applied to d; = d; there exists R > 1 such as the transversality condition
on the boundary (8) holds for every B(0, R + r) and the same d; for every > 0. Let us fix such
R > 1 so that Assumption (§) is also satisfied.

The next step is to decompose the integral using a partition of unity. We define the sequence of
functions (¢, )r>0 by

(R—zl)+ A1, ifr =0, d
or(z) = { . x € R%
(2 = (R+7r=2)4 AR+ 7 —z])s, ifr=1,
An illustration of the functions ,.(z) defined above is shown below:
or(x) Partition of Unity Functions ¢, (x)
WQ\ 21
LN NL NS Ja
0 R—-1 R R+1 R+2 R+3

By definition, >, -, ¢(z) = 1, for all € R%, and every ¢, is supported on {R +r — 2 < ||z|| <
R+7} forevery r > 1, ¢q being supported by B(0, R). Moreover ,. is Lipschitz continuous and we
denote w,, its modulus of continuity on its support. The moduli of continuity satisfy w,, (6) < [d],
§ > 07 > 0. Then, writing S; j.; = Ng2;hy;! (] — 00,0]) N h;l({t}) for conciseness, we decompose
the integral

fu(ﬂf) d— 1 / fu d—1
dH d’H 10
/Si,j,t ly; — vl Z Sijt 1y _yzH (=). (10)

We apply Proposition B.1 of [21] to each term of the decomposition. We recall below his crucial
result, tracking the order of the constants established by [21]].

Proposition B.10. Let o be a continuous non-negative function on B(0, R) bounded by o, and with
modulus of continuity w,. Let the functions h;; satisfy the transversality conditions (T) and (8) with
the same constant £ > 0. Then

g
F,(t) ::/ 1 1 o) gy
Nt hig! ((—00,0D)NR ({t}) lyj — will

has modulus of continuity
Wh,, (5) = Clwa(025) + 03|5|

where C; = O(’Hdil(aB(O,R))), H1(OB(0,R)) = O(RY™1), Cy = O(e,}) = O(1) and
Cs = O(05C(d,2R)e;;* + HY Y (OB(0, R))), where C(d,2R) defined in (3.5) of [21] satisfies
C(d,2R) = O(R™Y).

When applying Proposition m to the continuous function o7 (x) 1= f,(x)p(x) we easily
estimate o < Cﬁﬂ and wyrir < w?” Cﬁ;ﬂw%,. Using that w,,, (§) < |§| we obtain:

h, s () = O (R4 1)) (w7 (0(1)8) + O(CF)9)

uniformly for every g € K. N C on a neighborhood of {0}. Noticing that this neighborhood depends
solely on the transversality properties that are common to every > 0 and since

= Z w}LUR+T
r>0
from the decomposition in (T0) the desired result follows under the assumption in (3). O

Corollary B.11. Under Assumptions (B1) and (B3), if moreover f, is a-Hélder with o € (0, 1), then
the Hessian of the semi-dual H is also a-Hélder on K, /o NC.
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Proof. Since f,, is a-Holder, the function ff” with 7 > 0 are also a-Holder and we note wff’“ =
/@i"”"éa, applying Proposition
n e (00 (R4 1)771) (w5 (0(1)9) + O(CF7)0)
= O((R+ )" HrFTO1)6% + (R+ )" HO(CFE)S .

By the summability conditions of assumption (B3), for some constants C, Cs > 0, we have

wFf,u :j :whoR+7‘

r>0
= 0(1)5* Y JO((R+7)" N +6Y O(CF)(R+1)")
r>0 r>0
< C16% + 026,

Applying Proposition B.3 in [21] under our hypothesis shows that for g, g’ € K, /2 NC, there
exists a constant C' depending on €, and f,, such that we have

|V?H(g) - V’H(g')| < wr,, (g — &'ll) + Cllg — &'l

which gives the a-Holder regularity since wp, < C10% + C5%9. O

B.2.2 Local strong convexity with respect to the mass of Laguerre cells

Proposition B.12. Under Assumptions (B1-B3) H is strongly convex on K 1

3 Wmin

Proof. Recall K C R? the compact set such that y(K) > 1 — Lw,,;, and pux, the probability

measure with density defined by f,, (z) = cx fu(2)1x (), with cx € [1,2], satisfies a weighted
Poincaré-Wirtinger inequality.

We thus can use Proposition[B.2] which states that the semi-dual between 1 and v is strongly-convex
on Vecty on the set

1
KE = {g e RM :vi e [1, M], pr(LE(g)) > 4wmin}.

1
2 Wmin

This gives us that, for any g € K fw _, there exists Axg > 0, lower bounding the second smallest
1Wmin
value of the semi-dual function between i and v. This also gives us that for any g € K f’w _, the
1Wmin

second smallest eigenvalue of the matrix B defined by

(i#j) Bij= —/ Jul@s0.m(@) dH¥ 1 (2),
Lie)L;g) 1Y = sl
Bi=—) B,
J#i
is lower bounded by A\x /cgr > Ak /2 > 0.

Since for any g, and i # j, V2H(g);; < B;; and that both V2H (g) and B are Laplacian matrices,

we apply Lemma to obtain that the second smallest eigenvalue of the hessian V2 H is lower

bounded by A /cr on wa .

1Wmin

For any g € K, /2, we thus have for all i € [1, M], p(L;(g) N B(0O,R)) > iwmin. That is,

K. CK Ifw ~, which completes the proof. O
1Wmin

3 Wmin

B.2.3 Quantitative stability of the Laguerre cells
Lemma B.13. Under Assumptions (B1-B3), we have
n(Li(g) \Li(g') S Mllg — &'llo,  Vie[1,M].
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Proof. Forall j € [1, M], if  is in the interior of L;(g), we have
Vg(z) =z —yj. (11)

Therefore, given g, g’ € RM, if there exists j € [1, M] such that x is the interior of L;(g) N L;(g’)
we have

Moreover, since the support of v is finite, we have

sup [|[Vg®(z) — V(g')(x)|| = max [ly; — v -
cCRd i#)

Hence, to bound the error of T'(g)(z) = = — Vg°(z) and T, , = = — V(g*)¢(z), we just need to
bound the difference of measure of Laguerre cells made by g and g*. More generally, we now proceed
here to bound the difference of measure of Laguerre cells between g, g’ € R fixed arbitrarily.

Our proof will follow some arguments from [21]]. Let us fix ¢ € [1, M] and suppose = € L; (g) \
L; (g’). The definition of the Laguerre cells implies that there is a k # ¢ such that ¢ (z, yx) + g}, <
c(z,y;) + g while ¢ (z,y;) + 8 < ¢(z,yx) + gr. Combining these two inequalities yields to

gr — 8 < c(z,4:) —c(,ux) < 8k — 8i-
Hence, writing f;x(x) = ¢ (x,y;) — ¢ (z, y), we have

Li(g)\Li (&) c |J " (&), — &h 2 — ) - (12)
ki

We now now bound / ( fin' (g, — &,8i — gx])) using the coarea formula, using that for all =,
IV fir (@) = llyi — yrll:

P let)) = [ duto)

£ ([asd])

b ) N
-, /f,i;({t}) T Fa G AR ()t

b
1
o g——e
o ity v =yl

Observe that for the quadratic cost, fix(z) = (z,yx — vi) + ||vill> — |lvx||? and so f;.*({t}) =

z € R (x,yp —yi) =t — (|lyil|* + [lyx||*) } and is therefore a hyperplane. Applying Lemma
IF.2] there exists a constant C' such that, for any ¢, k and ¢, we have

1
——u(x)dH T (z) < C.
/fikl({t}) lyi — yell

Therefore, we have

g
llys — ywll

w (i ([, 8]) < / (b

— =
lyi — vl
Since g — g — (8}, — &;) < 2||g — &'||.., by combining the above with (T2) we conclude

(L (8)\Li (8") <> n(fin! (g — &g — &) S Mllg — & lloo- (13)
i
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B.3 New properties in both our compact and non compact settings

eoremp. nder Assumptions or -3), the function g — g)— vTe 1S Lipschitz
Th 5.1] Under Assumptions (A1) or (B1-3), the functi T T, %(“)’L'p hi

with respect to the infinity norm || - ||. Moreover, the Lipschitz constant grows at most quadratically
in M.

Proof. Using that no matter g € RM | for any x € R?

0 ifx € L;(g*) NL;(g) for a certain i € [1, M],
max;-; ||yi — y;]|  else,

1T (&) — Tu(g)] < {

and that for any g, g’ € R, we have u(L;(g) \ Li(g')) < M||lg — g'|| using Propositionin the
compact case, or Proposition|B.13] we have for any p € [1, 00)

1T (&) = T @)I5, 1) = / () () = T () (@) Pi)

M
= Tyuo(8)(x) —Tpuw z)|[|Pdu(x
5[ @) - Tt

M

<>/ max |ly: — ;1Pdu(z)
=1 JLi(g")\Li(g) 7J
M

< Zl max lyi — yjllPp (Li(g") \ Li(g))

S M?|g* — glloos
where we used p(L;(g) \ Li(g*)) < M||g — g*|| for the last line.

Lemma B.14. For any ¢ > 0, there exists g* € K. and d. > 0 such that B(g*,d.) C K..
Proof. This result is a simple application of the results on the quantitative stability of Laguerre cells
stated in Proposition[B.4]and Proposition[B.T3] O

Proposition B.15. (Hessian and Local strong convexity). Under Assumptions (Al) or (B1-3), H is
twice differentiable. Moreover, there exists a constant A > 0 and a radius r > 0, such that for any
g € RM ||g* — g||, < r implies that the second smallest value of the Hessian V> H (g) is lower
bounded by ).

Proof. The fact that H is twice differentiable was already known in the compact case and is proven
in Proposition [B.3]for the non compact case under (B1-3).

Under assumptions (A1) and using Proposition[B.2]or under assumptions (B1-3) and using Proposition
, H is strongly convex on K L Applying Lemma concludes the proof. O

Proposition B.16. There exists n > 0, such that uniformly in g € C, we have

(VH(g),g —g%), >nllg — g3

Proof. Observe that, by Proposition[B.12] H is locally strongly convex on the orthogonal of 1, on
the set

1
K sy = {8 2 Vi € [1M], p(Li(8)) > Gmin
Therefore, for any g € K%wm;n’ we have (VH(g), g —g*), > \|g — g*|12.

Now, suppose g € C \ K1, .. Using Lemma , we know that there exists dg > 0 such that
B(g*,do) C K, Therefore, by the convexity of H, there exists ¢ > 0 such that

(VH(g),g—g*), > H(g) — H(g") >c.
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Defining

Ve m {H(g)H(§)
gEC\K lg —g*I2

% Wmin

} > ¢/Diamy(C)?,

(VH(g),g —g"), > Ng— gl

Taking n = min {\, X'} concludes the proof. O

we have forany g € C\ K1

C Proofs of the convergence rates of PSGD

C.1 Fast convergence rates for MTW costs
C.1.1 Convergence of the non-averaged iterates.

Theorem@ (Non averaged iterates). Under Assumptions (A1) or (B1-3) and for any decay step of
the form ,, = 71 /n® with y; > 0,b € (1/2, 1), we have the convergence rate

Elle, &2 = 0 ().

Proof. By definition of the gradient step at time n + 1, sampling X,,11 ~ p and since g* € C, we
have | Vgh(g,, Xn+1)llv < 2a.s. and

lgns1 — "7
= ||Projc(gn — Yn+1Veh(gn, Xni1)) — 7|7
< [lgn — m+1Vgh(gn, Xni1) — "7
< (llgn — &*117 = 2911 (Vgh(gn, Xni1): 8n — &%), + Vos1 I Veh(gn, Xni1)]2)
< (lgn — "1 = 29011 (Veh(gn, Xni1).80 — 8%), + 11511) - (14)

Using Proposition |B.16| we have for any g € C, (VH(g»),8n — &%), > 1l/gn — g*||%. Therefore,
taking the conditional expectation, we obtain

E [lgn+1 — &*112 | Fu] < llgn — &*12(1 — 20yn41) + 4514 -

Taking the expectation and applying Lemmawith 5, = E[lgn — g*?] and m,, = 4~,, gives

. n n . 4
E[lgni1—g* 2] <exp [ =20 > % (Z 47 + Elllgn, — & |3}> + Y-

k=[n/2] n=no

where ng = min{n € N,ny,4+1 < 1}. Remark that the exponential term converges exponentially
fast. Indeed, we have 3= _r, o1 vk 2 n' " with 1 —b > 0. Moreover, ||g,, — g*[|3 < Diam(C)*.

Therefore, since for all n > 2, Vny2l-1 < 2b*y", we have the desired convergence rate

E (g —g]2] < %

which concludes the proof.

C.1.2 Convergence rate for higher order moments of the non-averaged iterates.

We prove here the convergence rate of higher order moments of the error ||g,, — g*||,,- This conver-
gence will be useful for the convergence rate of the averaged iterates of PSGD. While this proposition
directly proves Theorem 4.4] by the use of Jensen’s inequality, the proof is slightly more cumbersome
so we decided to make a separate case.
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Proposition C.1. Under Assumptions (Al) or (B1-3) and for any decay step of the form ~,, =~ /n®
withyy > 0,b € (1/2,1) and p € {1,2, 3}, we have the convergence rate

E[lg. —&'lI”] S ’;;f

where (gy,) is the sequence of non-averaged iterates of PSGD.

Proof. By definition of the gradient step at time n + 1, sampling X,,+1 ~ w and using inequality

)

* * * 3
lgnt1 — %115 < (llgn — 7117 = 29m+1 (Veh(gn, Xnt1), 80 — %), + 475 41) " -
Using that (A+B+C)* =3 . —3L A*BC*®, we obtain

lgnt1 —&" 115 < llgn — &*[I5

—6llgn — &* 3741 (Veh(gn Xnt+1) 80 — &%),
+12(lgn — " 137741
+12]lgn — " 37011 (Vh(gn: Xni1), 80 — 87))
—48ign — & 3741 (Veh(gn, Xnt1), 80 — 87,
+48[lgn — 8" 57741
- 877?;-&-1 (Vgh(gn, Xn+t1),8n — g*>2
+ 4873;-&-1 <Vgh(gn, Xnt1),8n — g*>i
— 967541 (Vgh(gn, Xnt1), 80 — &%),
+ 26’72+1~

Taking the conditional expectation and already omitting some negative terms thanks to

(VH(g1),8n — g%)» > 0, which follows from the fact that H is convex and g* is a minimizer, gives
the simplification

E [lgns1 — g5 | Fu] < llgn — "5
—6llgn — g ||u’7n+1 (VH(gn),gn — g*>v
+12|lgn — 8 137241

+ 1200 — 8" 292 1B [(Th(gn: Xnt1), g0 — 8] 1]
+48/1gn — g" 37041
+ 4898 1 [(Vh(gn, Xni1), 80 — 87)) 17
+ 2098 4
89 E [(Veh(gn Xni) g0 — 7)) 170
Using Proposition@ we have for any g € C, (VH( n) g, — &%), > nllg., — g*||?. The

Cauchy-Schwarz inequality gives |(Vh(gn, Xn+1),8n — &%), <2 | — g*||» . Combining these
two inequalities we obtain

)
'l)|

E[llgnt1 — &[5 | Fu] < llgn — " 151 — 6nyns1) + 6072, 1 llgn — g°1I1
* * 113
+ 240751 llgn — g8%117 + 20951 + 6470, llgn — 871,

Using Young’s (generalized) inequality ab = ac? < (“c) + 2= for c#0,1 >+ % = 1 and applying

2

2/3
it to 60,1 1|lgn, — g*||4 with ¢ = (—) ,p=3,q= 5 gives 6O'yn+1Hgn —g** <

60°~3
3n 3 ’
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* %13 10 %16
(37)> +1llgn —&*[|5. Analogously, one has 6477 [|gn — &*[I, < %41 +7gn — *[l,- Thus,
taking the expectation, we have

. X . 32
Elllgn+1 — &*1I5] < Elllgn — g*1S1(1 — 4nvns1) + vosn (240 - Diam,(C)* + 2 103)

210 5 p
+ T’YnJrl + 64’7n+17

where the terms involving Diams(C) appears from the crude bound ||g,, — gl|, < Diamy(C).

.

Applying Lemmain a similar way as in the proof of Theorem gives Ellgn+1 —&*[5] < 73,
so by Jensen’s inequality, we conclude

g
- orp € {1,2,3}.

Elllgn+1 — g1 < .

C.2 Convergence of the averaged iterates.

Theorem (Averaged iterates) Under Assumptions (A1) or (B1-B3), and assuming that f,, is
a-Holder with o € (0,1], for any decay schedule of the form ~,, = ~;/n® with 44 > 0 and

be (14+a7 1), we have the convergence rate
Ellg, - g"ll}] =0 (1/n).

Without assuming f,, to be a-Holder, and for b € (1/2,1), we still obtain
Ellg, - &"[I}] = 0 (1/n").

Proof. For this proof, we introduce the additional following notation:

For any ¢ > 0 we define the function ¢ — U.(¢) such that

T 1+In(T+1) ife=1,
thc < U(T) = 256:11 ifc>1, (15)
t=1 1+ =T+ ife<l.

We start by a decomposition of the gradient step, already present in [19]. We define the differences
Pk := Proje (g8k — Vit 1Vgh (8k, Xxv1)) — (8 — Y1 Vgh (8k, Xiv1)),
Eov1 =V H (8r) — Vgh (8, Xi+1) ,
oy == VH (g) — V2H(g") (8 — &) -

Noting I/ the identity matrix in M ;(R), we observe that, by incorporating each introduced term
sequentially, for any k£ € N, we have

gk+1 — g = Proje (8x — Ye+1Vgh(gr, Xk+1)) — g
=gk — Vh+1Veh(g8r; Xxt1) — " — Pr
=gk — Ye+1 VH(8k, Xk41) — 8" + Vet1€k+1 — Pk
= (In — Y1 VPH(8Y)) (8K — 8+) — W10k + Vet 1€k4+1 + Pi -

Thus, we have that

E— 8k k
w_ék‘Fék-H‘F L .

V?H(g") (g — &%) =
V41 Ve+1

Observing that ﬁ Sh_olgr — g") = g, — g, we have the following decomposition of the
averaged iterates

- 1 O 8k — 8kt 1 1< 1 < Pk
ST e e gt e
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We will now give the convergence rate of each sum.

8k ki1

1§
e Convergence rate for .5 >, S~

Z 8k — 8kl _ i (g8r — &%) — (8kt1 — &)

o k1 =0 VE+1

Z gk — Z gk+1 —

k=0 Tk+1 k=0 TR+l

Remark that 77;11 — .t <29y Inb=1, Using Minkowski’s inequality and that, by Theorem
(non-averaged iterates), E [||g,, — g*||?] < Ln+ 1)~

*

20— 8 8ni1— 8§
)(gkg*)+ 0 _ sl .
Y1 Tn+1

’Yk+1

1
2

(n+1)%2.

Z gk — 8k+1

=0 VE+1

1 1
< =Wy _pa(n+ 1) + Diamy(C)yy b +

n Y NG
We thus have the convergence rate

1
271 2

n
ZM
v

o k1

1
n+1

< 1

E —_ .
R

1 n
e Convergence rate for —— > ko Ok-

We recall that 8, = VH (g;) — V2H(g") (gr — g*) and that the Hessian using either Theorem
or Proposition depending on our setting, there exists a ball B(g*, d;) with d; > 0 where H is
a-Holder. Therefore, applying Lemmal[F4] if g, € B(g*, d;), we have

I8kl < llgr —g* [l -

Otherwise, since the Hessian, whose expression is provided in Proposition [B23] is uniformly bounded
by an application of Lemma|[F.2} there exists a constant C such that for any g € C, |VH (g) —
V2H(g") (g —g") |l < Cs.

Since P(gx ¢ B(g*,d1)) = P(|llgr — g«|| > d1), using Markov’s inequality gives
E[|64115) = Ell0kl31g, e 5 an] + Ell 0kl 1. ¢ e an)]
* « C * o3
SE[lgr— g2 + pRes Ellge — g* (1272

SE[|ge — g2 .

Therefore, using Minkowski’s inequality, we have

1
2 n

1 1 4o
5n+1z HTapyk-&z-l

v k=0 77
1
S T\Il b+ab
e (n+l1) 2
< 1
~ 1+

UT(TL—F 1) b+2cxb .

1 n
e Convergence rate for 5> /' &kr1.
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We recall that §,.11 = VH (8k) — Vgh (8, Xi+1) and thus E[£;,1] = 0.
Observe that

E

2
=E

2 n—1
+2 <Z Ek+1,5n+1> + [[€n1ll?

k=0 .

n
D &n
k=0

n—1
E KZ k1, €n+1>
k=0 v

Thus, since for all k, E [||£]|?] < 4, we have the convergence rate

n—1
D &
k=0

with

=E

n—1
<Z §k+1’E[€n+1|fn]> ] =0.
k=0 .

. 2%
1 2
E < .
— k;)ekﬂ < =

1 n _pk
e Convergence rate for 5>, _, STt

Take dy such that B(g*,dy) C C. Using the notation V, := Vgh (g, X;+1) for conciseness, we
obtain

E [Ilpxl12] = E [[IProjc (gr — 41Vx) = (8% — W14}
= E[IIProje (g — m41Vk) — (8% — W1 Vi) L s 1vee]

Since forany y € C, one has ||z —Proj. (x)||, < ||z—y]l., taking y = g, and since gx, —Yyx+1 Vi ¢ C
is satisfied only if ||gr — Vk+1VE — g*||v > do, we have

2
E [Ipel] < E [I7e1 Vil Ljge—nas vimgell, >ao]

E [Hgk — Y41 Vi — g*Hﬂ

< 47]%#»1 d4
0
2
< ,yk"‘rl 25]E _ * 4 29 4
< g lgr — 8", + 27kt
0
1
< — 4
~J ’y
772 k+1

Where we used Markov’s inequality and the inequality (A + B)* < 23(A* + B%),forall A, B € R
2
and that by Proposition E[|lg. —g*[|*] £ Z—;(n +1)~2.

‘We thus have
1
n 2 2 n
1 E Z Pk < 1 Vi1
n+1 P e 81 ) n+1k:0 n
< Al
~n(n+1)°

e Conclusion.
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Using the convergence rate of all our terms, Cauchy-Schwarz inequality and that (A + B)? <
2(A? 4+ B?) forall A, B € R we conclude

E|v2H(e) &, — "))

n
8k — 8k+1 1 1 Pk
- O + &yt +
n+1,;) Vi+1 n+1kzzo +1Z i n+1k0’7k+1

2

P+ 1270 R (n )bt n+ 1 p2(n+ 1)2b

Since b € (1,1) and b € (1, 1) the limiting term is —1— and we have

=
1

n+1"

1+a”

E [HVQH(g*) (8, —g")

HE
v ~J

Finally, observe that there is an orthogonal matrix U such that
V2H(g*) = Udiag(\1,...,A\y-1,0)U " .
. Therefore, noting by abuse of notation
(V2H(g") ™" = Udiag (A7, A ,,0) U T
the inverse of V% in the space Vect(1,,)" we finally have

Ellg — 121 S 5

where A = minjeq; a-1] A; > 0 by either Theorem B.3|or Proposition [B.12} O

C.3 Convergence rate of PSGD in the general setting

Theorem 3.2] (PSGD in the general setting) Assuming that the semi-dual problem 4) admits at least

one solution g* and that there exists a compact set K such that u(K) > 1 — wmm, choosing the
learning rate y,, = 1 /n® with y; = D‘;‘\I%C) and b = 3, we obtain
4\/5 Diam(C)
E[H(g,) —H(g") < ———=.
[H (8x) — H (g7)] < Tn
Proof. Define vy, = 2~ fory; > 0,k > 1 and denote by g* € C a minimizer of the functional H.

vk
Thanks to Jensen’s inequality coupled with the fact that no matter g € R : H(g) — H(g*) <
VH(g)" (g — g*), it comes

n

%_HZH (8k) — H(g*)] ZVH gr) ' (g — )] :
k=0

Then, since no matter k, X1 ~ p, we have E [Vgh(gr, Xi+1) | Fil = VH(gk), we have

ElH(g,) - H(g) <E

_ . 1
E[H (g,) — H (g )]SmE

> Veh (g, Xp1) ' (gn g*)] : (16)

k=0
We will proceed to bound the right hand side of this inequality.

By definition of g1, and since g* € C and Proj,, is 1-Lipschitz, it comes
B [llgrs1 — &) < B [IProjc (gr — vhs1Vgh (g, Xit1)) — 7]
<E [”gk — Y41 Veh (8, Xit1) — "I

<E {Hgk — g 1?7241 [ Veh (g X )P = 2741 Vgh (81, Xer1) " (81 — g7 -
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In addition, since || Vgh(g, X)|| < 2 a.s. no matter g € R and X € R¢,
E (29041 Veh (gh Xii1) (gr — &)] <E [ler —&"I* — lgner — 71 + 42, ]

Then, with the help of Abel’s summation formula,

oF [i: Veh (g Xri1) | (g — g*)]

k=0
n %112 %112 n
<E ZHgk—g 1" — llgk+1 — &"| +4Z%+1
- Tt k=0
N ol = R
ZHgk*g I - + +4Z'Yk+1-
'Yk 1 % V41 g =0
Then, since for all &, ||gr — g*|| < Diamz(C), it comes
" T * . 2 - 1 1 D2 -
2E | Y Veh(gr, Xri1) ' (g8e —g)| < Diamy(C)* —— )+ =+
=0 1 \TE+1 Tk m 1
Diamgy (C
<——- —|— 4 Yk
%H Z
Diam
< 72()\/n+1+871\/n+1
1
Using the inequality (T6) we obtain
_ 1 Diam,(C)?2
E[H (g,) — H(g")] < ( +8 .

The best constant ~y; is then y; = D“;mi\}(c), but no matter v; > 0, we have the desired convergence

rate

E[H (g,) - H(g")] = O(1/vn).

D Proof of Lemma 3.1; Localisation of a projection set

Lemma [3.1] (Existence of a projection set) As soon as the semi-dual problem is well-posed, there
exists a minimizer g* in the set
C:={g e {0} x RM™ | |g] < llellx,o0 }
1

where ||c[| k00 1= SUD, ek je,ay [€(, y;)| for any compact set K satisfying (/) > 1— 35 minw.

Proof. By the first order condition, the minimizer of H satisfies ;1(IL;(g)) = w; for all j € [1, M].
In particular, one can restrict the search set for an optimal potential to the set of potentials defined by

. 2
L= {g € RM : V] € [LMHMU(]LJ(g)) > gwmin} .

Let us show that this set is contained in an L> ball with an explicit radius. Consider any compact set
K such that u(K) > 1 — %wmin. For g € L and any j € [1, M] we get that

u(lL;(g) NK) =1 — u((RM \ L;(g)) U (R \ K))

> 1 - p((RM\L;(g))) — p((RM \ K))
=1 (1= pul;(g) — (1 - u(K))
> wrgin

>0,
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and so IL;(g) N K # (. In particular, for every j € [1, M], there exists z; € LL;(g) N K and so for
all i € [1, M]

C(wjvyj) — Gy < C(xjayi) — G-
Therefore, using the fact that the cost is non-negative, we have
masg; — ming; < maxmax{c(e;,y;) — (2.4}

< max supc(z,y;) = |lc .
S dmax sup (z,y:) = [l K00

Moreover, since H(g + Alys) = H(g) one can fix g; = 0, which concludes the proof. O

E Minimax estimation of OT quantities

Consider P, Q € P(R?) with densities fp and fq. We recall that the Hellinger distance is defined by

1
2

du(P,Q) := </R (prTx)— \/M)dew(w)> : (17)

We also recall the formulation of Le Cam’s Lemma. We refer to [35]], Chapter 15, for more details.

Lemma E.1. (Le Cam’s Lemma.) Let P be a set of probability distributions on a measurable space,
and consider the problem of estimating a parameter 6 € © with a loss function ¢ defined, for all

é, 0 €0,as
0(0,0) = d(6,0)",

where p > 1 is an integer, and d is a distance on ©. Then, for all 61,605 € O,

1
Ry = inf supEg[(0, T (X))] > — (1 — v/ndu(Ps,, Py,)) d(61,602)7,
T geo 2v

where Ry is the minimax risk, and T™ is an estimator based on n i.i.d samples from Pj.

In the sequel, we note Py, the set of probability measures on R with Lipschitz densities.

E.1 Kantorovich potential

Proof. Consider v = %6{0} + %5{1} and fix the cost to transfer mass to be the usual quadratic cost
c(z,y) = zllz —yl*.

For § > 0, we define p195 = AN(d,1). Since d = 1, the optimal transport map is monotone
non-decreasing (see, for instance, Chapter 2 in [32]). Thus, we must have the identity

0, ifz<$§
T y — Y — ) ?
hoy o (7) {1, otherwise.

Therefore the vector #° € R? solves the semi-dual problem if and only if it satisfies the following
inequalities

c(x,0) — 0 < c(x,1) =05, Yo<9§,
c(x,1) — 0 < e(z,0) =05, Vo>4.

Since c(z,y) = 3|l — y||* we can fix ] = 0 and compute

s_ (ol
9 _(0,2 5).

Therefore, we parameterized the family of probability measures 19 € Ppip so that the couple (6¢, 6)
is the unique solutionin © C {6 = (61, 62) € R?;6; = 0} of the dual of OT(ug, v) . In this class of
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probabilities, the minimax estimation of the optimal transport potential 8, given n > 0 i.i.d samples
of the source measure, can be written as

RS := inf supE,,, {HHA(") - GHQ} ,
0 9cO

where 6() is based on the n i.i.d samples from the source measure u. Note that

R® < inf sup E, [Hg(") —g*||2} , (18)
g™ HEPLip

where the infimum is taken over all vectors g(™ based on n i.i.d samples of .

Using the closed form of the Hellinger distance between Gaussian distributions, we have

52
du(pgo, pigs) = (1 — exp (—8> .

For § — 0, the Taylor expansion gives dy (tgo, ftgs) = 6/v/8 4+ 0 (8). Applying Le Cam’s Lemma
with § = 1/4/n gives

1
Ry > 5 (1= v/nds (oo, pgs)) [16° = 0°13
1
>3 (1-1/vE+0() =
S 1 n 1
— 10n © n
Using the inequality (I8) concludes the proof. O

E.2 OT map

Proof. Define for ¢ € [0, 1] the set of probability measures 5, with density:

Jus () = Laepo.1 (1 + 6g(x)), r € [0,1],
where

Cf2(1-2z), =x€]0,1/2],
9(z) = {—2(2x— 1), =e[l/2,1].

The squared Hellinger distance between iy (uniform) and g5 is:
1! 2
du(po, ps)? = 5/ (V1= 1+ 6g(x)) da
0

S ((1 —26)%/% 466 — (1+ 25)3/2)

when § — 0. Therefore, we obtain

Since s € P, § € [0, 1], we have

inf sup E, [HT(") 1. (19)

T uePy Lp(u)} T seo,1]

p
> inf sup E,, {HT(") —THW’L( J .
P(ps

From the relation 1 — 26 < f,,;(x) < 1+ 26,Vx € [0,1], we infer that no matter T() and § small
enough

0) i 1 ’
HT " s L7 (us) z 5‘ 20)

‘T(n) _ T;L,;,u’

Lru(0,1))
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Consider v = %6{0} + %6{1} as above. Recall that the optimal transport map is monotone non-
decreasing in dimension 1. Moreover by definition 7}, ,,(z) € {0,1}, z € [0,1], and us(T},;",(0)) =
1/2. Therefore one identifies Ty5,0 = o>, where M is the median of s, 6 > 0, satisfying

Mg 1
/ (1+dg(z))dx = 3
0

Noticing that M;s € [0, 1/2], we solve

M5 1
/ (1426(1 —22))de = =,
0 2
which gives the solution

N LH20-VIHA® 1
0= 46 )

- %5+0(5) .

Observe that

1
HTuo,V - Tus,vuip(u(o,l)) = /0 |1x2M0 - 1x2M5\p dr = |M5 — MO\ .

We proved the relation ||T},, ., — Tus#”%(u(o 1y =0+ 0(9). Applying Le Cam’s Lemma with
0= ﬁ for n sufficiently large and any p € [1, 00), we obtain

p 1
! E HT”)—T v 255 1= d ) Ty — 1, yp
71“?”)521[?1 s { mo || ooy | = 20 (1 = Vndu(po, 15)) | Tpo, ns v 1o @io,1)
1 1 1 1
> _ _ _
=5 (175 +00) (7 4o (5)
> 1
~J \/ﬁ

Therefore, combining inequalities (T9) and (20) we conclude

inf sup E, U’T(”) _Tu,u’
T uePy

P ] 1
>
(] ~ /n

F Technical Lemmas

F.1 Technical Lemmas for Appendix

Lemma F.1. Perturbation of Laplacian Matrices. Let A and B be symmetric Laplacian matrices of
the same size such that:

Aij <0, Bij < Ajj foralli#j.

Suppose A2(A) > 0, where A2(A) denotes the second smallest eigenvalue of A. Then:
A2(B) > A2(A)

where Ao (B) is the second smallest eigenvalue of B.

Proof. We recall the variational characterization of the second smallest eigenvalue of a Laplacian
matrix M is

. aTMux
M) =l
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Define the matrix C' = B — A. Fori # j:
Cij=Bij — A <0,

and for diagonal elements

Ciy = By — Ay = — ZCU >0.

J#i
Thus, C is a Laplacian matrix and so it is positive, semi-definite.
Let y be the eigenvector corresponding to Ao (B), the second smallest eigenvalue of B, that is
By, = )\Q(B)QQ with yo | 1.
Since A = B — C, we have
vz Ay2 = y3 (B — O)y2 = y3 By2 — y3 Cpo.

Thus,

TA ylc

yQT Y2 — )\2 (B) _ y2

Y2 Y2 yz Y2

By the variational principle:
2T A yd A ylC
A2(A) = min — i < %2 < < \(B) - =
vll x5 % Ya Y2 Y3 Yo

Since C is a Laplacian matrix, we have yZ Cys > 0, no matter y, and thus A\z(A) < \o(B) which
completes the proof.

O

Lemma F.2. Let f, satisfy, forall x € R?, the decay condition

Zrdil sup fu(z) < o0

>1 z€RIN\B(0,r—1)

Then, there exists a constant C' > 0 such that, for any hyperplane H C RY, we have

/H fule) A1 (2) < C.

Proof. Defining for any r € N*, R(r) := B(0,r) \ B(0,r — 1), we have
d=1/,\ _ d—1
/H ful@) @) =Y /H o, R

r>1

> /H supfi(a)dH (@)

NR(r) x€R(r)

r>1
< Z/ sup fu(z)dHT ()
r>1 HNR(r) x€R\B(0,r—1)

Then, using the fact that H¢~1 (H N R(r)) < H4~! (H N B(0,r)), and noting that H N B(0, r) is

a (d — 1)-dimensional ball of radius r, we have

(d-1)/2
HIHH N R(r) < T
(%)

Therefore, incorporating this bound, we obtain:
fulz YA (z) < Ay ri=t sup fu(®)
/ ; T(E) eernbon

which is finite by our decay assumption on f,,.

rld=1)/2
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F.2 Technical Lemmas for Appendix [C]

Lemma F.3. Let (7,)n>0 and (my,)n>0 be some positive and decreasing sequences and let (0p,)n>0,
satisfying the following:

 The sequence 6, follows the recursive relation:

Ont1 < (1 —wynt1) On + Mpp1Yn+1, 2D
with ég > 0 and w > 0.

* v, converges to (.
o Letng =inf{n > 1 : wy,q1 < 1}, p, is non-negative.
Then, for all n > ng, we have the upper bound.:

n n 1
0n < exp (—w > %) (Z Vg + 5n0> +-mra)

1=no+1 k=ng

Proof. For all n > ng, one has

n

o< I Q=wi)dnn+ Do I (0 —wm)

i=no+1 k=no+1i=k+1

:ZUl,n ::UZ,n
One can consider two cases: [n/2] —1 < mng and [n/2] — 1 > ny.
Case where [n/2] — 1 < ng < n: Since my, is decreasing,

n n
Usn <Mngrr », J] (1= ww)n

k=no+1i=k+1

D MR | R § (O

k=np+1i=k+1 i=k
1 n
= Mne41 (1= II a—ww
i=no+1
1
S 7m'n0+1
w

. . . . 1
Since my, is decreasing, it comes Us ,, < SMip/2]-

Case where [n/2] — 1 > ng: Asin [3], for all m = ng + 1,...,n, one has
n m 1
Ua < o0 (—w 3 %) S et L,
k=m+1 k=no+1
Then, taking m = [n/2] — 1, it comes
n [n/2]—1 )
Ugn < exp | —w Z Yk Z VKM F =M n/2]-1
k=[n/2] k=no+1

O

Lemma F.4. Linearization of the Hessian If a function H : R™ — R is such that its Hessian is
a-Holder on the ball B(0,r), withr > 0,« € (0,1) and constant L, then for any g,g* € B(0,r),
we have

IVH(g) — V2H(g")(g —g")|| < Clg — g*[|' T,

_ L
where C = i
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Proof. Consider the Taylor expansion of V H (g) around g*:
VH(g) = VH(g") + V?H(g")(g — g") + R(g),
where the remainder term R(g) is given by:
1
R(g) = / [V2H(g" +t(g — g")) — V?H(g")] (g — g")dt.
0
By the assumption of a-Holder continuity of the Hessian, we have
IV2H (g" +t(g — &) — V2H(g")Il < Llit(g — g")|* = Lt*[lg — &"[I*-
Thus,

1 1
I\R(g)IIS/0 Ltallg—g*\\allg—g*\ldt=L||g—g*\|1+a/0 tedt.

Evaluating the integral:
1
1
/ todt = ——.
0 a+1

L

< _ * 1+o¢.
IR@®)| < — e~ (&

Therefore,

This implies the desired inequality:
IVH(g) — V*H(g")(g — (&")] < Cli(g — (&"['**,

_ L
where C = i
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