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Abstract

Recent work on pruning large language models (LLMs) has shown that one can
eliminate a large number of parameters without compromising performance, mak-
ing pruning a promising strategy to reduce LLM model size. Existing LLM pruning
strategies typically assign uniform pruning ratios across layers, limiting overall
pruning ability; and recent work on layerwise pruning of LLMs is often based
on heuristics that can easily lead to suboptimal performance. In this paper, we
leverage Heavy-Tailed Self-Regularization (HT-SR) Theory, in particular the shape
of empirical spectral densities (ESDs) of weight matrices, to design improved
layerwise pruning ratios for LLMs. Our analysis reveals a wide variability in
how well-trained, and thus relatedly how prunable, different layers of an LLM are.
Based on this, we propose AlphaPruning, which uses shape metrics to allocate
layerwise sparsity ratios in a more theoretically-principled manner. AlphaPruning
can be used in conjunction with multiple existing LLM pruning methods. Our
empirical results show that AlphaPruning prunes LLaMA-7B to 80% sparsity
while maintaining reasonable perplexity, marking a first in the literature on LLMs.
We have open-sourced our code.2

1 Introduction

Recent work on pruning large language models (LLMs) [Jaiswal et al., 2023, Frantar and Alistarh,
2023a, Sun et al., 2023] has shown the ability to reduce the number of parameters significantly,
without compromising performance, resulting in notable savings in memory footprint, computing
time, and energy consumption. Unlike pre-LLM pruning methods [Sanh et al., 2020, Kurtic et al.,
2022], existing LLM pruning approaches typically allocate the “sparsity budget” (i.e., the number of
pruned parameters or pruning ratios) uniformly across layers, making it difficult to increase sparsity
to very high levels. Relatively little effort has been put into developing theoretically-principled ways
to compute layerwise pruning ratios. For example, the Outlier Weighed Layerwise sparsity (OWL)
method [Yin et al., 2023] uses a nonuniform layerwise sparsity based on the distribution of outlier
activations. However, OWL relies on heuristics related to the presence of outliers [Kovaleva et al.,
2021, Puccetti et al., 2022, Dettmers et al., 2022]. This can lead to suboptimal performance in the
absence of outliers, and this can make it difficult to achieve very aggressive levels of sparsity. For
example, Yin et al. [2023] shows that pruning LLMs to 80% sparsity often significantly degrades the
prediction performance of LLMs.

In developing a principled approach to allocate sparsity budgets across layers, we draw inspiration
from Heavy-Tailed Self-Regularization (HT-SR) Theory [Martin et al., 2021, Martin and Mahoney,
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Figure 1: The pipeline diagram of AlphaPruning. Our post-training layer-wise pruning method
involves the following steps: (i) Performing ESD analysis on all weight matrices of a base LLM
and (ii) employing PL fitting to derive the layer-wise metric values (that measures the HT exponent).
Then, (iii) using the layer-wise metric values, we assign layer-wise pruning ratios to each layer
through a linear assignment function.

2021a,b, 2019, 2017, 2020, Yang et al., 2023, Zhou et al., 2023, Qing et al., 2024]. HT-SR theory
analyzes the weight matrices of models to derive quantities (related to the shape of the weight matrix
eigenspectrum), which help characterize model capacity and quality. Applications of HT-SR to model
selection [Martin and Mahoney, 2019, 2020, 2021a, Martin et al., 2021, Yang et al., 2023] and layer-
wise adaptive training [Zhou et al., 2023] demonstrate the effectiveness of the theory in estimating
model and layer quality. Furthermore, in the context of pruning memory/computation-efficient LLMs,
using this kind of low-cost weight analysis is advantageous because it requires no data or gradient
backpropagation.

Our study consists of two main parts. In the first part, we evaluate the effectiveness of various weight
matrix-based metrics for allocating layer-wise sparsity. Our primary finding indicates that shape
metrics generally outperform scale metrics in determining layer importance for pruning. Shape
metrics capture the shape properties of the empirical spectral densities (ESDs) of layer weight
matrices, whereas scale metrics, like matrix norms, reflect the size or scale of ESDs. This offers a
novel perspective since shape metrics are less frequently used in the literature than scale metrics,
which have been used to create regularizers [Yoshida and Miyato, 2017] and inform pruning [Han
et al., 2015].

In the second part of the paper, we introduce a theoretically principled layer-wise sparsity allocation
method, AlphaPruning, based on metrics that quantify a unique heavy-tailed (HTed) shape of ESDs.
According to HT-SR theory, well-trained models display strong correlations among the weight matrix
elements, leading to HT structures in layer weight matrices’ ESDs [Martin and Mahoney, 2019, 2020,
2021a]. Moreover, layers with more pronounced HT properties are typically better trained than others.
We quantify the HT properties by fitting a power law (PL) distribution [Alstott et al., 2014, Clauset
et al., 2009] to ESD and using the PL exponent as the HT metric PL Alpha Hill.3 The principle of
AlphaPruning is to allocate less sparsity to more well-trained (more HTed) layers, as indicated by
lower PL Alpha Hill values, thereby preserving their quality during pruning. Figure 1 illustrates
the pipeline of AlphaPruning.

We conducted a comprehensive empirical evaluation to assess the generalizability of AlphaPruning
in LLM pruning. This evaluation involved comparisons with various baseline methods, integration
with existing techniques, and testing across different architectures. We also conducted sanity checks
to ensure that AlphaPruning indeed reduces the variation of PL Alpha Hill values across layers.
Our key contributions are summarized below.

• This paper is the first to study principled layer-wise sparsity allocation from the HT-SR perspective.
We systematically evaluate multiple weight matrix-based metrics to compute sparsity based on
their effectiveness in estimating layer quality, discovering an interesting finding: shape metrics
outperform scale metrics in allocating sparsity, despite the latter being more commonly used.

3Following Zhou et al. [2023], we use a biased estimator, called PL Alpha Hill, to replace the commonly
used MLE estimator of the PL exponent [Alstott et al., 2014, Clauset et al., 2009, Martin and Mahoney, 2021b]
for allocating layer-wise sparsity ratios. This estimator proves to have a smaller variance and thus is easier to
integrate with training models that require repeated estimation of the HT exponent.
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• We introduce a novel sparsity allocation method, AlphaPruning, inspired by HT-SR theory, which
demonstrates superior performance in LLM pruning. This method assigns sparsities based on
the heavy-tailed shape of ESDs in layer weight matrices, a previously unexplored concept. Our
empirical evaluations span a range of LLM architectures, including the LLaMA V1-3 families [Tou-
vron et al., 2023a,b], OPT families [Zhang et al., 2023], Vicuna-7B [Zheng et al., 2024], and
Mistral-7B [Jiang et al., 2023]. The results show that AlphaPruning outperforms OWL [Yin et al.,
2023], the current SOTA non-uniform sparsity allocation method for LLMs, reducing perplexity
by 304.31 and achieving an average accuracy gain of 4.6% over 7 zero-shot tasks at 80% sparsity,
while providing a 3.06× end-to-end speedup on CPUs for LLaMA-7B on the DeepSparse [Neural-
Magic, 2021] inference engine. AlphaPruning also outperforms six layer-wise allocation methods,
including global thresholding [Frankle and Carbin, 2018], ER [Mocanu et al., 2018], ER-Plus [Liu
et al., 2022a], LAMP [Lee et al., 2020], rank selection [Kuzmin et al., 2019, El Halabi et al., 2022],
and layer-wise error thresholding [Ye et al., 2020, Zhuang et al., 2018].

• AlphaPruning provides layer-wise budget allocation (e.g., sparsity), demonstrating remarkable
generalizability and can be integrated with multiple LLM compression techniques to enhance
performance. This includes unstructured pruning (Wanda [Sun et al., 2023], SparseGPT [Frantar
and Alistarh, 2023b]), with or without fine-tuning [Hu et al., 2021], semi-structured (Domi-
noSearch [Sun et al., 2021]), structured pruning (LLMPruner [Ma et al., 2023], OSSCAR [Meng
et al., 2024]), mixed-precision quantization [Tang et al., 2022]. Additionally, we have extended this
method to large Computer Vision (CV) architectures, such as Vision Transformers (ViT) [Dosovit-
skiy et al., 2020], and ConvNext [Liu et al., 2022b]. In this case, OWL significantly underperforms
AlphaPruning due to the lack of outlier features. This indicates HT metrics are more general than
outlier metrics.

• AlphaPruning is theoretically driven, and its improvements can be interpreted by HT-SR metrics.
We demonstrate that model performance correlates with model-wise and layer-wise changes in
PL Alpha Hill before and after pruning. Furthermore, compared to baseline pruning methods,
AlphaPruning not only improves model performance but also achieves a lower mean of layer-wise
PL Alpha Hill. HT-SR theory suggests that AlphaPruning preserves the quality of model layers
“on average”, minimizing the damage caused by pruning.

We provide an overview of related work in Appendix C.

2 Background and Setup

2.1 Notation

Consider a NN with L layers, Wi is one of the weight matrices extracted from the i-th layer with
shape m × n (m ≥ n). We note that the “layer” used in this work refers to the transformer block
(layer), and each block contains multiple weight matrices, such as the attention layer weight matrix,
and projection layer weight matrix. The correlation matrix Xi = W⊤

i Wi is an n × n symmetric
matrix, and the ESD of Xi is formulated as

µXi
:=

1

n

n∑
j=1

δλj(Xi) (1)

where λ1 (Xi) ≤ . . . ≤ λn (Xi) are the eigenvalues of Xi and δ is the Dirac delta function. The
ESD is a probability measure, which can be viewed as a distribution of the eigenvalues of Xi.

2.2 HT-SR theory and metrics

Here, we provide a brief overview of HT-SR theory. HR-SR theory originated as a semi-empirical
theory, with early seminal work [Martin and Mahoney, 2019, Martin et al., 2021] examining the
empirical spectral density (ESD) of weight matrices, specifically the eigenspectrum of the correlation
matrix Xi = W⊤

i Wi. This research found that the structures of the ESDs strongly correlate with
training quality. These findings are rooted in statistical physics and Random Matrix Theory [Couillet
and Liao, 2022], as detailed in Table 1 of Martin and Mahoney [2019]. It is well-known [Wang et al.,
2024, Couillet and Liao, 2022] that spikes in ESD represent “signals,” while the bulk represents noise,
which follows the Marchenko-Pastur law. In the theoretical setting of Wang et al. [2024], the signal or
the spike aligns with ground-truth features from the teacher model, and that corresponds to increased
correlations in weight elements. Furthermore, Kothapalli et al. [2024] show that heavy tails in ESD
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originate from the interaction between spikes and bulk, which can be quantified precisely using recent
advances in the free-probability theory [Landau et al., 2023], and the interaction characterizes the
“bulk-decay” phase in the five-plus-one phase model in Martin and Mahoney [2019], a critical phase
between classical “bulk+spike” model and heavy-tail models.

To quantify the structure of ESDs, HT-SR theory provides several metrics, collectively known as HT-
SR metrics. These metrics are typically categorized into two groups: scale metrics and shape metrics.

Scale metrics. Scale metrics refer to those obtained from measuring various norms of weight matrices.
As demonstrated empirically in Yang et al. [2023], these metrics are often strongly correlated with the
generalization gap (which is the gap between training and test performance), instead of the quality of
the models. In this paper, we mainly study two scale metrics, Frobenius Norm and Spectral Norm.
The Frobenius Norm metric is calculated by the squared Frobenius norm of the weight matrix
∥W∥2F ; and the Spectral Norm metric can be calculated by the square of the spectral radius of the
weight matrix ∥W∥22.

Shape metrics. Drawing analytic methods from Random Matrix Theory, HT-SR work analyzes
poorly trained and well-trained models and concludes that the performance of these models usually
correlates with shapes emerging in their ESDs, such as “bulk+spike” shape or “heavy-tailed” shape.
The metrics used to characterize these ESD shapes are called shape metrics, and we mainly studied
four of them: PL Alpha Hill, Alpha Hat, Stable Rank, and Entropy. PL Alpha Hill is the
main metric used in our method, and we define it in Section 3.2. The definitions of other shape
metrics (including Alpha Hat, Stable Rank, Entropy) can be found in Appendix D.

3 Alpha-Pruning

In this section, we first outline the motivation behind AlphaPruning, followed by an introduction to
the layer-wise importance metric, PL Alpha Hill, and the sparsity allocation function, as shown in
Figure 1. Our empirical analysis reveals that shape metrics generally outperform scale metrics in
guiding sparsity allocation with the same function. Notably, PL Alpha Hill, the shape metric used
in AlphaPruning, achieves the best results in preliminary evaluations.

3.1 Rationale

HT-SR theory, introduced in Section 2.2, examines the ESD of weight matrices and finds a strong cor-
relation between heavy-tailed structures in the ESD and training quality. It suggests that heavy-tailed
structures emerge from feature learning, where useful correlations are extracted during optimization.
Layers with more heavy-tailed ESDs tend to capture more signals, indicating better training quality.
Inspired by these findings, we propose to assign sparsity based on the heavy-tailed properties of
each layer’s ESD. Layers with more heavy-tailed ESDs, which contain more learned signals, are
assigned lower sparsity, while layers with light-tailed ESDs are assigned higher sparsity. In practice,
the heavy-tailed structure is measured by fitting a PL distribution to the ESD, and extracting the PL
exponent α as the indicator. This is why our method is named AlphaPruning.

3.2 Estimating layer quality by HT metric

AlphaPruning relies on estimating the layer quality based on the HT characteristic of the layer
ESDs, which is quantified by HT metric PL Alpha Hill. Given an ESD µXi of a weight matrix’s
correlation matrix, we fit a PL density function p(λ) on it, taking values within an interval (λmin,
λmax), formally defined as:

p(λ) ∝ λ−α, λmin < λ < λmax. (2)

The estimated exponent α is then used as a metric to characterize the HT extent of the ESD, with a
lower value means more HTed. We estimate the PL coefficient using the Hill estimator [Hill, 1975,
Xiao et al., 2023b, Zhou et al., 2023], and we refer to it as the PL Alpha Hill metric. The Hill
estimator is defined as:

PL Alpha Hill = 1 +
k

(
∑k

i=1 ln
λn−i+1

λn−k
)
, (3)

where {λi}ni=1 is sorted in ascending order, and k is a tunable parameter that adjusts the lower
eigenvalue threshold λmin for (truncated) PL estimation. We adopt the Fix-finger method [Yang
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et al., 2023] to select the k, which sets k such that λmin aligns with the peak of the ESD. Note that
PL Alpha Hill and other scale/shape metrics are calculated for each weight matrix individually.

3.3 Allocating sparsity based on the layer quality

AlphaPruning allocates sparsity for each layer (transformer block) by using a mapping function
ϕ : RL → RL to map a sequence of layer quality measures q = (q1, q2, .., qL) into corresponding
sparsities ϕ(q).

ϕ(q)i = η

[
qi − qmin

qmax − qmin
(s2 − s1) + s1

]
. (4)

Here, ϕ(q)i represents the i-th element of the resulting vector ϕ(q), qi represents the i-th element of
the input vector q, and qmin, qmax represent the minimum and maximum values of q. The normalization
factor η adjusts the sparsity levels to achieve the target global sparsity S. Each layer’s sparsity is
normalized within the interval [ηs1, ηs2]. η is calculated using the equation

∑L
i=1 ϕ(q)idi =

S ·
∑L

i=1 di, in which di is the number of parameters of Wi. Both sides of the equation represent
the total number of remaining parameters. The (s1, s2) are tunable hyperparameters that adjust the
non-uniformity of the sparsity distribution. We note that sparsity allocation is executed on a per-block
basis, averaging the HT-SR metric across all matrices within a block to determine qi. This design
is supported by an ablation study, presented in Appendix F, which shows that it yields superior
performance over a per-matrix allocation. Hyperparameter settings for all experiments are provided
in Appendix G.

3.4 Shape vs. scale metrics for sparsity allocation

In this study, we evaluated various HT-SR metrics, as defined in Section 2.2, to assess their effective-
ness in estimating layer quality q for computing layer-wise sparsity. Our preliminary experiments
involved pruning the LLaMA-7B model to 70% sparsity and assessing its performance through
WikiText perplexity and accuracy across seven zero-shot tasks, with results presented in Table 1.
We applied each HT-SR metric in conjunction with three intra-layer pruning techniques (which
only determine which matrix elements to prune), such as Magnitude, Wanda, and SparseGPT, to
thoroughly evaluate their efficacy. Further experiments on Vision Transformers (ViT) are described
in Appendix I.1. Across all tests, shape metrics consistently outperformed scale metrics in assigning
layer-wise sparsities. This finding suggests that shape metrics are more robust and yield more reliable
predictions of layer quality, which extends previous research [Yang et al., 2023, Zhou et al., 2023,
Martin et al., 2021] on estimating model quality. Notably, the shape metric PL Alpha Hill that
focuses on estimating the HT shape, proved to be the most effective. Consequently, we have adopted
PL Alpha Hill as the primary metric in our proposed method, AlphaPruning.

Metric used for Perplexity on WikiText (↓) Average accuracy on 7 zero-shot tasks (↑)
layerwise pruning ratios Magnitude Wanda SparseGPT Magnitude Wanda SparseGPT

Uniform 48419.13 85.77 26.30 32.30 36.73 41.52

Frobenius Norm 30136.37 59.82 24.95 33.23 37.62 43.67
Spectral Norm 48073.99 246.84 29.01 32.81 33.15 41.14

Entropy 3716.07 41.15 22.02 33.58 39.39 43.53
Stable Rank 851.65 41.24 24.91 34.91 39.74 42.97
Alpha Hat 1256.02 27.60 20.02 33.48 43.57 43.83

PL Alpha Hill 231.01 23.86 18.54 35.67 44.42 45.48

Table 1: Evaluating shape metrics versus scale metrics on allocating layerwise sparsities on
LLMs. Shape metrics are obtained from the shapes of the ESDs. Scale metrics are norm-based
metrics measuring the scale of weights matrices (which can also be obtained from the ESD). The
results are conducted on LLaMA-7B at 70% sparsity. We show WikiText validation perplexity and
average accuracy on seven different zero-shot tasks as evaluation metrics. We observe that shape
metrics outperform scale metrics and PL Alpha Hill performs the best.
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4 Empirical results

In this section, we evaluate the performance, generalizability, and interpretability of AlphaPruning.
Section 4.1 outlines our experimental setup. In Section 4.2, we evaluate AlphaPruning’s perfor-
mance by comparing it to the SOTA method OWL and five other baseline methods, and we analyze
the efficiency of LLMs pruned by AlphaPruning using practical metrics such as FLOPs and la-
tency. Section 4.3 evaluates the generalizability of AlphaPruning by integrating it with various
LLM compression techniques including post-pruning fine-tuning, semi-structured pruning, structured
pruning, and mixed-precision quantization. Additionally, we extend its application to CV tasks.
Section 4.4 provides an analysis of the layer-wise sparsities and the PL Alpha Hill distribution to
further elucidate the effectiveness and implications of AlphaPruning.

4.1 Experimental setup

Models and Evaluation. We evaluate AlphaPruning on the three most widely adopted LLM
model families: LLaMA 7B/13B/30B/65B [Touvron et al., 2023a], LLaMA-2 7B/13B/70B [Touvron
et al., 2023b], OPT 125M/350M/2.7B/6.7B, and other advanced LLMs: LLaMA-3-8B, Vicuna-7B,
Mistral-7B. Our evaluation protocol aligns with established methodologies for LLM pruning [Xiao
et al., 2023a], including assessments of language modeling proficiency and zero-shot capabilities.
Specifically, we evaluate the perplexity on the held-out WikiText [Merity et al., 2016] validation set,
and use seven tasks, including BoolQ [Clark et al., 2019], RTE [Wang et al., 2018], HellaSwag [Zellers
et al., 2019], WinoGrande [Sakaguchi et al., 2021], ARC Easy and Challenge [Clark et al., 2018] and
OpenbookQA [Mihaylov et al., 2018] for downstream zero-shot evaluation [Gao et al., 2023].

Baselines. We apply the layer-wise sparsities determined by AlphaPruning to three LLM pruning
methods, including Magnitude [Han et al., 2015], SparseGPT [Frantar and Alistarh, 2023b] and
Wanda [Sun et al., 2023]. Magnitude-based pruning is a simple and strong baseline in which
weights are discarded based on their magnitudes. Wanda and SparseGPT are two strong LLM
pruning baselines due to their capability to sustain reasonable performance even at relatively high
sparsity levels (around 50%). All these methods originally used uniform layerwise sparsity. We
incorporate AlphaPruning directly into these baselines, and we demonstrate that this results in
improved performance. Besides, we also compare AlphaPruning with OWL [Yin et al., 2023], a
recently proposed non-uniform LLM pruning method and six layer-wise pruning methods, including
global thresholding [Frankle and Carbin, 2018], ER [Mocanu et al., 2018], ER-Plus [Liu et al., 2022a],
LAMP [Lee et al., 2020], rank selection [Kuzmin et al., 2019, El Halabi et al., 2022], and layer-wise
error thresholding [Ye et al., 2020, Zhuang et al., 2018].

4.2 Main results

Language Modeling. In Table 2, we report the perplexity of the pruned LLaMA and LLaMA-2
models at 70% sparsity. We provide results for more sparsity levels in Figure 2 and Appendix H.
AlphaPruning, as a general layerwise sparsity method, consistently demonstrates performance
improvements when used in conjunction with various pruning methods. For example, in the case
of LLaMA-7B with a sparsity of 70%, AlphaPruning produces sparse networks with a perplexity
of 231.01, significantly outperforming the Magnitude-based pruning baseline of 48419.13. Notably,
when applied to Wanda and SparseGPT, two robust LLM pruning methods, AlphaPruning still
achieves substantial perplexity reductions, evidenced by a decrease of 61.91 for Wanda and 7.76 for
SparseGPT, in the case of LLaMA-7B with a sparsity of 70%.

Zero-shot tasks. We conducted empirical evaluations to determine the zero-shot ability of pruned
LLMs on diverse zero-shot downstream tasks with prompting. The results are shown in Table 3,
where we show the mean zero-shot accuracy on 7 zero-shot tasks of pruned LLaMA and LLaMA-2
models at sparsity of 70%. AlphaPruning consistently improves accuracy across all settings. For
example, AlphaPruning achieves an average accuracy gain of 8.79, 6.05, and 2.61 over 7 tasks and
7 models compared to Magnitude, Wanda, and SparseGPT alone, respectively. These results highlight
the promise of AlphaPruning for more challenging zero-shot downstream tasks.

More baseline comparison. For allocating layerwise sparsity ratios, we compare AlphaPruning
with other allocation methods. The experiments involve pruning the LLaMA-7B model and LLaMA-
13B to various sparsities. We use Wanda as the basic pruning method, with results presented in
Figure 2 and Figure 3. Results indicate that AlphaPruning significantly outperforms all baseline
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LLaMA LLaMA-2Method Layerwise sparsity 7B 13B 30B 65B 7B 13B 70B

Dense model - 5.68 5.09 4.77 3.56 5.12 4.57 3.12

Uniform 48419.13 84527.45 977.76 46.91 49911.45 214.04 1481.95
OWL 19527.58 11464.69 242.57 15.16 59176.42 57.55 17.18Magnitude
Ours 231.01 2029.20 62.39 16.01 8900.32 31.89 15.27

Uniform 85.77 54.03 17.35 15.17 74.26 45.36 10.56
OWL 24.57 17.17 10.75 8.61 30.38 20.70 8.52Wanda
Ours 23.86 14.21 9.68 7.86 28.87 14.16 7.83

Uniform 26.30 18.85 12.95 10.14 27.65 19.77 9.28
OWL 19.49 14.55 10.28 8.28 20.40 15.27 7.65SparseGPT
Ours 18.54 12.81 9.77 7.83 19.34 12.20 7.57

Table 2: WikiText validation perplexity for pruned LLaMA and LLaMA-2 models at 70% sparsity.
Our method (AlphaPruning) is compared to uniform layerwise sparsity and OWL, each paired
with magnitude-based pruning, Wanda, and SparseGPT. Lower perplexity indicates improved model
performance.

LLaMA LLaMA-2Method Layerwise sparsity 7B 13B 30B 65B 7B 13B 70B

Dense model - 60.08 62.59 65.47 67.05 59.71 63.05 67.06

Uniform 32.30 34.95 32.39 45.04 33.38 33.56 43.65
OWL 33.57 36.86 33.88 53.42 34.17 36.98 50.49Magnitude
Ours 35.67 38.23 42.56 55.22 37.86 44.53 50.72

Uniform 36.73 38.90 51.07 54.90 34.66 37.16 56.72
OWL 43.41 45.91 52.38 57.34 40.46 45.04 57.19Wanda
Ours 44.42 47.48 54.48 58.93 41.98 47.21 57.63

Uniform 41.52 45.67 52.75 57.81 41.84 45.17 59.68
OWL 44.65 47.61 53.16 58.25 44.96 47.94 59.20SparseGPT
Ours 45.48 48.41 54.07 59.72 44.68 49.26 60.23

Table 3: Comparison of mean zero-shot accuracies (%) for pruned LLaMA and LLaMA-2 models
at 70% sparsity. We evaluate our method (AlphaPruning) against uniform layerwise sparsity and
OWL, each integrated with magnitude-based pruning, Wanda, and SparseGPT. Higher accuracy
values indicate better zero-shot ability.

methods in relatively high-sparsity regimes. For LLaMA-7B and LLaMA-13B pruned to 80% sparsity,
AlphaPruning reduces perplexity by 304.31 and 200.54 compared to OWL, respectively. Achieving
high levels of sparsity is crucial for unstructured sparsity to yield significant speedups on GPUs
by leveraging existing sparse kernels. Sparse kernels such as Flash-LLM [Xia et al., 2023] and
Sputnik [Gale et al., 2020] have shown that unstructured sparsity outperforms dense computation in
terms of performance, but only when sparsity levels reach 60% and 71%, respectively. The importance
of achieving high sparsity is further substantiated in the following section, which demonstrates that
high sparsity levels facilitate significant end-to-end inference speedup. Additional comparisons with
rank selection and layer-wise error thresholding, as well as results using SparseGPT as the pruning
method and low sparsity results, can be found in Appendices H.
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Figure 2: The WikiText validation perplexity for LLaMA-7B
(left) and LLaMA-13B (right) pruned with different sparsities
using Wanda.
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Figure 3: Mean accuracy of
7 zero-shot tasks for LLaMA-
7B pruned with different spar-
sities using Wanda.
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Efficiency measure. To verify the sparse LLM pruned by our method can indeed achieve speedups
when deployed on the CPU, we provide new results in Table 4. We apply our method to Llama2-
7B-Chat-hf, prune it to different sparsities, and then test its end-to-end decode latency using
DeepSparse [Kurtic et al., 2023] inference engine on an Intel Xeon Gold 6126 CPU with 24 cores.
The results indicate that when the global sparsity reaches 80%, the speedup reaches 3.06×.

In Appendix I.2, we evaluate the pruned LLM by efficiency metrics other than sparsity, such as FLOPs,
Compared with uniform sparsity ratios, our approach is able to achieve better performance-FLOPs
trade-off. In Appendix I.3, we show that AlphaPruning can control the minimum layer sparsity
without losing the performance advantage to meet the hardware requirements of a memory-limited
device. In Appendix I.4, we report the runtime of AlphaPruning to show that the computational
overhead is reasonable. The computational complexity is not large because the most computation-
intensive aspect of our method involves performing SVD decomposition on weight matrices.

Sparsity Dense 10% 20% 30% 40% 50% 60% 70% 80% 90%

Latency (ms) 307.46 306.27 304.87 293.26 264.41 177.55 148.16 133.76 100.35 81.40
Throughput (tokens/sec) 3.25 3.26 3.28 3.41 3.78 5.63 6.74 7.47 9.96 12.28

Speedup 1.00x 1.00x 1.01x 1.05x 1.16x 1.73x 2.07x 2.30x 3.06x 3.78x

Table 4: End-to-end decode latency and speedup of AlphaPruning measured on the DeepSparse
inference engine.

4.3 Corroborating results

To demonstrate the generalizability of AlphaPruning, we first evaluate if the performance of
the model pruned by AlphaPruning can be well recovered by fine-tuning. Then we apply
AlphaPruning to other LLM compression techniques (semi-structured, structured pruning, and
quantization), and CV models.

Method Model 60% 70% 80%

Uniform LLaMA-V3-7B 23.35 126.57 880.57
Ours LLaMA-V3-7B 18.91 101.73 560.22

Uniform Vicuna-7B 12.64 110.05 6667.68
Ours Vicuna-7B 11.14 35.87 1081.76

Uniform Mistral-7B 11.47 60.08 353.62
Ours Mistral-7B 10.49 39.39 201.62

Table 5: WikiText validation perplexity (↓) of
more LLMs pruned by uniform sparsity and
our method combined with Wanda.

Method Sparsity Samples Perplexity (↓) Accuracy (↑)

– Dense – 5.68 60.08

Uniform 50% 20K 6.86 54.85
Ours 50% 20K 6.79 55.58

Uniform 60% 20K 8.32 51.81
Ours 60% 20K 8.23 53.39

Uniform 70% 30K 11.21 49.00
Ours 70% 30K 10.95 49.51

Uniform 80% 100K 20.11 39.32
Ours 80% 100K 18.53 40.02

Table 6: WikiText validation perplexity and zero-
shot tasks accuracy of SparseGPT pruned LLaMA-
7B at various sparsities after LoRA fine-tuning on
C4 dataset samples.

Fine-tuning. We show the performance of LLMs pruned by AlphaPruning can be well recovered
by fine-tuning. We investigate the parameter-efficient strategies for fine-tuning LLMs: LoRA fine-
tuning [Hu et al., 2021]. Fine-tuning is conducted on the C4 training set [Raffel et al., 2020] with
the pre-training auto-regressive loss. The pruned mask is fixed during fine-tuning. The low-rank
(r = 8) adapter is applied to the query and value projection matrices in the attention layers. We
fine-tune LLaMA-7B pruned by SparseGPT at various sparsities. Table 6 summarizes the results
for perplexity and mean zero-shot accuracy after fine-tuning pruned LLaMA-7B models. We can
see the performance of pruned LLMs can be notably improved with very light LoRA fine-tuning.
In Appendix I.8, we further compare AlphaPruning with baselines. The results show that the
advantages of AlphaPruning don’t diminish after fine-tuning.

More LLM architectures. To demonstrate that the effectiveness of AlphaPruning is robust across
various more advanced LLMs, we also apply AlphaPruning to LLaMA-3-7B, Vicuna-7B [Zheng
et al., 2024], and Mistral-7B [Jiang et al., 2023]. The results in Table 5 show that, as a general method,
AlphaPruning can consistently achieve performance improvement across different architectures.
Results for OPT families can be found in Appendix I.5.
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Figure 4: ImageNet-1K accuracy (↑) of
the sparse ConvNext model pruned to
various sparsity levels by AlphaPruning
and other baseline methods, without fine-
tuning.

Integration with other compression techniques. To
demonstrate the generalizability of our non-uniform
layerwise sparsity, we integrated AlphaPruning with
three prominent LLM compression methods: N:M spar-
sity, structured pruning, and quantization. In Ap-
pendix I.6, we examine a mixed N:8 sparsity setup us-
ing DominoSearch [Sun et al., 2021] as well as combine
AlphaPruning with structured pruning methods LLM-
Pruner [Ma et al., 2023] and OSSCAR [Meng et al.,
2024]. In Appendix I.7, we merge our method with mixed-
precision quantization as [Tang et al., 2022]. Across these
configurations, AlphaPruning consistently enhances the
performance of baseline methods.

Vision models. To illustrate AlphaPruning in a
broader context, we study how it performs against
other methods for determining layerwise sparsity on CV
tasks, where non-uniform layerwise sparsity has been
widely used. We consider two modern CV architectures:
ViT [Dosovitskiy et al., 2020] and ConvNext [Liu et al., 2022b]. We adopt Wanda as the pruning
approach and compare AlphaPruning with uniform layerwise sparsity and OWL. We present the
results on ConvNext in Figure 4 and provide more results on DeiT and ViT models in Appendix I.9.
These results affirm that AlphaPruning effectively allocates layerwise sparsities in CV tasks as well,
where OWL significantly underperforms AlphaPruning due to the lack of outlier features. This
indicates HT metrics are more general than outlier metrics.

4.4 Analyzing LLM pruning via HT-SR perspective

We study how the PL Alpha Hill metric as a measure of model quality (based on HT-SR theory)
changes before and after pruning. In particular, we show that the proposed method, AlphaPruning,
effectively controls the damage of pruning to model quality, resulting in a more favorable distribution
(lower mean) of PL Alpha Hill among the model layers compared to the baseline pruning method.

Analyzing PL Alpha Hill affected by pruning. We investigate how PL Alpha Hill values
change before and after pruning. According to HT-SR Theory [Yang et al., 2023, Martin et al., 2021],
models or layers of higher quality typically exhibit lower PL Alpha Hill values. As observed in
Figure 5a, dense LLaMA models (depicted in gray) consistently show a lower mean PL Alpha Hill,
with larger models demonstrating an even lower mean. Furthermore, we can see both pruning methods
lead to increments of the metric value, as pruning is often seen as damaging the quality of the model,
the changes are well correlated with the perplexity. More interestingly, AlphaPruning not only
outperforms the Uniform pruning in perplexity, but it also leads to a smaller mean of PL Alpha Hill.
Figure 5b delves deeper into this phenomenon by visualizing the metric value in a layer-wise manner.
It is noticeable that AlphaPruning leads to lower PL Alpha Hill than the uniform pruning among
the first several blocks. This is due to the mechanism (Figure 8) by which our method prunes the
model based on the layer-wise PL Alpha Hill, and prunes less on these more heavy-tailed layers.

Based on these results, we can conclude that: (1) pruning a model to a larger sparsity generally hurts
the model’s task performance (e.g., perplexity), and this coincides with decreased model quality, as
measured by PL Alpha Hill; and (2) a better pruning method such as AlphaPruning can obtain
a sparse model with a smaller mean of layer-wise PL Alpha Hill, and this is achieved by pruning
less aggressively in the dense layers with lower PL Alpha Hill layers.

Here we provide more analytical results in Appendix E. We show analyses on other LLMs provided
in Appendix E.1. We compare our HT-SR metrics with other layer quality metrics in Appendix E.2.
Additionally, in Appendix E.3, we investigate the distribution of layerwise sparsities allocated by
the heavy-tailed metric PL Alpha Hill. In Appendix E.4, we also examine the apparent connection
between our method, AlphaPruning, and Low-Rank Approximation (LRA) [Zhang et al., 2015, Wen
et al., 2017, Xu et al., 2019, Barsbey et al., 2021] from two perspectives. First, we study the relation-
ship between the ESD used in our method and the low-rank properties often used in LRA, where we
use PL Alpha Hill to measure HT and Stable Rank to measure low-rank properties. Second, we
study the differing layer-wise assignment strategies adopted by the two methods. Finally, we discuss

9



Dense Uniform AlphaPruning

LLaMA-7B LLaMA-13B LLaMA-30B
3.0

3.2

3.4

3.6

PL
_A

lp
ha

_H
ill

0

10

20

Pe
rp

le
xi

ty

(a) Model-wise heavy-tail analysis (b) Layer-wise heavy-tail analysis

Figure 5: Analyzing the heavy-tail metric PL Alpha Hill (lower the better by HT-SR theory) and
performance metric WikiText validation perplexity (lower the better) before and after pruning by
baseline uniform pruning and AlphaPruning. (a) The metric value is reported by averaging over all
layers within each model. The dashed lines represent the perplexity and the histograms represent the
PL Alpha Hill value. (b) The metric is reported by averaging all the matrices within each LLM layer.

how our findings relate to those of Barsbey et al. [2021], a paper closely related to ours, showing
that the results from both studies complement each other, offering different yet compatible insights.

5 Conclusion

We have used methods from HT-SR Theory to develop improved methods for pruning LLMs. The
basic idea is to analyze the ESDs of trained weight matrices and to use shape metrics from these
ESDs to measure how much to prune a given layer, with less well-trained layers, as measured by
these shape metrics from HT-SR Theory, being pruned more aggressively. Our extensive empirical
evaluation demonstrates that AlphaPruning offers a straightforward yet effective way of determining
the layer-wise sparsity ratios. Our analysis reveals that different layers of an LLM are not equally
trained (typically, the ESDs of early layers are more HT and thus are more well-trained, compared to
later layers), and that shape-based ESD metrics work better for layer quality prediction in pruning
pipelines than scale-based ESD metrics. AlphaPruning achieves higher sparsity, without severely
hurting performance, and also smaller values of PL Alpha Hill after pruning. AlphaPruning is
also compatible with multiple existing LLM pruning methods and is expected to be integrated with
future ones, as long as the methods allow specifying layerwise ratios.
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Appendix

A Impact Statements

This paper leverages HT-SR Theory to design improved layerwise pruning ratios for LLMs. Although
the proposed method could be applied to compress models with adverse applications, we do not
see any immediate negative societal impacts stemming from the algorithm itself. Indeed, we see
a lot of societal value in proposing our method to the community. Through the implementation of
effective layerwise sparsity, we can achieve substantial reductions in the parameters of LLMs while
retaining their functionality. Consequently, this advancement facilitates the deployment of LLMs
in resource-constrained devices, accelerates the predictions for resource-limited LLM services, and
contributes to the sustainability of LLM technologies.

B Limitation

This paper’s empirical evaluation focuses on post-training pruning methods without fine-tuning, in
alignment with recent research in LLM pruning, such as OWL, Wanda, and SparseGPT. This is
due to the substantial computational resources required to restore heavily pruned LLMs to their
original performance. Nonetheless, our experiments with limited fine-tuning have demonstrated that
the proposed pruning method can achieve only a mild performance drop while yielding significant
efficiency improvements.

C Related work

Pruning. Removing weights or connections in a trained neural network (NN) to generate an
efficient, compressed model has a long history [LeCun et al., 1990, Mozer and Smolensky, 1988,
Janowsky, 1989, Mocanu et al., 2018]. Modern NNs are frequently over-parameterized [Wang and Tu,
2020, Bhojanapalli et al., 2021], and thus removing redundancies improves computation and memory
efficiency. A common approach is weight-magnitude-based pruning [Han et al., 2015], which zeros
out connections with weights smaller than a specified threshold. However, when it comes to pruning
LLMs [Brown et al., 2020, Touvron et al., 2023a], progress has been limited. Conventional pruning
typically requires a round of retraining to restore performance [Blalock et al., 2020], which can be
challenging for LLMs. To address the difficulty in retraining, researchers have developed specially
tailored pruning algorithms for LLMs. For example, Ma et al. [2023] explored sparse structured
LLMs, using Taylor pruning to remove entire weight rows, followed by LoRA fine-tuning. More
recent research has shifted towards unstructured pruning without the need for fine-tuning, showing
substantial advancements. In particular, SparseGPT [Frantar and Alistarh, 2023b] uses the Hessian
inverse for pruning and subsequent weight updates to reduce the reconstruction error of dense and
sparse weights, while Wanda [Sun et al., 2023] uses a criterion that incorporates weight magnitudes
and input activations, in order to preserve outlier features [Kovaleva et al., 2021, Puccetti et al., 2022,
Dettmers et al., 2022]. Our work allocates parameters in a more theoretically-principled manner,
enabling pruning LLMs to higher sparsity levels.

Layerwise sparsity budgets. Although layerwise sparsity has been widely studied in pre-LLM
pruning [Mocanu et al., 2018, Evci et al., 2020, Liu et al., 2022a, Gale et al., 2019, Lee et al., 2020],
relatively little attention has been devoted to determining the pruning ratios for each layer in LLMs.
(Interestingly, this layer-wise approach has been applied to model quantization [Kim et al., 2023,
Shen et al., 2020, Dong et al., 2019].) Frantar and Alistarh [2023b] and Sun et al. [2023] apply a
uniform pruning ratio across all layers, and Yin et al. [2023] computes the sparsity budgets using the
outlier ratio observed within each layer’s token feature distribution. Existing work on sparsity budgets
has generally used heuristics, such as different forms of size or scale metrics (such as norm-based
metrics), to determine sparsity budgets per layer. For instance, ABCPruner [Lin et al., 2020] reduces
the number of combinations of layer sparsities to search over, but it still requires training to determine
the empirical validity of its suggested layer sparsities. Lee et al. [2020] modifies Magnitude-based
pruning by rescaling the importance scores in a layer by a factor dependent on the magnitude of
surviving connections in that layer. However, these methods are suboptimal in allocating layerwise
sparsities for pruning LLMs. Recently, Outlier Weighed Layerwise sparsity (OWL) [Yin et al., 2023]
designs a nonuniform layerwise sparsity based on the distribution of outlier activations in LLMs.
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However, OWL heuristically relies on the emergence of outliers, and this can lead to suboptimal
performance when outliers are absent from models. Our work uses HT-SR shape metrics such as
PL Alpha Hill to predict layer importance, and it allocates parameters in a more theoretically
principled manner, allowing pruning LLMs to higher sparsity levels than has ever been achieved
before.

D Definitions of HT-SR metrics

Here, we define the shape metrics, beyond PL Alpha Hill, that we use in our analysis.

• (Alpha Hat) The Alpha Hat metric [Martin et al., 2021] has been shown to be effective at
predicting generalization. It is the variant of PL exponent α (PL Alpha) weighted by the
log maximum eigenvalue log λmax(log spectral norm):

Alpha Hat = α log λmax. (5)

• (Stable Rank) The Stable Rank metric is a norm-adjusted measure of the scale of the
ESD, and previous work [Yang et al., 2023] has shown its strong correlation with PL Alpha.
For a weight matrix W, it can be calculated as:

Stable Rank = ∥W∥2F / ∥W∥22 . (6)

• (Entropy) For a weight matrix W, the Entropy metric is defined as

Entropy =
−1

log R(W)

∑
i

pi log pi. (7)

where pi = v2i /
∑

i v
2
i , vi is the i-th singular value of W, and R(W) refers to the rank of

W.

E Further analysis of results

E.1 Post-pruning layer-wise heavy-tail analysis

We investigate layer-wise PL Alpha Hill values after pruning by Uniform pruning and
AlphaPruning on more advanced LLMs (LLaMA-V3-8B, Vicuna-7B, Mistral-7B). According
to HT-SR Theory, models or layers of higher quality typically exhibit lower PL Alpha Hill values.
As observed in Figure 6, AlphaPruning leads to a smaller layer-wise PL Alpha Hill. This is due to
the mechanism (1) by which our method prunes the model based on the layer-wise PL Alpha Hill,
and prunes less on these more heavy-tailed layers.
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Figure 6: Analyzing the layer-wise heavy-tail metric PL Alpha Hill (lower the better by HT-SR
theory) after pruning by baseline uniform pruning and AlphaPruning.

E.2 Comparison with other LLM layer quality metrics

In addition to AlphaPruning proposed in our work, Gromov et al. [2024], Men et al. [2024] are other
studies that investigated methods that measure whether a layer is well-trained or not, demonstrating
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Figure 7: Comparing layer-wise sparsity distributions allocated by AlphaPruning (blue, ours)
and OWL (orange). While both methods show similar overall trends, AlphaPruning generates a
more granular distribution with distinct differences between consecutive layers.

LLMs layers are not equally well-trained. Gromov et al. [2024] developed a method that assesses the
similarity between the representations at different layers, defined as the angular distance between
feature vectors. They found that deeper layers are more similar to their neighboring layers than
shallow layers, suggesting that LLMs may not fully use the parameters in these deeper layers,
indicating these layers are not well-trained. Similarly, Men et al. [2024] introduced a metric called
Block Influence, which measures the impact of each transformer block on hidden states to gauge layer
significance. Their findings showed varying degrees of ineffectiveness/redundancy across layers,
suggesting that these layers are not well-trained.

Besides, in Figure 7, we compare the sparsity allocation of AlphaPruning with OWL. We show
that the general trends of sparsity distribution generated by the two methods are similar, with lower
sparsities allocated to earlier layers and higher sparsities allocated to deeper layers. However, our
method produces a more granular distribution with clearer distinctions between consecutive deep
layers, resulting in improved pruning performance.
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Figure 8: Comparing layerwise sparsities of AlphaPruning and uniform sparsities, at 80% global
sparsity on LLaMA-7B. The curves represent the layerwise sparsities, which are determined by
PL Alpha Hill values shown by the histograms.

E.3 Analyzing the layerwise sparsity distribution.

We elaborate on the layerwise sparsities assigned by AlphaPruning and heavy-tailed metric
PL Alpha Hill. The metric and sparsities results of LLaMA-7B are presented in Figure 8. We can
observe that, the blue bar histograms demonstrate that different layers of one model show diverse
PL Alpha Hill values, this indicates that these layers are not equally well-trained. This conclusion
is based on prior research on heavy-tails in weight matrices [Martin et al., 2021, Martin and Ma-
honey, 2019], this metric measures the heavy-tailed structure within the correlation matrix. This
measurement indicates the amount of correlation among the weight matrix elements, with strong
correlations leading to a more heavy-tailed empirical spectral density. Such a structure is often seen
as a result [Wang et al., 2024] of extracting various useful correlations (or features) from data during
optimization.
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Consequently, smaller PL Alpha Hill layers (more heavy-tailed) contain a greater number of learned
correlations. The larger PL Alpha Hill layers (less heavy-tailed) tend to retain fewer learned
correlations, remaining closer to the random initialization state. Figure 8 shows that AlphaPruning
suggests that large PL Alpha Hill layers with fewer learned correlations should be allocated with
larger sparsity, or being pruned more, while those small PL Alpha Hill layers should be allocated
with lower sparsity.

E.4 Connections with Low-rank Approximation.

A commonly used compression technique that also involves analyzing the eigenspectrum of the
weights is Low-Rank Approximation (LRA) [Zhang et al., 2015, Wen et al., 2017, Xu et al., 2019,
Barsbey et al., 2021]. We examine the apparent connection between our method, AlphaPruning,
and LRA from two perspectives. First, we study the relationship between the ESD used in our
method and the low-rank properties often used in LRA, where we use PL Alpha Hill to measure
HT and Stable Rank to measure low-rank properties. Second, we study the differing layer-wise
assignment strategies adopted by the two methods. Finally, we discuss how our findings relate to
those of Barsbey et al. [2021], a paper closely related to ours, showing that the results from both
studies complement each other, offering different yet compatible insights.
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Figure 9: Analyzing ESD properties and assignment strategies for LRA. (a) Stable Rank and
PL Alpha Hill show a similar pattern (the more heavy-tailed, the more low-ranked) across different
ESDs sampled from Pareto distribution. (b) The layer-wise PL Alpha Hill and Stable Rank of
the LLaMA-7B model exhibit a similar trend. (c) Comparing two assignment strategies for LRA, and
“Compress more on HTed layers” is better. This finding is opposite to pruning-based methods, which
find that “Compress less on HTed layers” is better.

For the first point, we find a strong positive correlation between the HTed properties and the low-rank
properties used in LRA: as the ESD becomes more HTed, it also becomes more low-ranked. To
demonstrate this, we sampled eigenvalues from an IID Pareto distribution with varying tail indices to
form ESDs and then measured Stable Rank on these ESDs. A lower PL Alpha Hill indicates a
more HTed distribution, while a lower Stable Rank indicates a more low-ranked structure. Figure 9a
shows that Stable Rank and PL Alpha Hill are positively correlated across different matrix sizes,
suggesting a relationship between HTed and low-ranked properties. In Figure 9b, we further verify
this by measuring PL Alpha Hill and Stable Rank across different layers of the pre-trained
LLaMA-7B model. The results reveal that both metrics follow a similar trend: shallow layers show
lower values, while deeper layers exhibit higher values, indicating consistent behavior across layers.
Therefore, we can see that the key metrics used in AlphaPruning and LRA are highly correlated.

For the second point, we clarify that the strategies for assigning higher or lower compression to
HTed or low-ranked layers differ between AlphaPruning and LRA. AlphaPruning assigns lower
compression ratios (less sparsity) to HTed layers. In contrast, LRA assigns higher compression
to low-ranked layers [Zhang et al., 2015, Wen et al., 2017, Xu et al., 2019], which, as established
earlier, tend to be HTed. Therefore, the two methods seemingly use different procedures in assigning
layerwise compression ratios. In Figure 9c, we empirically verify that, for LRA, assigning higher
compression to HTed layers is indeed more beneficial than its opposite for LLMs, as shown by
the results of applying both to LLaMA-7B models. This finding is opposite to the assignment
method used in AlphaPruning. We hypothesize that these differences arise from the distinct
mechanisms and principles of each method. In more detail, AlphaPruning, which is pruning-based,
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removes elements from the weight matrices, affecting the entire eigenspectrum. LRA, however,
removes only the smallest eigenvalues, leaving the larger eigenvalues intact. The guiding principle of
AlphaPruning is also different from LRA. It aims to make the model more deterministic and less
random by preserving weights corresponding to well-trained layers. It does this by preserving HTed
layers that contain more signals and removing light-tailed layers that, according to HT-SR theory,
resemble randomly initialized weight matrices. In some sense, it is similar to how decision trees
choose branches to reduce entropy. LRA, on the other hand, focuses on applying more compression
on low-rank matrices where the largest eigenvalues dominate. This allows for minimal impact on
reconstruction loss when removing small eigenvalues.

Lastly, Barsbey et al. [2021] concluded that models with lower HT measures are generally more
compressible than other models, focusing on cross-model comparisons. In contrast, our work
examines compressibility within a single model and suggests that, within a model, layers with lower
HT values are less compressible than other layers. Our insight supports layer-wise pruning strategies,
such as AlphaPruning, which applies less compression to more HTed layers.
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Figure 10: Comparison of pruning models with varying model-wise HT measures (Alpha).
Models with higher HT measures are more prunable using both Uniform pruning and AlphaPruning.
Relative accuracy is calculated as the post-pruning accuracy divided by the pre-pruning accuracy.
The experiments used FCNs trained on CIFAR-10.
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Figure 11: Comparison of our proposed layer-wise assignment strategy with other strategies on
models with varying model-wise HT measures. “Compress less on HTed layer” (AlphaPruning)
consistently outperforms Uniform pruning across different models, while “Compress more on HTed
layer” leads to worse performance compared to Uniform pruning. The experiments used FCNs
trained on CIFAR-10.

We adopt the experimental setup of Barsbey et al. [2021], training fully connected networks (FCNs)
with six hidden layers on the CIFAR-10 dataset. The HT measure used in their study referred to
as Alpha, quantifies the HTed structure of the weight parameters. The model-wise HT measure is
influenced by the “temperature”, defined as the ratio of learning rate to batch size. Higher temperatures
yield models with lower HT measures. Our first experiment reproduces the finding of Barsbey et al.
[2021], comparing the compressibility of models with varying model-wise HT measures. The results
verified that models with lower HT metrics are more compressible. It also tries to verify if the
conclusions hold when using our proposed layer-wise strategies. The results shown in Figure 10
support our hypotheses. The second experiment compares the effectiveness of these layer-wise
strategies and also checks if the findings are consistent across models with different model-wise HT
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measures. The results shown in Figure 11 confirmed that HTed layers are less compressible and that
pruning HTed layers less (which AlphaPruning does) is more effective.

F Ablation study of sparsity allocation

In Section 3.3, we introduced the range hyperparameters s1 and s2 to control the non-uniformity of
layer-wise sparsities. To simplify, we define τ such that s1 = 1 − τ, s2 = 1 + τ . AlphaPruning
allocates sparsity on a “per-block” basis, where all matrices within a block receive the same sparsity,
determined by averaging the PL Alpha Hill values across matrices within that block. Alternatively,
sparsity can be allocated on a “per-matrix” basis, allowing different sparsities for individual matrices
based on their PL Alpha Hill values. The ablation study on comparing per-matrix and per-block
choices is presented in F.1. The ablation study on comparing different mapping functions is shown in
F.2.
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Figure 12: Ablation study on sparsity allocation function hyperparameter τ . We use Wanda to
prune LLaMA model using AlphaPruning with both per-matrix and per-block allocation methods.

F.1 Per-matrix vs. per-block

In Figure 12, we compared per-matrix and per-block sparsity allocation across different values of
the hyperparameter τ , using Wanda. The results show a regime transition in pruning effectiveness
between the two methods. For sparsity levels below 50%, the per-matrix approach (gray lines)
achieves lower perplexity, indicating better performance. However, for sparsity values of 50% and
above, the per-block method (blue line) performs better. We further focused on high sparsity 70%,
as higher sparsity is more important to provide efficiency improvements. Specifically, we evaluated
both per-matrix and per-block methods in combination with various intra-layer pruning techniques.
Table 7 shows that the per-block method consistently outperforms the per-matrix method when used
in conjunction with three intra-layer pruning techniques.

Additionally, we analyzed the differences between MLP and Attention matrices by visualizing average
PL Alpha Hill values for seven types of weight matrices in LLaMA-7B, as shown in Figure 13.
The results indicate that query and key matrices have lower PL Alpha Hill values, suggesting they
are less prunable. Based on this insight, we developed a new allocation strategy called “Mixed”,
which combines per-block and per-matrix approaches. As defined, Mixed first assigns a block-wise
pruning ratio using the per-block method, then refines it within each block using per-matrix allocation.
Table 7 demonstrates that this Mixed approach provides further marginal improvements over both
per-matrix and per-block methods.
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Method Uniform Per-matrix Per-block Mixed

Magnitude 48419.13 7384.13 231.01 177.86
Wanda 85.77 58.71 23.86 22.46
SparseGPT 26.30 25.10 18.54 18.32

Table 7: Comparing perplexity of sparse LLaMA-
7B (sparsity=70%) pruned by four types of sparsity
allocation method.

Figure 13: Averaged PL Alpha Hill metric
values for seven types of weight matrices in
LLaMA-7B.

F.2 Different mapping functions

We provide ablation studies on the choices of sparsity assignment function. We implemented the
logarithmic method and compared it with the linear mapping function used in our current approach,
as shown in Figure 14. The results show that both methods perform similarly when combined with
Wanda, but linear mapping slightly outperforms the proposed logarithmic method when combined
with SparseGPT.
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Figure 14: Comparing different mapping functions. Linear (ours) refers to the linear mapping
function that is used in our current method. Logarithmic refers to computing the logarithmic of
metrics before linear mapping. The model is LLaMA-V1-7B. (a-b) refers to combining different
intra-layer pruning methods.

G Hypterparamter setting

Here, we provide the values of τ used in the experiments, as shown in Table 8.
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Method
Model Magnitude Wanda SparseGPT

LLaMA-7B 0.3 0.2 0.2
LLaMA-13B 0.5 0.3 0.3
LLaMA-30B 0.4 0.3 0.3
LLaMA-65B 0.4 0.3 0.3

LLaMA2-7B 0.5 0.3 0.2
LLaMA2-13B 0.4 0.3 0.3
LLaMA2-70B 0.4 0.3 0.3

Sparsity
Model 40% 50% 60% 70% 80%

ViT-B 0.3 0.3 0.3 – –
ViT-L 0.3 0.3 0.3 – –

DeiT-S 0.4 0.4 0.4 – –
DeiT-L 0.3 0.3 0.3 – –

ConvNext 0.1 0.1 0.2 0.2 0.2

Table 8: Left: Hyperparameters setting for results in Section 4.2. We report the optimal λ after a
small hyperparameter sweep within the range of τ ∈ [0.2, 0.3, 0.4, 0.5]. Right: Hyperparameters
setting for results in Section 4.3 for Vision Transformers at 40%, 50%, 60% sparsity. We report the
optimal λ after a small hyperparameter sweep within the range of τ ∈ [0.1, 0.2, 0.3, 0.4, 0.5].

H More baseline comparison

For assigning layerwise sparsity ratios, we compare AlphaPruning with other methods. In this
section, we provide definitions and details of these methods:

• Uniform. [Zhu and Gupta, 2017] Every layer pruned with the same target sparsity.
• Global [Frankle and Carbin, 2018]. A global threshold uniformly applied to all layers to satisfy

the overall sparsity requirement. The specific layerwise sparsity is automatically adjusted based on
this threshold.

• ER [Mocanu et al., 2018]. The sparsity of the convolutional layer is scaled proportionally to
1− hl−1+hl

hl−1×hl where hl refers to the number of neurons/channels in layer l.
• ER-Plus [Liu et al., 2022a]. ER-Plus modifies ER by forcing the last layer as dense if it is not,

while keeping the overall parameter count the same.
• LAMP [Lee et al., 2020]. This method modifies Magnitude-based pruning by rescaling the

importance scores in a layer by a factor dependent on the magnitude of surviving connections in
that layer.

• OWL [Yin et al., 2023]. A non-uniform layerwise sparsity based on the distribution of outlier
activations in LLMs, probing the possibility of pruning LLMs to high sparsity levels.

We adopt Wanda and SparseGPT as the pruning approach. The results are presented in Table 9
and Table 10, which indicate that AlphaPruning significantly outperforms all baseline methods
in relatively high-sparsity regimes. Besides, we have conducted additional experiments using the
“layerwise error thresholding” method, where each layer is pruned sequentially as specified in [Zhuang
et al., 2018, Ye et al., 2020]. We have also implemented the rank selection method as specified in
Section 5.2 of [El Halabi et al., 2022]. We present the updated experimental results in Table 11. We
observe that our method outperforms all the other baselines.

Method/Perplexity (↓) 10% 20% 30% 40% 50% 60% 70% 80%

Global 14.11 3134 10293 10762 14848 17765 5147 39918.56
LAMP 5.69 5.78 5.98 6.3912 7.57 12.86 185.52 15647.87

LAMP (per-block) 5.70 5.82 6.00 6.40 7.25 10.95 98.77 7318.08
ER 5.70 5.81 6.03 6.57 7.80 12.41 119.66 6263.79

ER-Plus 5.70 5.82 6.05 6.62 8.00 14.04 229.17 6013.91
Uniform 5.70 5.82 6.00 6.39 7.26 10.63 84.52 5889.13

OWL 5.70 5.80 6.01 6.39 7.22 9.35 24.56 1002.87
Ours 5.69 5.81 6.00 6.37 7.18 9.47 23.86 698.56

Table 9: WikiText validation perplexity (↓) of LLaMA-7B pruned by different allocation methods at
various global sparsities using Wanda. AlphaPruning outperforms other layerwise sparsity at high
sparsity range.
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Method/Perplexity (↓) 10% 20% 30% 40% 50% 60% 70% 80%

LAMP 5.69 5.78 5.96 6.34 7.37 11.27 31.96 274.73
LAMP (per-block) 5.70 5.80 5.96 6.33 7.22 10.45 27.05 224.32

ER 5.70 5.81 6.02 6.49 7.54 11.29 30.20 258.63
Uniform 5.69 5.89 5.96 6.32 7.22 10.56 26.30 188.11

OWL 5.71 5.81 5.97 6.35 7.22 9.51 19.49 84.94
Ours 5.69 5.81 5.99 6.36 7.30 9.73 18.44 81.98

Table 10: Perplexity (↓) of pruning LLaMA-7B into various global sparsities using SparseGPT. We
compare our method with three other baseline sparsity allocation methods.

Method Global sparsity Perplexity (↓) Zero-shot Accuracy (↑)

Uniform 70% 26.30 41.52
Layerwise error thresholding 70% 32.54 41.24

Rank selection 70% 21.34 42.90
Ours 70% 18.54 45.48

Table 11: Comparing our method to other layerwise sparsity baseline methods in pruning LLaMA-7B
into 70% sparsity. The perplexity is evaluated on the WikiText validation set. The zero-shot accuracy
is averaged over 7 downstream tasks. Each method is combined with SparseGPT.

I Complementary Experimental Results

I.1 Shape metrics versus scale metrics on Vision Transformers

We further evaluate different metrics for computing layerwise sparsity on Vision Transformers.
Shape metrics, including Alpha Hat, Entropy, PL Alpha Hill, and Stable Rank, are obtained
from the shapes of the ESDs. Scale metrics, including Frobenius Norm and Spectral Norm, are
norm-based metrics measuring the scale of weights matrices (which can also be obtained from the
ESD). The results shown in Table 12 align with the results in LLMs that shape metrics outperform
scale metrics on allocating layerwise sparsity and PL Alpha Hill performs the best.

Metric used for ViT-L 16/224 accuracy (↑) DeiT-S 16/224 accuracy (↑)
layerwise pruning ratios 40% 50% 60% 40% 50% 60%

Uniform 76.05 68.73 39.45 75.62 68.98 50.49

Frobenius Norm 76.15 68.93 37.46 76.62 72.21 58.93
Spectral Norm 75.99 67.72 32.98 75.97 70.13 53.76

Entropy 76.37 71.17 49.09 76.77 71.63 58.23
Stable Rank 75.91 68.93 41.26 75.63 68.64 46.86
Alpha Hat 77.11 72.01 52.56 76.94 72.10 59.78

PL Alpha Hill 76.86 72.12 55.62 77.07 72.38 60.92

Table 12: Evaluating shape metrics versus scale metrics on allocating layerwise sparsities on
Vision Transformers. Shape metrics are obtained from the shapes of the ESDs. Scale metrics are
norm-based metrics measuring the scale of weights matrices (which can also be obtained from the
ESD). We choose two models, ViT-L and DeiT-S, and the results are shown on ImageNet-1K accuracy
without fine-tuning. We observe that shape metrics outperform scale metrics and PL Alpha Hill
performs the best.

I.2 More results on other efficiency metrics

To further demonstrate the benefits of our approach, we provide results in other practical efficiency
metrics such as FLOPs. Compared with uniform sparsity ratios, our approach is able to achieve a
better performance-FLOPs trade-off. We have provided new results of FLOPs in Figure 15.

Table 13 summarizes the results from Figure 15. We show that, compared to uniform pruning,
our method can achieve significant FLOPs reduction when pruned LLMs are compared at similar
perplexity.
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Figure 15: Additional results of FLOPs measurement on the LLaMA-7B pruned by Uniform and our
method with SparseGPT.

Uniform Perplexity (↓) 9.80 18.58 21.06 25.70 35.57 61.76 95.82
FLOPs (↓) 716.80 583.49 566.82 533.49 500.16 450.17 416.84

Ours Perplexity (↓) 9.78 15.67 18.63 23.39 35.74 49.94 87.81
FLOPs (↓) 700.14 566.82 533.49 500.16 450.17 416.84 366.85

Table 13: Additional results of FLOPs measurement on the LLaMA-7B pruned by Uniform and our
method with SparseGPT.

I.3 Controlling the minimum layer sparsity for memory-limited hardware

To enhance the adaptability of our method to hardware, we demonstrate that our method allows
for controlling the minimum sparsity, by adjusting the values of s1 and s2. Additionally, Table 14
demonstrates that increasing the minimum sparsity by changing s1 and s2 doesn’t diminish the
advantages of our method, compared to the uniform pruning baseline.

Recall that the sparsity of the layer of the model can be determined by Eqn. 4. Increasing s1 leads to
a higher minimum sparsity ηs1, while maintaining the same global sparsity S. Table 14 displays the
results of adjusting s1 and s2 to increase the minimum sparsity while maintaining the global sparsity
at 70%. At a minimum sparsity of 57%, our method achieves the lowest perplexity. Even when the
minimum sparsity is raised to 67%, nearing the uniform pruning baseline, our method still attains a
perplexity of 49.6, which is 36.17 points lower than that of uniform pruning (85.77).

Method Global sparsity S Minimum sparsity ηs1 Perplexity

Uniform 70% 70% 85.77
Ours 70% 50% 33.46
Ours 70% 55% 26.19
Ours 70% 57% 23.79
Ours 70% 60% 27.18
Ours 70% 65% 40.22
Ours 70% 67% 49.60

Table 14: Increasing the minimum sparsity of our method, while maintaining a global sparsity of
70%, still yields performance improvements compared to a uniform sparsity ratio. We present the
WikiText validation perplexity for LLaMA-7B pruned by both the Uniform method and our method,
in conjunction with Wanda.

I.4 Computational complexity of AlphaPruning

The computational complexity of AlphaPruning is not large because the most computation-intensive
aspect of our method involves performing SVD decomposition on weight matrices, which can be
further optimized through parallel processing. Table 15 presents the runtime of our AlphaPruning
and an optimized version that uses parallel processing. The increase in runtime is reasonable, at
32.44% with Wanda and 8.2% with SparseGPT. These experiments were conducted on pruning
LLaMA-7B to 70% sparsity. The testing platform used A40 GPUs and an AMD EPYC 7713 64-Core
CPU.
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Method Ours Original method (second) Percentage of runtime increase (%)

Wanda – 176 0%
Wanda w. Ours (1 GPU) 462 178 259.55%
Wanda w. Ours (8 GPUs) 57 178 32.44%

SparseGPT – 699 0%
SparseGPT w. Ours (1 GPU) 462 695 66.47%
SparseGPT w. Ours (8 GPUs) 57 695 8.2%

Table 15: Runtimes of our method combined with Wanda and SparseGPT on LLaMA-7B.

I.5 OPT family

In addition to LLaMA and LLaMA-2, we conduct experiments with OPT [Zhang et al., 2023].
Table 16 shows the results of comparing our method to uniform sparsity when both are combined
with magnitude pruning. Table 17 shows the same comparison when both combined with Wanda [Sun
et al., 2023] /SparseGPT [Frantar and Alistarh, 2023b]. In most of the cases, our method outperforms
the baseline method and achieves lower perplexity.

Method Sparsity OPT-125M OPT-350M OPT-2.7B OPT-6.7B

magnitude 40% 54.60 40.19 30.31 31.89
magnitude w. Ours 40% 52.29 38.20 22.31 19.53

magnitude 50% 193.35 97.79 265.20 968.72
magnitude w. Ours 50% 173.01 95.61 159.44 224.91

Table 16: The perplexity of OPT models pruned by uniform sparsity and our method combined with
magnitude pruning. The perplexity is evaluated on WikiText validation set.

Method Sparsity OPT-125M OPT-350M OPT-2.7B OPT-6.7B

Wanda 70% 334.58 758.81 265.20 158.38
Wanda w. Ours 70% 269.80 654.17 159.44 40.81

SparseGPT 70% 226.30 146.45 26.95 20.38
SparseGPT w. Ours 70% 207.83 136.90 27.40 20.31

Table 17: The perplexity of OPT models pruned by uniform sparsity and our method combined with
Wanda and SparseGPT. The perplexity is evaluated on WikiText validation set.

I.6 More results on semi-structured and structured pruning

To assess the potential of our non-uniform layerwise sparsity for hardware-friendly applications, we
investigate AlphaPruning across two distinct hardware-friendly pruning regimes: N:M sparsity and
structured pruning. Following DominoSearch [Sun et al., 2021], we study the mixed N:8 sparsity
configuration. Instead of using a uniform N value across all layers, we allow individual layers to
possess distinct N values while maintaining the same parameter count. We adopt AlphaPruning to
determine the optimal value of N for individual layers. The results shown in Table 18 demonstrate
that AlphaPruning consistently outperforms the baselines.

Method Model Layerwise Sparsity 4:8 3:8 2:8

Wanda LLaMA-7B Uniform 8.57 42.56 2962.00
Ours LLaMA-7B Mixed 8.55 22.77 585.81

Table 18: WikiText validation perplexity of pruned LLaMA-7B in Mixed N:8 sparsity configuration.
The results are shown with Wanda and our non-uniform layerwise sparsity. Ours can lead to
performance improvement at various sparsity levels.

Furthermore, instead of pruning weights, we follow the recent methodology introduced in LLM
Pruner [Ma et al., 2023], wherein entire neurons and attention heads are removed. This action
facilitates the direct acceleration of pruned LLMs on GPUs or TPUs. We replace the uniform layerwise
sparsity used by the LLM pruner with a non-uniform layerwise sparsity using AlphaPruning. The
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results, shown in Table 19, demonstrate that AlphaPruning can improve model performance at
various sparsity levels.

Dataset Pruning Method Layerwise Sparsity 20% 40% 60% 80%

WikiText LLM Pruner Uniform 16.95 30.38 90.02 1228.17
WikiText LLM Pruner Ours 16.78 29.11 71.21 952.77
PTB LLM Pruner Uniform 29.51 66.90 192.06 1691.87
PTB LLM Pruner Ours 29.11 56.99 144.97 1002.40

Table 19: Applying AlphaPruning to structured pruning method LLM-Pruner. The results are
shown in WikiText validation perplexity of pruned LLaMA-7B at various sparsity levels.

Another structured pruning method in LLM is OSSCAR [Meng et al., 2024], which formulates the
structured pruning problem as a quadratic program with combinatorial constraints. We integrated
AlphaPruning with OSSCAR, and we provide the results in Figure 16. OSSCAR prunes only
the linear sublayer of multi-head attention and the second sublayer of the feed-forward network,
applying uniform pruning across each transformer block. By incorporating AlphaPruning’s layer-
wise sparsity allocation, we achieved non-uniform block-wise pruning ratios while keeping the global
pruning ratio the same. The results show that integrating AlphaPruning with OSSCAR can reduce
perplexity at different sparsities.
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Figure 16: Using AlphaPruning to determine layerwise sparsity for OSSCAR. The x-axis
pruning ratio represents the fraction of pruned parameters relative to the total parameters in the linear
sublayer of multi-head attention and the second sublayer of the feed-forward network, any other
type of sublayers are not included. The model used is OPT-6.7B, and perplexity (↓) is evaluated on
WikiText.

I.7 Mixed-Precision Quantization

We provide additional results to show that our method can enhance mixed-precision quantization
by allocating precision to layers. We still use the PL Alpha Hill metric to estimate the heavy-tail
extent of each layer, and more heavy-tailed layers are then allocated with higher precision.

Table 20 shows that, compared to three baselines (random assignment, assigned by the norm of
weights, and OWL), our AlphaPruning method can always achieve the lowest perplexity under
three types of mixed-precision quantization. Our experimental setup follows Tang et al. [2022].

Method Mixed 3/4 Bit Mixed 2/3/4 Bit Mixed 2/4 Bit

Random 12.04 11455.54 14817.12
L1 norm 14.61 13959.42 33679.21

OWL 9.54 311.95 8429.39
Ours 9.01 261.39 7630.14

Table 20: Perplexity (↓) of different methods on allocating precision to different layers for mixed-
precision quantization with LLaMA-7B on WikiText.
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I.8 More fine-tuning results

Here, we provide results for LoRA fine-tuning pruned LLaMA-7B with a sparsity of 70% using
SparseGPT. We compare AlphaPruning with Uniform and OWL. The experiment settings align
with Section 4.3. Table 21 summarizes the results for perplexity and mean zero-shot accuracies after
fine-tuning pruned LLaMA-7B models, which show that the performance improvement achieved by
our method doesn’t diminish after fine-tuning.

Method Sparsity Fine-tuning Perplexity (↓) Zero-shot accuracy (↑)

Dense model – 5.68 60.08

Uniform 70% 26.30 41.52
Uniform 70% LoRA 11.21 49.00

OWL 70% 19.49 44.65
OWL 70% LoRA 11.13 49.33

Ours 70% 18.54 45.48
Ours 70% LoRA 10.95 49.51

Table 21: WikiText validation perplexity and mean zero-shot tasks accuracy of SparseGPT pruned
LLaMA-7B at 70% sparsity after LoRA fine-tuning on 30,000 C4 dataset samples.

I.9 More results on vision models

Here, we present more CV task results. We choose three widely used non-uniform layer-wise sparsity
methods in the CV context including Global [Frankle and Carbin, 2018], ERK [Mocanu et al., 2018],
LAMP [Lee et al., 2020]. Here, we use four ImageNet-1K pre-trained models (ViT-L, ViT-B, DeiT-B,
DeiT-S), and we prune them to different sparsities.

ViT-B 16/224 ViT-L 16/224 DeiT-S 16/224 DeiT-B 16/224
Method 40% 50% 60% 40% 50% 60% 40% 50% 60% 40% 50% 60%

Uniform 70.87 59.46 29.97 76.05 68.73 39.45 75.62 68.98 50.49 80.08 76.37 61.72
Global [Frankle and Carbin, 2018] 66.81 45.75 8.09 75.42 65.12 29.14 74.17 65.77 38.87 79.94 75.09 57.01
ERK [Mocanu et al., 2018] 70.89 60.49 33.15 76.26 69.51 40.57 75.65 69.80 52.95 80.05 76.22 63.49
LAMP Lee et al. [2020] 69.45 57.51 26.99 75.71 67.29 30.80 75.51 69.46 50.79 80.19 76.35 63.32
Ours 71.58 64.29 44.21 76.86 72.12 55.62 77.07 72.38 60.92 80.21 77.11 64.56

Table 22: ImageNet-1K Accuracy (↑) with various layerwise sparsity using Magnitude-based pruning,
without finetuning. The results are shown at 40%, 50%, and 60% sparsity on ViT-B, ViT-L, DeiT-S,
and DeiT-B models. Higher accuracy is better.

I.10 Zero-shot tasks performance

For zero-shot results in Section 4.2, the 7 evaluated zero-shot tasks are: BoolQ [Clark et al., 2019],
RTE [Wang et al., 2018], HellaSwag [Zellers et al., 2019], WinoGrande [Sakaguchi et al., 2021],
ARC Easy and Challenge [Clark et al., 2018] and OpenbookQA [Mihaylov et al., 2018]. We show
the task-wise performance in Table 23 and Table 24.

J Experiments Compute Resources

We conducted all our experiments using NVIDIA L40 (40GB) GPUs. Specifically, we used a single
NVIDIA L40 GPU for pruning the 7B and 13B models, 4 GPUs for the 30B models, and 8 GPUs for
the 65B models. For the LoRA fine-tuning, we operated under a constrained computational budget,
employing 2x 40GB GPUs for the 7B models. Detailed information on the computational complexity
of AlphaPruning is provided in Appendix I.4.
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Model Method BoolQ RTE HellaSwag WinoGrande ARC-e ARC-c OBQA Mean

Dense 75.02 66.79 56.94 70.00 75.29 41.89 34.60 60.08
Magnitude 38.29 52.71 26.65 51.38 26.68 19.80 11.60 32.30

OWL w. Magnitude 37.86 52.71 27.32 52.57 28.96 22.01 13.60 33.57
Llama-V1 Ours w. Magnitude 40.31 53.69 30.87 51.22 36.24 21.76 16.20 35.67

7B Wanda 56.45 55.96 28.94 51.38 33.32 18.26 13.80 36.73
OWL w. Wanda 62.63 58.84 34.89 58.64 46.97 24.32 17.60 43.41
Ours w. Wanda 66.12 59.93 36.26 62.35 43.90 25.17 17.20 44.42

SparseGPT 64.65 53.69 33.73 56.59 42.93 22.10 17.60 41.52
OWL w. SparseGPT 66.15 52.71 37.08 62.35 48.40 26.02 19.80 44.65
Ours w. SparseGPT 68.26 55.96 37.81 64.01 46.17 27.39 18.80 45.48

Dense 77.86 70.75 59.91 72.61 77.40 46.42 33.20 62.59
Magnitude 52.97 50.54 26.58 50.75 28.45 20.56 14.80 34.95

OWL w. Magnitude 55.75 49.10 27.80 50.28 31.23 23.89 20.00 36.86
Llama-V1 Ours w. Magnitude 61.28 46.93 30.24 50.43 31.23 26.28 21.20 38.23

13B Wanda 61.90 52.71 30.50 53.12 40.91 17.58 15.60 38.90
OWL w. Wanda 62.81 52.71 38.57 63.46 57.07 26.37 20.40 45.91
Ours w. Wanda 64.83 52.71 41.04 64.96 59.39 28.24 21.20 47.48

SparseGPT 66.76 52.70 37.08 63.06 53.07 26.02 21.00 45.67
OWL w. Sparsegpt 66.82 53.07 40.36 66.22 57.37 28.67 20.80 47.61
Ours w. Sparsegpt 67.58 54.51 42.43 67.80 55.47 29.10 22.00 48.41

Dense 82.69 67.15 63.35 75.77 80.43 52.90 36.00 65.47
Magnitude 39.30 46.21 25.77 52.49 25.29 21.50 16.20 32.39

OWL w. Magnitude 39.93 58.48 25.94 52.88 27.31 18.60 14.00 33.88
Llama-V1 Ours w. Magnitude 62.02 47.29 32.61 57.14 47.18 27.47 24.20 42.56

30B Wanda 66.09 56.68 43.96 67.09 65.28 31.83 26.60 51.07
OWL w. Wanda 65.02 49.46 47.69 69.77 68.98 36.62 29.20 52.38
Ours w. Wanda 63.82 58.12 49.40 71.27 69.40 38.31 31.00 54.48

SparseGPT 68.13 61.01 44.50 68.75 65.70 33.53 27.60 52.75
OWL w. SparseGPT 67.95 55.60 46.96 72.22 67.13 35.49 26.80 53.16
Ours w. SparseGPT 68.96 57.04 47.49 72.30 67.97 34.73 30.00 54.07

Dense 84.60 69.68 65.40 77.51 80.95 52.82 38.40 67.05
Magnitude 51.85 54.51 38.55 56.67 57.35 29.95 26.40 45.04

OWL w. Magnitude 70.30 52.71 50.01 67.88 65.40 35.75 31.80 53.42
Llama-V1 Ours w. Magnitude 70.65 62.45 51.35 66.61 66.50 37.54 31.40 55.22

65B Wanda 76.45 56.68 47.50 69.61 70.55 35.92 27.60 54.90
OWL w. Wanda 78.50 58.48 50.90 74.11 70.70 38.05 30.60 57.34
Ours w. Wanda 81.85 61.01 52.55 75.06 71.60 40.02 30.40 58.93

SparseGPT 81.00 58.84 50.70 74.66 70.90 40.19 28.40 57.81
OWL w. SparseGPT 81.30 67.15 51.25 74.98 68.35 37.71 27.00 58.25
Ours w. SparseGPT 83.80 71.48 52.40 74.59 69.30 38.05 38.05 59.72

Table 23: Accuracies (%) of LLaMA for 7 zero-shot tasks with unstructured 70% sparsity. We
compare AlphaPruning with uniform pruning ratios and OWL using Magnitude-based pruning,
Wanda and SparseGPT.
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Model Method BoolQ RTE HellaSwag WinoGrande ARC-e ARC-c OBQA Mean

Dense 62.81 59.71 77.73 69.14 76.30 43.43 31.40 59.71
Magnitude 37.95 53.07 25.96 49.25 27.74 22.70 17.00 33.38

OWL w. Magnitude 38.75 52.35 27.38 48.38 32.28 22.27 17.80 34.17
Llama-V2 Ours w. Magnitude 57.43 51.99 28.03 51.14 31.99 23.81 20.60 37.86

7B Wanda 50.64 52.71 27.80 50.04 30.64 18.60 12.20 34.66
OWL w. Wanda 62.11 52.71 31.83 55.96 43.52 20.31 16.80 40.46
Ours w. Wanda 62.23 52.71 34.56 60.85 43.27 22.27 18.00 41.98

SparseGPT 65.38 53.43 33.55 57.62 44.52 22.91 16.40 41.84
OWL w. SparseGPT 66.94 52.71 36.57 63.06 49.33 24.49 21.60 44.96
Ours w. SparseGPT 65.93 54.15 36.83 62.19 49.62 24.23 19.80 44.68

Dense 80.61 65.34 60.04 72.22 79.46 48.46 35.20 63.05
Magnitude 38.72 52.70 27.56 49.33 31.27 20.73 14.60 33.56

OWL w. Magnitude 38.69 52.71 34.59 54.30 38.97 23.81 15.80 36.98
Llama-V2 Ours w. Magnitude 70.55 52.71 37.13 62.98 42.51 27.22 18.60 44.53

13B Wanda 62.39 52.71 28.98 51.14 35.10 18.00 11.80 37.16
OWL w. Wanda 63.46 52.71 36.31 60.46 55.64 24.91 21.80 45.04
Ours w. Wanda 62.57 54.87 40.28 67.32 54.46 29.35 21.60 47.21

SparseGPT 66.64 52.71 36.26 59.91 54.00 25.85 20.80 45.17
OWL w. SparseGPT 68.04 54.15 39.31 65.75 57.70 27.82 22.80 47.94
Ours w. SparseGPT 68.13 57.04 41.26 68.03 57.15 29.18 24.00 49.26

Dense 83.50 67.87 66.00 77.98 82.60 54.27 37.20 67.06
Magnitude 39.15 54.51 42.55 57.22 56.35 31.57 24.20 43.65

OWL w. Magnitude 64.45 53.51 45.45 68.06 61.00 33.98 27.00 50.49
Llama-V2 Ours w. Magnitude 63.10 53.07 45.65 67.09 62.55 33.96 29.60 50.72

70B Wanda 74.30 60.65 49.10 74.43 71.85 38.74 28.00 56.72
Ours w. Wanda 73.65 63.18 51.40 74.74 72.70 38.13 29.60 57.63

SparseGPT 80.75 63.90 52.30 75.77 73.60 41.64 29.80 59.68
OWL w. SparseGPT 79.25 64.26 51.95 74.98 73.00 40.53 30.40 59.20
Ours w. SparseGPT 80.40 70.04 51.90 75.06 74.10 40.87 29.20 60.23

Table 24: Accuracies (%) of LLaMA-2 for 7 zero-shot tasks with unstructured 70% sparsity. We
compare AlphaPruning with uniform pruning ratios and OWL using Magnitude-based pruning,
Wanda, and SparseGPT.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our main claims in the abstract and listed contributions in Section 1 reflect the
main contributions made in the paper.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discuss the limitation of the paper in Appendix B.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Although the paper have no direct theoretical results, our work is theoretically-
principled, which heavily relies on the HT-SR theory.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have provided the code for reproducing the main experimental results and
detailed the experimental settings in the Section 4.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Our anonymized version of code is available here
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
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paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The experimental setting is presented in section 4.1 and the hyperparameters
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that is necessary to appreciate the results and make sense of them.
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Answer: [Yes]
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• The answer NA means that the paper does not include experiments.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
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• If error bars are reported in tables or plots, The authors should explain in the text how
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8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The information on the computer resources for experiments can be seen in
Appendix J.
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to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
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11. Safeguards
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Answer: [NA]
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12. Licenses for existing assets
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the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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• The answer NA means that the paper does not use existing assets.
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
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13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We have communicated the details of the code as part of our submissions and
anonymized our assets.
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• The answer NA means that the paper does not release new assets.
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well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
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• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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