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Abstract
While Indic NLP has made rapid advances re-001
cently in terms of the availability of corpora002
and pre-trained models, benchmark datasets003
on standard NLU tasks are limited. To this004
end, we introduce INDICXNLI, an NLI dataset005
for 11 Indic languages. It has been created by006
high-quality machine translation of the orig-007
inal English XNLI dataset and our analysis008
attests to the quality of INDICXNLI. By fine-009
tuning different pre-trained LMs on this IN-010
DICXNLI, we analyze various cross-lingual011
transfer techniques with respect to the im-012
pact of the choice of language models, lan-013
guages, multi-linguality, mix-language input,014
etc. These experiments provide us with useful015
insights into the behaviour of pre-trained mod-016
els for a diverse set of languages. INDICXNLI017
will be publicly available for research.018

1 Introduction019

Natural Language Inference (NLI), also known020

as textual entailment, is a well-studied NLP task021

(Dagan et al., 2013) where, given a premise and022

a hypothesis, the model determines whether the023

premise implies, negates, or is neutral towards the024

assertions in the hypothesis. In the current era of025

representation learning-based NLU models, par-026

ticularly with transformers (Vaswani et al., 2017)027

and self-supervised language modelling (Devlin028

et al., 2019; Radford and Narasimhan, 2018), the029

task is well suited for evaluating the quality of030

semantic representations generated by Natural Lan-031

guage Understanding (NLU) models (Dagan et al.,032

2013). Standard English language NLI datasets like033

MultiNLI (Williams et al., 2018) and SNLI (Bow-034

man et al., 2015) have contributed to the popularity035

and relevance of the task to evaluating NLU.036

Recently, Multi-lingual NLP has gained much037

attention with the availability of multi-lingual pre-038

trained language models like mBERT (Devlin et al.,039

2019), and XLM-R (Conneau et al., 2020) promis-040

ing cross-lingual transfer and universal models.041

However, datasets are generally lacking for most 042

languages. Some multi-lingual datasets such as 043

XNLI (Conneau et al., 2018) for NLI, XQUAD 044

(Dumitrescu et al., 2021), MLQA (Lewis et al., 045

2020) for question answering, PAWS-X for para- 046

phrase identification (Yang et al., 2019) have tried 047

to address this gap. In many practical cases too, 048

training sets are not available for non-English 049

languages, hence cross-lingual zero-shot evalua- 050

tion benchmarks like XTREME (Hu et al., 2020), 051

XTREME-R (Ruder et al., 2021) and XGLUE 052

(Liang et al., 2020) have been proposed based on 053

these datasets. 054

The coverage of Indic languages, spoken in by 055

more than 1 billion people in the Indian subconti- 056

nent, is low in many of these datasets. Some efforts 057

have been undertaken recently to create benchmark 058

datasets for Indic languages like the IndicGLUE 059

(Kakwani et al., 2020) benchmark. However, NLI 060

datasets are not available for major Indic languages. 061

The only exceptions are the test/validation sets in 062

the XNLI (hi and ur), TaxiXNLI (hi) (K et al., 2021) 063

and MIDAS-NLI (Uppal et al., 2020) datasets . Fur- 064

thermore, because MIDAS-NLI is based on senti- 065

ment data recasting, hypotheses are not linguisti- 066

cally diverse and span limited reasoning. 067

In this work, we address this gap by introduc- 068

ing INDICXNLI, an NLI dataset for Indic lan- 069

guages. INDICXNLI consists of English XNLI 070

data translated into eleven Indic languages. We 071

use INDICXNLI to evaluate several Indic-specific 072

models (trained only on Indic and English lan- 073

guages) such as IndicBERT (Kakwani et al., 2020) 074

and MuRIL (Khanuja et al., 2021), as well as 075

generic (train on several non-Indic languages) such 076

as mBERT(cased/uncased) and XLM-RoBERTa. 077

Furthermore, we experimented with several train- 078

ing strategies for each multi-lingual model. Our 079

experimental results answers multiple important 080

questions regarding effective training for Indic NLI. 081

In summary, our contributions are as follows: 082
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• We introduce INDICXNLI, a challenging NLI083

benchmark dataset comprising of NLI data for084

eleven prominent Indic languages from Indo-085

Aryan branch of Indo-European family and086

Dravidian family, the two prominent language087

families in the subcontinent.088

• On the INDICXNLI dataset, we investigate089

several strategies to train multi-lingual classi-090

fiers for NLI tasks on INDICXNLI.091

• We also explore multi-lingual models cross-092

lingual NLI transfer performance across all093

eleven Indic languages of INDICXNLI.094

• Furthermore, we investigate multi-lingual095

models performance on EN-INDICXNLI task096

which contains English premises with corre-097

sponding Indic hypothesis.098

The INDICXNLI dataset, along with associated099

model scripts, is available at anonymous_for_100

submission.101

2 The INDICXNLI dataset102

We created INDICXNLI, a NLI corpus for In-103

dic languages. INDICXNLI is similar to existing104

XNLI dataset in shape/form, but focusses on In-105

dic language family. INDICXNLI include NLI106

data for eleven major Indic languages that includes107

Assamese (‘as’), Gujarat (‘gu’), Kannada (‘kn’),108

Malayalam (‘ml’), Marathi (‘mr’), Odia (‘or’), Pun-109

jabi (‘pa’), Tamil (‘ta’), Telugu (‘te’), Hindi (‘hi’),110

and Bengali (‘bn’). The next sections details the111

INDICXNLI construction and its validation.112

2.1 INDICXNLI Construction113

To create INDICXNLI, we follow the approach of114

the XNLI dataset and translate the English XNLI115

dataset (premises and hypothesis) to eleven In-116

dic-languages. We use the IndicTrans (Ramesh117

et al., 2021), a state-of-the-art, publicly available118

translation model for Indic languages, for machine-119

translating from English to Indic languages. The120

train (392,702), validation (2,490), and test sets121

(5,010) of English XNLI were translated from En-122

glish into each of the eleven Indic languages.123

IndicTrans is a large Transformer-based se-124

quence to sequence model. It is trained on125

Samanantar dataset (Ramesh et al., 2021), which126

is the largest publicly accessible parallel multi-127

lingual corpus for these eleven Indic languages.128

IndicTrans outperforms other open-source models129

based on mBART (Liu et al., 2020) and mT5 (Xue130

et al., 2021) for Indic language translations and 131

is competitive with paid translation models such 132

as Google-Translate1 or Microsoft-Translate2 on 133

some benchmarks. Our choice of IndicTrans was 134

motivated by factors of cost, language coverage 135

and speed. We have discussed more in detail in 136

Appendix §A. 137

2.2 INDICXNLI Validation 138

While translation runs the risk of not preserving 139

the semantic relation between the sentences in the 140

pair, previous work indicates that this is a minimal 141

concern (K et al., 2021). Further, K et al. (2021) 142

provide qualitative analysis to show that classifica- 143

tion labels, as well as reasoning categories, are min- 144

imally affected for machine-translated NLI datasets 145

given a good quality MT system. Further, we show 146

that the translations generated by IndicTrans are 147

of good quality in two ways (a.) automatic metric 148

BertScore (Zhang* et al., 2020) and , (b.) manual 149

human validation . Given this, we can be confident 150

that most of the classification labels in INDICXNLI 151

are correct. The remainder of this section describes 152

the validation of IndicTrans translation quality. 153

Automatic Validation Given the absence of 154

Indic language XNLI reference data, we use 155

BERTScore similarity between the original En- 156

glish and round-trip translated English sentences 157

for automatic evaluation. The round-trip trans- 158

lated English data is obtained by translating the 159

INDICXNLI test set to English using the Indic- 160

Trans model. This evaluation approach estimates 161

the upper bound of the English to Indic translation 162

errors, as it approximates the combined error of 163

both English to Indic translation, and Indic to En- 164

glish translation (Rapp, 2009; Miyabe and Yoshino, 165

2015; Edunov et al., 2020; Behr, 2017). 166

We use BERTScore for evaluation because it cor- 167

relates better with human judgment at the sentence 168

level (Zhang* et al., 2020) compared to BLEU (Pa- 169

pineni et al., 2002). While BLEU computes exact 170

word-level lexical match, BertScore computes a 171

word-level semantic similarity. In Table 1 we com- 172

pare BERTScore (F1 score) between IndicTrans 173

and Google-Translate round-trip English data. Be- 174

cause Google-Translate does not support Assamese, 175

we do not provide the BERTScore. 176

We see that the BERTScore for Google Trans- 177

late and IndicTrans are comparable. Except for 178

1 https://pypi.org/project/googletrans
2 https://github.com/MicrosoftTranslator/
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Malayalam (‘ml’), Google Translate looked to be179

perfect for all languages. We also discovered that180

BERTScore correlates to resource variability, i.e.181

better for a high resource than a low resource.182

High BERTscores validate the quality of Indic-183

Trans translation and, in turn, justify the quality184

of the INDICXNLI dataset.185

Language hi te pa bn as gu
BertScoreGT 1.0 1.0 1.0 1.0 NA 1.0
BertScoreIT 0.98 0.94 0.94 0.98 0.93 0.94
Human Eval 0.95 0.95 0.94 0.93 0.91 0.90
Language ta ml kn mr or -
BertScoreGT 1.0 0.97 1.0 1.0 1.0
BertScoreIT 0.94 0.94 0.94 0.93 0.93
Human Eval 0.90 0.85 0.84 0.84 0.83 -

Table 1: BertScore (F1 Score) Befor back-translation
with Google-Translate (BertScoreGT ) and IndicTrans
(BertScoreIT ) translation model. Human evaluation
(Human Eval) scores by Indic proficient annotators.

Human Validation We followed SemEval-2016186

Task-I (Agirre et al., 2016) guidelines for the187

human validation. Below, we describe the human188

validation process:189

190

Hiring Experts: We hired eleven annotators who191

are native speakers in each of the eleven Indic192

languages. These experts annotators are bilingual193

(English, Indic) and proficient in reading/writing194

for mother-tongue Indic and English language.195

196

Diverse Sampling: Since human validation is197

time-consuming and expensive. We sampled 100198

diverse sentences of the test set for validation. We199

apply the Determinantal Point Process (Kulesza,200

2012) over sentence representation for sampling.201

DPP maximizes coverage volume using a minimal202

sampled set, therefore guaranteeing diversity in203

sampling. We first used sentence transformers to204

convert data to their respective BERT Embeddings,205

and then use k-DPP (Kulesza and Taskar, 2011)206

with k = 100 to sample 100 vectors from these207

embeddings3. Using DPP for diverse sampling is208

a cost-effective method of evaluating translation209

quality. We have discussed more in detail the210

scoring guidelines in Appendix §B.211

212

Evaluation: Table 1 shows the final human evalu-213

ation scores. Overall, we observe that for all lan-214

guages, the human scores > 0.83. For high re-215

source languages such as ‘hi’, ‘te’, ‘pa’, ‘as’, and216

3 We used the dppy4 python library for k-DPP.

‘gu’ the scores are between 0.90 and 0.95. On the 217

other hand, low resource languages such as ‘ta’, 218

‘ml’, ‘kn’, ‘mr’, and ‘or’ these scores are between 219

0.83 and 0.90. High human scores reinforce In- 220

dicTrans translation quality and indicate excellent 221

INDICXNLI data quality. 222

3 Experiments and Results 223

The objective of our experiments is to study how 224

different multi-lingual models, including the one 225

trained specifically for Indic languages perform on 226

the INDICXNLI dataset. We first discuss several 227

multi-lingual models explored in our study. 228

Multi-lingual models. For our experiments, we 229

consider two categories of multi-lingual models, 230

(a) Indic specific: these models are specially 231

pre-trained using Mask Language Modeling 232

(MLM) or Translation Language Model (TLM) 233

(Conneau and Lample, 2019) on monolingual / 234

bilingual Indic language corpora. These include 235

models such as IndicBERT and MuRIL, and 236

(b) Generic: include massive multi-lingual models 237

pre-trained large number of languages (typically 238

around 100) with MLM such as XLM-RoBERTa 239

and mBERT. 240

241

Indic specific: These include models such as 242

MuRIL and IndicBERT trained on 17 and 11 Indic 243

languages (+English) respectively. MuRIL is 244

pre-trained using Common-Crawl Oscar Corpus 245

(Ortiz Su’arez et al., 2019), PMIndia (Haddow 246

and Kirefu, 2020) on the following languages: 247

en, hi, bn, ta, ur, ml, te, mr, new, kn, gu, pa, sd, 248

or, as, say, ks. IndicBERT is pre-trained using 249

Indic-Corp (Kakwani et al., 2020) on the following 250

languages: en, hi, bn, ta, ml, te, Mr, kn, gu, pa, 251

or, as. Moreover, MuRIL is also pre-trained with 252

TLM objective (with MLM objective) on machine 253

translated data and machine transliterated data. 254

255

Generic: These include models such as multi- 256

lingual BERT i.e. mBERT (cased/uncased) and 257

multi-lingual RoBERTa i.e. XLM-RoBERTa which 258

are train on a large number of languages. XLM- 259

RoBERTa also includes pre-training on all eleven 260

Indic languages. XLM-RoBERTa is pre-trained us- 261

ing the common crawl monolingual data. mBERT 262

(cased/uncased) includes pre-training on nine of 263

eleven Indic languages (Assamese and Odia are 264

not included in pre-training) and uses multi-lingual 265

Wikipedia data for pre-training. 266
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For all the discussed multi-lingual models, we267

build NLI classifiers by finetuning the pre-trained268

models. The classifier takes two sentence as input,269

i.e. the premise and the hypothesis as input and270

predicts the inference label. See Appendix §C for271

model hyper-parameters details.272

Training-Evaluation Strategies To train the273

NLI classifier, we investigate several strategies.274

These strategies differ on the dataset we used for275

training and evaluation while keeping the under-276

lying pre-trained multi-lingual models constant.277

Next, we describe these strategies in detail.278

1. Indic Train: The models are trained and eval-279

uated on INDICXNLI. This is the translate-280

train scenario since the training set is trans-281

lated from the original English dataset.282

2. English Train: The models are trained on283

original English XNLI data and evaluated on284

INDICXNLI data. This is a zero-shot evalua-285

tion training scenario.286

3. English Eval: The model are trained on origi-287

nal English XNLI data, but evaluated on En-288

glish translation of INDICXNLI data. This is289

the translate-test scenario.290

4. English + Indic Train: This approach com-291

bines approaches (1) and (2). The model is292

first pre-finetuned (Lee et al., 2021; Agha-293

janyan et al., 2021) on English XNLI data294

and then finetuned on individual Indic lan-295

guage of INDICXNLI data.296

5. Train All: This approach first pre-finetunes297

the pre-trained model on English XNLI data298

followed by training on all the eleven Indic299

languages jointly.300

For all strategies, the development set of IN-301

DICXNLI is similar, i.e. in the same language as302

the evaluation set of INDICXNLI.303

3.1 INDICXNLI Results and Analysis304

In this section, we discuss the performance (accu-305

racy) of multi-lingual models with varying training306

strategies for INDICXNLI inference task. We try307

to answer the following research questions:308

1. RQ1: How does models perform on IN-309

DICXNLI. Are Indic languages pre-trained310

(i.e. Indic-specific) model better? (§3.1.1)311

2. RQ2: Is it desirable to train and evaluate the312

models on the English translated INDICXNLI313

data? (§3.1.2)314

3. RQ3: Can we enhance models performance 315

on INDICXNLI using English XNLI as addi- 316

tional training data? (§3.1.3) 317

4. RQ4: Is the performance of the unified Indic 318

model better than the independent language 319

specific Indic models? (§3.1.4) 320

3.1.1 INDICXNLI multi-lingual models. 321

(RQ1) 322

This correspond to the Indic Train setting, 323

where model is train and evaluated on each Indic 324

languages independently. Table 2 shows the 325

multi-lingual models performance. 326

327

Results Analysis. We observe that MuRIL shows 328

the best average performance; this can be attributed 329

to two reasons, the model (a.) is pre-trained on 330

Indic languages, (b.) and has more parameters, 331

i.e. deeper architecture with bigger embedding 332

size. On average most models give their best 333

NLI performance on Hindi (hi) language set of 334

INDICXNLI. Furthermore, Odia (or) language set 335

of INDICXNLI, seem most challenging. On Odia 336

(or) larger multi-lingual models such as mBERT 337

(cased/uncased) struggles for good performance. 338

The poor performance of mBERT on Odia can be 339

attributed to its arcane script (Pires et al., 2019). 340

The poor performance can be attributed to the fact 341

at mBERT, which can be attributed to the nature 342

of script of Odia. XLM-RoBERTa is at par with 343

MuRIL despite being a generic model. The per- 344

formance gains are maximum for the Hindi (hi) 345

language. This is because, among all these lan- 346

guages, Hindi (hi) had the highest proportion of 347

pre-training data on models, resulting in better im- 348

provements for the NLI models when trained on 349

Hindi. IndicBERT, despite being a smaller model, 350

performs as good as mBERT (cased/uncased). This 351

can be attributed to the Indic-specific nature of the 352

IndicBERT model. 353

3.1.2 How well English XNLI train model 354

perform on INDICXNLI? (RQ2) 355

Next, we discuss how we can leverage original En- 356

glish XNLI data for model training. We choose En- 357

glish because it is the most prominent language set 358

on which models are (a.) pre-trained using MLM 359

or TLM objective with English corpus, (b.) trained 360

for Multi-Task objective for multiple tasks with 361

English benchmark dataset, (c.) better at cross- 362

lingual transferability with English training (Hu 363

et al., 2020) . 364
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English Train: To test this, we experiment with365

English Train model which is train on the original366

English XNLI data, and evaluated for cross lingual367

transfer performance on the Indic languages in IN-368

DICXNLI set. Training over high-resource English369

language benefit model for effective NLI task-370

adaptation. Table 2 shows the models performance.371

372

Results Analysis. On average, for all models, the373

cross-lingual transfer performance is best for Ben-374

gali (bn) and Hindi (hi) language. One possible375

explanation for this high-performance level is be-376

cause multi-lingual models are pre-trained on quite377

large monolingual corpora of these two languages.378

Here too, MuRIL model performs best across most379

languages, while cross-lingual transfer on Hindi380

(hi) is best for most models.381

When, exclusively using English XNLI data for382

training, the model’s overall performance is worse383

than Indic-specific language is used for training384

(i.e. Indic Train), refer §3.1.1 Table 2. We suspect385

this poor performance is because model fail to un-386

derstand language-specific features. This proves387

the requirement of our Indic languages specific IN-388

DICXNLI data for effective model training. How-389

ever, the drop in performance was not drastic in390

comparison with the Indic Train setting indicat-391

ing that cross-lingual transfer after fine-tuning on392

English XNLI data is a strong baseline.393

Despite lesser parameters, e.g. IndicBERT out-394

performs mBERT (cased/uncased), MuRIL out-395

performs XLM-RoBERTa. As earlier, in com-396

parison to Indic pre-train models such as MuRIL397

and IndicBERT, both XLM-RoBERTa and mBERT398

(cased/uncased) perform particularly poorly with399

Odia (or) language. From this, we can infer that In-400

dic-specific pre-training is beneficial for the cross-401

lingual transfer task.402

English Eval : We further enhance English403

Train cross-lingual transferability, using English404

translated INDICXNLI evaluation set. To obtain an405

evaluation set in the English language, we use the406

IndicTrans translation model. The model performs407

Indic to English translation of the INDICXNLI408

evaluating sets. This method of evaluation409

translation effectively bridges the linguistic gap410

due to language variance between the training and411

the evaluation set. Table 2 shows the multi-lingual412

model performance.413

414

Results Analysis: We observe that the performance415

of the multi-lingual model improves when tested 416

on translated English data. This improvement is 417

attributed to the model being trained and assessed 418

on homogeneous resource-rich English language 419

data. Furthermore, the models perform much better 420

on Odia (or) language when compared with previ- 421

ous strategies. Despite, substantial gain on Odia 422

(or), models still performs best for resource-rich 423

Hindi (hi) and Bengali (bn) languages. The two 424

reasons for this performance variation across lan- 425

guages are (a.) weaker Indic-English translation 426

by IndicTrans for low-resource Indic languages, 427

(b.) and, better pre-training (due to larger share in 428

pre-training data) for Hindi (hi) and Bengali (bn) 429

languages. 430

XLM-RoBERTa appears to be the best model, 431

which is unexpected given MuRIL’s is Indic- 432

specific and of similar size (similar number of pa- 433

rameters). This shows that generic models perform 434

better in English evaluation settings as compared to 435

Indic-specific models. The fact that the assessment 436

and pre-training language are both English benefits 437

these generic models. 438

3.1.3 Does Pre-finetuning on English XNLI 439

help multi-lingual models? (RQ3) 440

Several studies has shown that Pre-finetuning ap- 441

proach (Lee et al., 2021; Aghajanyan et al., 2021) 442

i.e. early training a pre-trained model on similar 443

task using augmented data benefits low-resource 444

generalization through effective task-adaptation. 445

We also use the English XNLI data as augmented 446

training data for “initial fine-tuning" of model. We 447

use the English + Indic Train model, which is first 448

trained on English XNLI data followed by training 449

on individual Indic language of INDICXNLI. We 450

use the same Indic language for both training and 451

evaluation for English + Indic Train model. 452

Firstly, training on high resource English XNLI 453

data ensure models better adapt for the NLI task. 454

Followed by training on the Indic dataset, support 455

the models in acquiring language specific aspects 456

and cross-lingual transfer ability (Xu et al., 2021; 457

Gururangan et al., 2020; Aghajanyan et al., 2021). 458

Thus we effectively combine the English Train 459

model (for task adaptation) and Indic Train model 460

(for cross lingual and language-specific learning) 461

in the English + Indic Train model setting. Table 462

2 shows the multi-lingual models performance. 463

464

Results Analysis: Overall, we observe that English 465

followed by Indic language training tends to en- 466
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Strategy Model as gu kn ml mr or pa ta te bn hi ModelAvg
XLM-RoBERTa 70 73 75 70 75 32 71 76 76 76 78 70
IndicBERT 67 69 68 60 68 69 73 37 62 70 68 65

Indic Train mBERT-cased 71 62 69 71 71 35 70 70 69 67 74 66
§3.1.1 RQ1 MuRIL 70 78 75 76 70 76 72 74 78 75 71 74

mBERT-uncased 64 64 63 66 65 35 68 67 67 62 72 63
LanguageAvg 68 69 70 69 70 49 71 65 70 70 72 68
XLM-RoBERTa 65 66 69 69 67 67 61 71 69 69 73 69
IndicBERT 57 63 53 42 59 57 66 41 56 48 63 60

English Train mBERT-cased 51 57 57 57 54 34 59 61 59 57 67 59
§3.1.2 RQ2 MuRIL 68 32 75 34 68 67 70 74 71 74 76 72

mBERT-uncased 49 55 64 59 57 35 58 60 58 62 61 55
LanguageAvg 58 55 64 52 61 52 63 61 63 62 68 63
XLM-RoBERTa 66 72 70 68 66 65 72 69 72 71 75 70
IndicBERT 63 66 68 61 65 65 66 63 63 72 72 66

English Eval mBERT-cased 62 64 67 65 61 60 66 67 66 75 72 66
§3.1.2 RQ2 MuRIL 65 33 71 67 67 67 71 31 71 72 77 63

mBERT-uncased 61 65 61 65 56 66 69 70 67 76 74 66
LanguageAvg 64 60 68 65 63 64 69 60 68 73 74 66
XLM-RoBERTa 73 75 77 75 74 73 75 75 73 75 79 76
IndicBERT 67 72 65 62 59 59 74 63 66 69 74 70

English+Indic Train mBERT-cased 67 70 69 70 70 39 71 73 70 70 71 69
§3.1.3 RQ3 MuRIL 76 77 77 79 74 76 77 77 74 75 77 77

mBERT-uncased 64 69 63 73 67 35 68 69 68 72 74 69
LanguageAvg 69 73 70 72 68 56 73 72 70 72 75 72
XLM-RoBERTa 73 77 74 76 72 73 77 77 76 77 77 75
IndicBERT 63 74 59 51 69 66 75 60 67 70 74 66

Train All mBERT-cased 63 69 69 71 70 33 71 69 70 74 72 66
§3.1.4 RQ4 MuRIL 73 76 74 76 74 78 81 78 76 80 78 77

mBERT-uncased 67 70 69 67 67 40 71 73 67 75 72 67
LanguageAvg 68 73 69 68 71 58 75 71 71 75 74 70

Table 2: Here, LanguageAvg represents the language wise average score for all models, while ModelAvg average
score represents the average score of the model across all languages. Values in Blue represents the model wise
average best score across languages, while Red represents language-wise average best score across models and
Green represents the values where model-wise and language-wise best score coincide.

hance the performance for all models. As ear-467

lier, MuRIL gives the best performance average468

for most languages, and Hindi has the best perfor-469

mance on average across all models. The technique470

has the best overall accuracy of 72 i.e. aggregated471

average overall models and languages. The sole472

downside of this technique is that it has double473

training time due to both English and Indic lan-474

guage training. Moreover, mBERT (uncased/cased)475

still perform poorly on Odia (or) language.476

Again, we observe an evident performance477

benefit to Indic-specific models, because of similar478

reasons as described in the previous section §3.1.1.479

Moreover, Indic-specific models reap benefits480

of having evaluation data in Indic language. We481

also observe the reduced variance in performance482

across languages for all models. Despite this,483

the performance for high resource Hindi (hi) and484

Bengali (bn) languages remains the best.485

486

3.1.4 Unified INDICXNLI multi-lingual 487

inference model. (RQ4) 488

Until recently, we had been creating independent 489

inference models for each Indic language through 490

various settings. However, prior work on transla- 491

tion has demonstrated that multi-lingual models 492

trained together on multiple closely related lan- 493

guages always perform better than individual bilin- 494

gual models (Ramesh et al., 2021). On similar lines, 495

we increase the languages exposure for NLI models 496

by training the model on all the eleven Indic lan- 497

guages together i.e. Train All setting. In Train- 498

all we create a unified multi-lingual model by first 499

training on English XNLI followed by training the 500

same model on all the eleven Indic languages i.e. 501

complete Indic language family of INDICXNLI. 502

This Train All techniques has multiple benefits, 503

as follows (a.) single unified model work across 504

all Indic languages, instead of language-specific 505

several individuals models. (b.) Overall training 506

time is also drastically reduced, compare to 507
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English + Indic Train model the Train All model508

is 2× faster to train. (c.) since the same model has509

trained for all Indic languages at once, and the510

model performs consistently across all languages.511

For individual models, the amount of pre-training512

data available in each language can substantially513

impact their performance. (d.) and model exploit514

inter-language similarities for better cross-lingual515

transfer capacity. Table 2 show performance of516

multi-lingual models.517

518

Results Analysis. Overall we observe that single519

unified model Train All perform much better than520

individual models i.e. English + Indic Train, re-521

fer to §3.1.4. This lends credence to the argument522

that unified models developed for closely related523

languages outperform individual models developed524

for each language (Tan et al., 2019). The Train525

All method may alternatively be viewed as an ex-526

tension of English XNLI augmentation, now with527

remaining INDICXNLI Indic languages as addi-528

tional augmentation data. MuRIL performs best529

for all languages across models on average. As530

earlier Hindi and Bengali has better performance531

as compared to other ‘Indic’ languages.532

3.2 INDICXNLI Cross-Lingual Transfer533

In this section, we try to answer the following re-534

search question.535

RQ5: Can language specific model (§3.1.1)536

transfer performance across Indic languages?537

538

In response to RQ5, we evaluate language specific539

model (§3.1.1) on their Cross-lingual transfer540

ability across Indic languages i.e. evaluating541

performance of model train on "X" Indic language542

on "Y" Indic language. We trained the model with543

the Indic Train setting. However, we evaluated544

each Indic language model performance across545

all Indic languages. Table 3 present the average546

evaluation score of all Indic language when train547

on the mentioned column language of INDICXNLI.548

For detailed model-wise cross-lingual train-test549

language results, refer to Appendix §D.550

551

Results Analysis: As earlier, we observe that the552

models tend to favour high resource languages553

Hindi and Bengali training for better cross-lingual554

transfer. Because of the higher amount of monolin-555

gual corpus, more frequent pre-training for these556

languages may be one explanation for improved557

performance (Conneau et al., 2020). One can think 558

of this as replacing English training §3.1.2 with 559

Hindi and Bengali training. Furthermore, model 560

train on non-Hindi and non-Bengali when evalu- 561

ated for all Indic languages perform best for the 562

Hindi and Bengali language. Except for MuRIL 563

and IndicBERT, which gain from Indic-specific pre- 564

training, Odia is a difficult language for all other 565

models. MuRIL performs the best amongst all 566

models. We observe a strong correlation between 567

Indic-specific pre-training and model performance. 568

We also observe that larger model size and Indic- 569

specificity benefit model performance. 570

From detailed results in Appendix §D, we ob- 571

serve that models have relatively low diagonal cor- 572

relation, i.e. models may not necessarily perform 573

best on evaluation on the training language. This 574

also demonstrates that selecting the appropriate lan- 575

guage for cross-lingual transfer can significantly 576

boost the odds of obtaining a better overall model. 577

3.3 EN-INDICXNLI Results and Analysis 578

In this section, we try to answer the following re- 579

search question. We refer to EN-INDICXNLI as 580

NLI task where the premise is in English and Hy- 581

pothesis is in Indic language. 582

RQ6: How does INDICXNLI models (§3.1.3 583

and §3.1.4) perform on EN-INDICXNLI? 584

585

In response to RQ6, we analysed the performance 586

of multi-lingual models when premise is in 587

English and hypothesis is in Indic language. 588

This task assesses the model’s ability to perform 589

abreast (English-Indic) intra-input cross-lingual 590

reasoning. Therefore, we create EN-INDICXNLI 591

dataset which contain English premises from 592

XNLI and corresponding Indic hypothesis from 593

INDICXNLI. To asses this task, we train model on 594

EN-INDICXNLI train set using English + Indic 595

Train ( §3.1.3) and Train All (§3.1.4) strategies 596

except with English premises. During inference 597

we evaluate on similar setting i.e. EN-INDICXNLI 598

evaluation set. Table 4 shows performance of 599

English + Indic Train and Train All models on 600

EN-INDICXNLI. 601

602

Results Analysis. We observed a performance loss 603

except for XLM-RoBERTa when the model is eval- 604

uated on EN-INDICXNLI inference task. The in- 605

ference models struggle to correlate and reason 606

together on two different languages (English, In- 607

7



Strategy Model as gu kn ml mr or pa ta te bn hi ModelAvg
XLM-RoBERTa 66 70 33 34 70 35 68 70 70 71 72 60
IndicBERT 59 60 59 54 60 60 60 56 59 58 60 59

Indic Train mBERT cased 57 59 60 59 58 33 59 60 59 60 60 57
mBERT uncased 59 59 60 59 58 33 59 60 60 59 61 57
MuRIL 75 73 75 76 71 33 75 76 73 75 73 70
LanguageAvg 63 64 57 56 63 39 64 64 64 65 65 60

Table 3: Summary of Indic Cross-Lingual Transfer model performance (refer §3.2 RQ5). Every row represent the
average evaluation score of all Indic language when train on the mentioned column language of INDICXNLI. For
detail results on Indic Cross-lingual Transfer refer to Appendix §D. Here, ModelAvg, LanguageAvg, and Color
Code mean same as in table 2.

Strategy Model as gu kn ml mr or pa ta te bn hi ModelAvg
XLM-RoBERTa 74 72 75 74 77 72 70 72 72 79 76 74
IndicBERT 70 68 63 65 69 68 71 64 64 69 69 67

English+Indic Train mBERT-cased 51 56 59 50 62 31 63 57 60 61 63 56
MuRIL 71 70 73 69 71 39 71 71 69 72 69 67
mBERT-uncased 60 57 61 61 59 56 36 59 69 74 71 60
LanguageAvg 65 65 66 64 68 53 62 65 67 71 70 65
XLM-RoBERTa 57 59 58 62 61 53 57 59 61 63 63 59
IndicBERT 49 53 46 37 52 51 59 39 51 57 50 50

Train All mBERT-cased 39 39 43 38 43 33 40 42 41 40 42 40
MuRIL 51 52 58 56 53 55 58 65 55 62 54 56
mBERT-uncased 40 42 49 46 48 40 46 45 45 48 44 44
Language-Avg 47 49 51 48 51 45 52 50 51 54 51 50

Table 4: EN-INDICXNLI model performance (refer §3.3 RQ6) with English + Indic train and Train All setting.
Here, ModelAvg, LanguageAvg, and Color Code mean same as in table 2.

dic) sentences. Contrary to earlier observation,608

a generic model such as XLM-RoBERTa outper-609

forms the Indic specific models. However, In-610

dicBERT and MuRIL perform better than mBERT.611

Bengali perform best for both the training strate-612

gies. We also observe the benefit of English data613

augmentation English + Indic Train model, rather614

than all language augmentation Train All model.615

4 Related Work616

Recently many Indic-specific resources are de-617

veloped such as IndicNLPSuite (Kakwani et al.,618

2020), which include Indic specific (a.) word em-619

beddings: IndicFT, (b.) transformer models: In-620

dicBERT, (c.) monolingual corpora: IndicCorp,621

(d.) and, evaluation benchmark: IndicGLUE622

Furthermore, Indic-specific pre-processing li-623

braries such as iNLTK (Arora, 2020) and Indic-nlp-624

library (Kunchukuttan, 2020), other Indic monolin-625

gual corpora: Common Crawl Oscar Corpus (Wen-626

zek et al., 2020; Ortiz Suárez et al., 2020), mul-627

tilingual parallel corpora: PMIndia (Haddow and628

Kirefu, 2020) and Samantar (Ramesh et al., 2021),629

large transformer model MuRIL (Khanuja et al.,630

2021) and language specific Indic-Transformers631

(Jain et al., 2020) also exists.632

5 Conclusion 633

Dataset. With INDICXNLI we extend the XNLI 634

dataset for Indic languages family. Furthermore, 635

INDICXNLI can also be evaluated for cross-lingual 636

transfer task. We also introduce the challenge lan- 637

guage mixed EN-INDICXNLI inference task. 638

Benchmarks. We analyse how various multi- 639

lingual models both Indic-specific and Indic- 640

generic perform on INDICXNLI under various 641

training regime. We study the effects of using En- 642

glish XNLI as training and pre-finetuning data. 643

We also analyse how models perform on Indic 644

Cross-Lingual Transfer tasks. Moreover, evalu- 645

ation on EN-INDICXNLI further evaluate models 646

intra-input cross-lingual reasoning ability. 647

Future Work. We aim to integrate INDICXNLI 648

and explore baseline in IndicGLUE benchmark of 649

IndicNLPSuite (Kakwani et al., 2020) library. We 650

also intend to enhance INDICXNLI by enhancing 651

human interaction and trying more advanced trans- 652

lation techniques. It would be interesting to try 653

bigger models such as XLM-RoBERTaLarge and 654

MuRILLarge on INDICXNLI. Another direction 655

could be assessing models performance on INDIC- 656

INDICXNLI task, where premises and hypothesis 657

are in two distinct Indic languages. 658
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A Further Discussions 943

Why Indic languages? Indic languages are spo- 944

ken by more than a billion people in the Indian 945

subcontinent. With the introduction of IndicNLP- 946

Suite (Kakwani et al., 2020) by AI4Bharat there has 947

been has an increased interest and effort towards 948

the research for Indic languages model. Recently, 949

IndicBERT, MuRIL (Khanuja et al., 2021) based on 950

BERT (Devlin et al., 2019) were introduced for the 951

Indic languages. Furthermore, generation model 952

IndicTrans (Ramesh et al., 2021) and IndicBART 953

(Dabre et al., 2021) based on seq2seq architecture 954

was also published recently. These model use the 955

Indic enrich monolingual corpora: Common Crawl, 956

Oscar and IndicCorp and parallel corpora: Saman- 957

tar and PMIndia (Haddow and Kirefu, 2020) on 958

Indic languages for training. 959

Despite significant progress through large 960

transformer-based Indic language models in ad- 961

dition to existing multilingual models e.g. mBERT 962

(Devlin et al., 2019) , XLM-RoBERTa (Conneau 963

et al., 2020), and mBART (seq2seq) (Liu et al., 964

2020) there is currently a paucity of benchmark 965

data-sets for evaluating these huge language mod- 966

els in the Indic language research field. Such bench- 967

mark dataset is necessary for studying the linguistic 968

features of Indic languages and how well they are 969

perceived by different multilingual models. Re- 970

cently, IndicGLUE (Kakwani et al., 2020) was in- 971

troduced to handle this scarcity. The scope of this 972

benchmark, however, is confined to only few tasks 973

and datasets. 974

Why Multilingual NLI? Natural Language In- 975

ference (NLI) is a task where we are given two 976

sentences, premise and hypothesis and the model 977

has to predict if the premise entails or negates the 978

sentence or does neither. NLI is a classical ap- 979

proach for evaluating the reasoning ability of NLP 980

models. Recently, XNLI (Conneau et al., 2018) a 981

dataset sampled from MultiNLI dataset was created 982

with an intent to evaluate the cross-lingual Multilin- 983

gual models for several languages. However, this 984

dataset covers only ‘Hindi’ in Indic languages fam- 985

ily. ‘Hindi’ although being a prominent language in 986

the Indian subcontinent, is not the native language 987

of many Indians and differs morphologically from 988

languages such as ‘Tamil’, ‘Malayali, and ‘Telugu’, 989

which we considered for this study. 990

Why INDICXNLI task? This research provides 991

an excellent chance to investigate the efficacy of 992
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various Multilingual models on Indic languages993

that are rarely evaluated or explored before. Some994

of these Indic languages such as ‘Assamese’ and995

‘Odia’ serve as unseen (zero-shot) evaluation for996

models such as mBERT (Pires et al., 2019), i.e. not997

pre-trained on ‘Assamese’. While other models,998

such as XLM-RoBERTa, IndicBERT and MuRIL999

covers all our languages but in widely varying pro-1000

portions in their training data. Our work investi-1001

gate the correlation effect of cross-lingual training1002

for English on these rare Indic languages, which1003

are not explore by prior studies. Furthermore, we1004

also investigate the cross-lingual transfer effect1005

across Indic languages, also not explored before.1006

We explore the impact of Multilingual training,1007

english-data augmentation, unified Indic model per-1008

formance, cross-lingual transfer of closely related1009

Indic family and English-Indic NLI through our1010

work. All the above mention topics are not explore1011

for Indic language before.1012

Why IndicTrans for Translation? We use the1013

IndicTrans as a translation model for converting1014

English XNLI to INDICXNLI because of the fol-1015

lowing reasons.1016

• Open-Source: IndicTrans is open-source to1017

public for non-commercial usage without ad-1018

ditional fees, while Google-Translate and1019

Microsoft-Translate require paid subscription.1020

• Light Weight: IndicTrans is the fastest and1021

the lightest amongst mBART and mT5 on1022

single-core GPU machines. Google-Translate1023

and Microsoft-Translate are also relatively1024

slower due to repeated network-intensive API1025

calls.1026

• indic Coverage: Seq2Seq models like1027

mBART and mT5 are not designed for all1028

languages in the indic family. mBART sup-1029

ports eight (excludes kn,or,pa,as) while mT51030

supports nine languages (excludes or,as) out1031

of eleven indic languages. Google-Translate1032

supports ten out of eleven indic languages (ex-1033

cludes Assamese). Microsoft Translate sup-1034

ports all the eleven indic languages.1035

B Human Validation Scoring Details1036

Finally, we then provide English and indic lan-1037

guage INDICXNLI (IndicTrans translated) sen-1038

tence to the recruited native speaker of that in-1039

dic language for validation. Before the annotation1040

work, each expert was given a full explanation of 1041

the guidelines that needed to be followed. The val- 1042

idation instructions (mturk template and detailed 1043

examples) are taken from the Semeval-2016 Task-I. 1044

The native speaker access the sentence pairs assign 1045

an integer score between 0 and 5, as follows: 1046

• 0: The two sentences are completely dissimi- 1047

lar. 1048

• 1: The two sentences are not equivalent, but 1049

are on the same topic. 1050

• 2: The two sentences are not equivalent, but 1051

share some details. 1052

• 3: The two sentences are roughly equiv- 1053

alent, but some important information dif- 1054

fers/missing. 1055

• 4: The two sentences are mostly equivalent, 1056

but some unimportant details differ. 1057

• 5: The two sentences are completely equiva- 1058

lent, as they mean the same thing. 1059

The score depicts the goodness of translated 1060

sentence in terms of semantics, i.e. same meaning 1061

as original English sentence5. Scores are then nor- 1062

malized to a probability range (between 0 and 1). 1063

The final validation score for each language is de- 1064

termined as the average of all 100 instances’ scores. 1065

1066

C Hyper Parameters Details 1067

All the models were trained on google collabora- 1068

tory 6 on TPU-v2 with 8 cores. The code was built 1069

in the PyTorch-lightning framework. We used ac- 1070

curacy as mentioned in the original XNLI paper 1071

(Conneau et al., 2018) as our metric of choice. The 1072

training was run with an early stopping callback 1073

with the patience of 3 and validation interval of 1074

0.5 epochs. We used AdamW as our optimizer of 1075

choice. (Loshchilov and Hutter, 2019). 1076

D Indic Cross-lingual Transfer 1077

This section is the extension of the §3.2. Table 1078

6, 7, 8, 9, 10 are the cross-lingual transfer results 1079

of XLM-RoBERTa, IndicBERT, mBERT-cased, 1080

mBERT-uncased and MuRIL respectively. The 1081

rows of the table consist of the languages on which 1082

5 For NLI task, same syntax, i.e. grammar (e.g. Tense) lesser
important than same Semantic, i.e. meaning preservation.
6 https://colab.research.google.com/
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Hyper Parameter XLM-RoBERTa IndicBERT MuRIL-cased mBERT-cased mBERT-uncased
Learning Rate 2e-5 2e-5 2e-5 2e-5 2e-5
Batch Size 64 128 64 128 128
Weight Decay 0.01 0.01 0.01 0.01 0.01
Max Seq Length 128 128 128 128 128
Model Size 278M 33.7M 237M 177M 167M
Warmup Steps 1500 1500 1500 1500 1500

Table 5: Model Hyper-Parameters and Size (size is described by number of parameters in millions)

the model is trained, while the columns represent1083

the evaluation languages. E.g., in table 7 the1084

first row represents that the model is trained on1085

“Assamese" and then tested on all the languages in1086

the column. The values in the row are the accuracy1087

scores of the model when trained on the language1088

in its leftmost column and tested on the language1089

in its top-most row column.1090

1091

For XLM-RoBERTa, the model perform best1092

for the “Bengali" language. The model gives1093

the best performance average across all other1094

languages if trained on “Bengali". A model trained1095

in other languages, on average, also performs1096

best for “Bengali" language. XLM-RoBERTa1097

also struggles to correlate with “Kannada",1098

“Odia", and ‘Malayalam, thus performs poorly1099

on average if trained for them. At the same1100

time, all models have poor cross-lingual ability1101

transferability for the “Assamese" language.1102

Furthermore, XLM-RoBERTa seems to per-1103

form better when trained and evaluated for higher1104

resource languages such as “Bengali" and “Hindi".1105

1106

For IndicBERT, the overall score is comparable1107

to XLM-RoBERTa despite it being a significantly1108

smaller model. On average, across languages, the1109

cross-lingual transferability for models trained on1110

varying indic languages were consistently similar1111

(between 0.5 - 0.6). However, the evaluation1112

performance for cross-lingual models evaluated1113

on “Malayalam" were poor for all indic trained1114

models. For model trained on some languages,1115

“Kannada", “Malayalam" and “Punjabi", the best1116

performance was across diagonal, i.e. indicating1117

the model performs best on the trained language.1118

This trend was, however, surprisingly not accurate1119

in other indic languages, indicating remarkable1120

cross-lingual transferability of the IndicBERT1121

model.1122

1123

For mBERT-cased, the model performs worse1124

for “Odia" on avergae for both when evaluated1125

and train on. However, all models performs very 1126

consistently for other indic languages. Model 1127

trained on Kannada, Punjabi, Tamil, Hindi, and 1128

Bengali perform best on average across languages. 1129

Here too, the best cross-lingual transfer ability was 1130

shown for Bengali language. mBERT-cased also 1131

for some languages have best performance across 1132

diagonal, i.e. the model performs the best on the 1133

language it is trained on, these languages include 1134

“Assamese", “Gujurati", “Malayalam", “Punjabi" 1135

and “Telugu". 1136

1137

For mBERT-uncased, the model correlate 1138

poorly for “Odia" language, however, shows 1139

similar results as mBERT-cased for all other 1140

languages. Model trained on “Kannada" and 1141

“Bengali" perform best on average across languages. 1142

Here too, the best cross-lingual transferability was 1143

shown for “Bengali" language. mBERT-uncased 1144

also for some languages have best performance 1145

across diagonal, i.e. the model performs the best 1146

on the language it is trained on, these languages 1147

include “Assamese", “Gujurati", “Malayalam", 1148

“Kannada" and “Marathi". 1149

1150

MuRIL has the best overall cross-lingual trans- 1151

ferability amongst all the models. MuRIL only 1152

fails to generalize well when trained for “Odia" 1153

language. However, model train on other indic lan- 1154

guage when evaluated on “Odia" performs well. 1155

Model trained on Marathi and “Marathi" perform 1156

best on average across languages. The best cross- 1157

lingual transferability was shown for “Bengali" and 1158

“Hindi" language. Muril shows diagonal correlation 1159

in performance with languages such as “Marathi", 1160

“Odia" and “Telugu". Overall, MuRIL has better 1161

cross-lingual transferability across all languages 1162

compared to other models. It also reflects less per- 1163

formance bias for languages such as “Bengali" and 1164

“Hindi", as compared to XLM-RoBERTa. 1165

13



XLM-RoBERTa as gu kn ml mr or pa ta te bn hi Train Avg
as 64 67 66 67 63 63 68 68 64 66 65 66
gu 65 72 69 69 68 71 70 71 65 74 74 70
kn 33 31 35 35 31 34 32 31 32 33 32 33
ml 35 33 33 34 31 34 34 31 33 34 34 33
mr 66 74 70 72 72 68 70 69 65 75 73 71
or 35 33 32 36 35 34 34 36 34 36 36 35
pa 65 69 70 67 67 67 70 66 67 73 66 68
ta 64 67 69 72 71 68 71 70 70 73 70 70
te 61 70 71 70 70 71 68 68 75 75 72 71
bn 67 72 73 73 72 74 74 70 70 73 71 72
hi 66 70 69 72 69 68 71 71 71 76 73 71

Test Avg 56 60 60 61 59 59 60 59 59 63 61 60

Table 6: Indic Cross-lingual transfer XLM-RoBERTa

IndicBERT as gu kn ml mr or pa ta te bn hi Train Avg
as 65 63 54 46 61 60 66 48 57 67 60 58
gu 61 67 54 41 65 64 70 46 62 70 62 60
kn 58 64 68 48 59 59 65 46 59 63 63 59
ml 55 52 54 60 53 53 52 52 57 52 52 54
mr 62 65 54 48 61 61 67 52 60 68 63 60
or 61 66 57 49 61 66 65 48 60 68 64 60
pa 61 67 55 47 60 62 74 41 60 70 62 60
ta 55 60 53 49 56 54 58 59 55 58 55 56
te 61 63 53 45 59 63 70 46 63 68 58 59
bn 62 66 55 48 62 62 66 47 60 68 68 60
hi 58 63 53 49 61 61 66 43 57 71 61 59

Test Avg 60 63 55 48 60 60 65 48 59 66 61 59

Table 7: Indic Cross-lingual transfer IndicBERT

mBERT-cased as gu kn ml mr or pa ta te bn hi Train Avg
as 69 59 61 53 57 36 61 57 52 59 64 56
gu 48 70 64 55 60 32 64 64 60 67 65 60
kn 49 62 68 64 60 35 65 64 59 69 62 61
ml 51 0.60 60 71 60 30 61 65 62 66 62 60
mr 45 61 63 56 69 35 64 56 57 69 66 60
or 34 33 29 32 36 35 34 35 33 33 34 33
pa 47 65 59 59 62 35 70 63 61 68 64 61
ta 48 64 67 63 60 32 65 66 63 69 62 61
te 51 59 63 63 60 32 61 64 67 66 62 60
bn 51 64 65 62 62 32 65 60 62 69 67 61
hi 50 66 65 61 62 30 65 63 61 71 63 61

Test Avg 49 60 60 58 59 33 61 60 58 64 61 58

Table 8: Indic Cross-lingual transfer mBERT-cased
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mBERT-uncased as gu kn ml mr or pa ta te bn hi Train Avg
as 68 61 56 59 62 32 66 62 55 65 63 58
gu 55 68 61 60 60 32 63 63 59 64 67 60
kn 47 62 72 65 62 32 66 65 63 65 64 62
ml 49 61 59 67 56 36 63 65 58 66 63 59
mr 49 60 60 58 68 31 62 59 61 69 62 59
or 34 33 29 32 36 35 34 35 33 33 34 33
pa 51 62 60 60 62 34 68 61 62 67 63 60
ta 53 63 63 64 63 35 65 68 62 67 61 61
te 53 61 63 62 62 35 64 62 64 65 65 60
bn 54 63 61 64 63 34 66 64 62 70 71 62
hi 47 64 58 61 63 35 64 60 62 74 67 61

Test Avg 51 60 58 59 60 34 62 60 58 64 62 58

Table 9: Indic Cross-lingual transfer mBERT-uncased

MuRIL as gu kn ml mr or pa ta te bn hi Train Avg
as 73 78 75 74 74 73 75 75 75 76 77 75
gu 72 75 75 74 73 72 70 72 71 76 75 73
kn 72 75 76 76 73 73 74 75 76 77 77 75
ml 75 75 73 77 72 78 76 79 75 77 76 76
mr 69 70 72 71 73 68 76 70 69 73 74 72
or 33 36 35 30 32 35 30 30 33 32 36 33
pa 73 75 76 74 74 76 79 71 74 75 75 75
ta 74 76 76 77 75 72 74 77 76 80 78 76
te 70 72 74 71 73 70 77 74 77 77 75 74
bn 68 76 73 73 71 72 73 74 74 74 76 74
hi 73 76 73 75 74 73 76 74 74 75 76 75

Test Avg 68 71 71 70 69 69 71 70 70 72 72 71

Table 10: Indic Cross-lingual transfer MuRIL
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