
Published in Transactions on Machine Learning Research (10/2024)

MoCaE: Mixture of Calibrated Experts
Significantly Improves Object Detection

Kemal Oksuz kemal.oksuz@five.ai
Five AI Ltd., United Kingdom

Selim Kuzucu selim.kuzucu2@five.ai
Five AI Ltd., United Kingdom

Tom Joy tom.joy@five.ai
Five AI Ltd., United Kingdom

Puneet K. Dokania puneet.dokania@five.ai
Five AI Ltd., United Kingdom

Reviewed on OpenReview: https: // openreview. net/ forum? id= fJEsas1z8J

Abstract

Combining the strengths of many existing predictors to obtain a Mixture of Experts which is
superior to its individual components is an effective way to improve the performance without
having to develop new architectures or train a model from scratch. However, surprisingly, we
find that naïvely combining off-the-shelf object detectors in a similar way to Deep Ensembles,
can often lead to degraded performance. We identify that the primary cause of this issue is
that the predictions of the experts do not match their performance, a term referred to as
miscalibration. Consequently, the most confident detector dominates the final predictions,
preventing the mixture from leveraging all the predictions from the experts appropriately.
To address this, when constructing the Mixture of Experts for object detection, we propose
to combine their predictions in a manner which reflects the individual performance of
the experts; an objective we achieve by first calibrating the predictions before filtering
and refining them. We term this approach the Mixture of Calibrated Experts (MoCaE)
and demonstrate its effectiveness through extensive experiments on 5 different detection
tasks, showing that it: (i) improves object detectors on COCO and instance segmentation
methods on LVIS by up to ∼ 2.5 AP; (ii) reaches state-of-the-art on COCO test-dev
with 65.1 AP and on DOTA with 82.62 AP50; (iii) outperforms single models consistently
on recent detection tasks such as Open Vocabulary Object Detection. Code is available at:
https://github.com/fiveai/MoCaE.

1 Introduction

Deep Ensembles (DEs) (Lakshminarayanan et al., 2017) is an effective method for obtaining improved
performance by simply training multiple models before combining their predictions at inference time. Providing
that compute is accessible, and inference time is not a significant issue, this approach provides a significant
boost in performance at minimal cost. Another variant of this approach, the Mixture of Experts (MoE) is in
practice achieved by combining different predictors (Jacobs et al., 1991; Jordan & Jacobs, 1994; Xu et al.,
1994; Yuksel et al., 2012; Sukhbaatar et al., 2024). Given that these experts will typically behave differently
for different data samples, one would thus expect that the model is able to leverage the benefits of one whilst
ignoring the contributions of the other poorer models. Interestingly, when considering object detectors, we
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(a) Mixture of
uncalibrated Experts

(b) Mixture of
calibrated Experts (Ours) (c) Uncalibrated con�dence scores

Figure 1: Piecharts showing % of detections from three similarly performing detectors in their resulting MoEs
on COCO dataset. (a) MoE of uncalibrated detectors, (b) MoE of calibrated detectors, and (c) histogram
of con�dence scores.

observe that naïvely combining experts in the standard way often leads to a degradation in performance,
resulting in an MoE that is completely unable to leverage the strengths of the individual experts in certain
situations.

We identify that the primary reason for this is due to a failure when combining the predictions, such that the
�nal output does not respect the individual performance of the experts, an issue known as miscalibration
(Guo et al., 2017) implying that the predicted con�dences do not match the accuracy. This inconsistency
results in the most con�dent detector dominating the �nal predictions, regardless of its accuracy. To illustrate,
we combine RS R-CNN, ATSS and PAA with di�erent characteristics making them non-trivial to combine.
Speci�cally, RS R-CNN (Oksuz et al., 2021a) is a two-stage detector optimizing a ranking-based loss function,
whereas ATSS (Zhang et al., 2020b) and PAA (Kim & Lee, 2020) are both one-stage detectors both trained by
focal loss (Lin et al., 2020) using di�erent anchor-to-object assignment approaches. As can be seen in Fig. 1(a),
RS R-CNN dominates the predictions due to its high level of con�dence, which are shown in Fig. 1(c).

It is natural to ask why is this speci�c to MoE? and not present in DE? For DE, the main source of variation
stems from the initialisation and other stochastic processes present in the optimisation, leading to similar
histograms of predictive con�dences. However, for an MoE, despite the fact that the experts perform similarly,
there is a vast diversity in the mechanisms to arrive at the predictions in object detection: such as the use of
an additional auxiliary localisation head (Tian et al., 2019; Zhang et al., 2020b; Jiang et al., 2018; Huang
et al., 2019; Kim & Lee, 2020) or the choice of classi�er, which commonly vary between a softmax (Ren et al.,
2017; Carion et al., 2020; Dai et al., 2016; Bolya et al., 2019) or sigmoid classi�ers for each class (Zhang et al.,
2020b; Lin et al., 2020; Kim & Lee, 2020; Zhu et al., 2021). Furthermore, di�erent backbones (Pinto et al.,
2022), loss functions (Mukhoti et al., 2020) and the training length (Mukhoti et al., 2020; Oksuz et al., 2023)
can drastically a�ect the con�dence of the model.

Consequently, given the vast diversity of detectors, and the corresponding di�erences in their associated
con�dences for the predictions, it is imperative that for an e�ective MoE to be constructed, their con�dences
must match their performance; that is, they are said to be calibrated (Guo et al., 2017; Oksuz et al., 2023).
To address this, we propose Mixture of Calibrated Experts (MoCaE), which calibrates the individual experts
and combines the predictions using our re�nement strategy, an approach we term as Re�ning Non-Maximum
Suppression (NMS). As post-hoc calibrators are more e�ective compared to the existing training-time
approaches (Munir et al., 2022; Pathiraja et al., 2023; Munir et al., 2023a;b) for object detection (Kuzucu
et al., 2024; Oksuz et al., 2023), we employ Isotonic Regression (IR) Zadrozny & Elkan (2002) or Linear
Regression (LR) as post-hoc calibrators while calibrating the experts. This makes our method an example of
a practical use-case as well as a bene�t of calibrating of object detectors. Furthermore, utilizing the bene�ts
of post-hoc calibrators, MoCaE is extremely simple to implement and leverage while combining
o�-the-shelf detectors. The resulting e�ects of our method can be seen in Fig. 1(b) and in Fig. 2, in which
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