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Abstract

Pretrained language models (LMs) have been
shown to be capable of few-shot learning via
in-context demonstrations. In this work, we ex-
amine if in-context learning generalizes out-of-
distribution. On several text classification tasks
and considering different kinds of realistic demon-
stration vs. test distribution shifts—domain, ad-
versarial, and dialectal—we find a significant drop
in test accuracy compared to in-distribution per-
formance. Moreover, we find that the accuracy is
inversely proportional to the number of demon-
strations. To address this issue, we explore dif-
ferent zero-shot prompting approaches which do
not rely on demonstrations. With six open-source
language model families, we show that zero-shot
prompting techniques which verbalize the target
distribution in the prompt are able to close the gap
to in-domain few-shot classification performance.

1. Introduction

Language models trained on only raw text have been shown
to learn in-context, that is, perform new tasks simply by
conditioning on a handful of demonstrations (Brown et al.,
2020). By drawing parallels to gradient-based optimiza-
tion (Dai et al., 2023; Deutch et al., 2023), prior work has
suggested that in-context learning (ICL) is prone to relying
on superficial features in the training examples (Mueller
et al., 2023b). Hence, it can be brittle to distribution shifts
between the demonstrations and test examples with more
demonstrations and larger models showing sharper drops in
task performance (Tang et al., 2023).

With text classification as a case study, in this work, we
investigate the utility of zero-shot inference methods in mit-
igating that issue, as they do not rely on any demonstrations.
Recent studies have suggested that ICL serves as a way to
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Figure 1. We observe considerable performance (F1) drops for sen-
timent classification when testing with three kinds of distribution
shifts: adversarial, domain (poetry), and dialect (Singlish) when
tested with Mistral 7B. The demonstrations are from SST2. Our
proposed approach (§4) is able to close the gap.

implicitly prime the model with the domain, concepts, or
topics and the format of the target task (Min et al., 2022;
Wang et al., 2023). We build on the approach presented in
Kumar et al. (2024) which showed that specifying these con-
cepts explicitly in the prompt, without any demonstrations,
can match or even surpass few-shot performance.

Evaluating on text classification tasks with three kinds of re-
alistic distribution shifts (adversarial, domain, and dialectal)
and with six language model families (model sizes ranging
from 125M to 13B), we find that simply verbalizing the
distributional properties of the test examples in the prompt,
such as its domain or dialect, results in zero-shot approaches
matching 8-shot in-domain performance. In a more realistic
setting where the test distribution may not be known, we
propose a simple but effective mixture of prompts approach
that computes and aggregates model probabilities based on
prompts containing verbalizations of different distributional
shifts. Our experiments show that when the prompt mixture
contains the true distribution information of the test exam-
ple, this approach performs on par with the case where the
properties are known in advance. In cases where the prompt
mixture does not contain the test distribution description, the
performance declines, however it still outperforms few-shot
approaches.

2. Related Work

Since its introduction, various studies have attempted to
analyze ICL’s underlying mechanisms (Xie et al., 2022;
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0 shot 1 shot 4 shot 8 shot 16 shot
ID OOD ID OOD OOD ID OOD ID OOD
Poem 54.30_0 54.30.0 85.74.8 85.713_3 92.61,4 80.09.9 93-14.6 52.63_4 92.63_9 88.02.8
Finance 92.3(),() 92.3(),() 94.137 95~10.6 96.20.5 90.45‘0 95.71.4 74.332,5 93.31,4 93.351

Table 1. Few-shot Macro-F1 (meangq) with Pythia 6.9B for domain shifts with demonstrations from SST2. In-Distribution (ID) refers to
cases where test cases and training data where from the same domain, and Out-of-Distribution (OOD) refers to cases where they were

from different domains (see Appendix B for additional results).

0 shot 1 shot 4 shot 8 shot
SAE  AAVE SG SAE  AAVE SG SAE  AAVE SG SAE AAVE SG
SST2 50700 52900 52.500 88.932 889:4 8646 93.605 90.8,; 89315 93.6i3 904,353 88933
Emotion 42.00,0 39.60,0 38.70,0 34.63,4 33.54_2 31 .64,9 31 .87,5 30.33,0 29.68,3 33.25,3 32.35,3 31 ~46.I

Table 2. Few-shot Macro-F1 (meangq) with Pythia 6.9B for dialect shifts from Standard American (SAE) to African American Vernacular
(AAVE) and Singaporean English dialects (SG; see Appendix B for additional results).

Ahuja et al., 2023; Hahn & Goyal, 2023; Zhang et al., 2023;
von Oswald et al., 2023; Wang et al., 2023) as well as ex-
plored its limits (Akyiirek et al., 2022; Chan et al., 2022).
Prior work has shown that ICL relies on shortcuts to make
predictions (Tang et al., 2023). Saparov & He (2023) find
that LMs are tends to rely on spurious correlations for rea-
soning tasks that hinder robust generalization. However,
they have largely focused on toy or synthetic tasks. In this
work, we focus on realistic distribution shifts on popular
text classification tasks such as sentiment, topic and emotion
widely studied in the context of ICL. Most related to our
work is Mueller et al. (2023a), which tests generalization
for syntactic tasks.

While most prior work only points out the issue of robust-
ness of ICL, we also explore potential solutions to tackle
this issue using zero-shot approaches which in recent work
have shown to match few-shot performance for text classifi-
cation tasks Kumar et al. (2024). Relatedly, Drozdov et al.
(2023), find that a series of chain-of-thought prompts can
yield better robustness for semantic parsing.

3. ICL Is Not Distributionally Robust

In an in-context learning setup, given k demonstrations
{(x1,41) .-, (Xk, yr:) } and a test example Xey, the label is
predicted using a language model,

maXpLM(y ‘ Xlaylv"'axk’aykvxtest) (1)
yeY

Here ) is the set of all labels. In practice, the labels are ver-
balized in natural language (e.g., the words “negative” and
“positive” for sentiment classification) and all the demon-
strations are concatenated followed by the test example.
Typically, all x; and X ~ D, an input distribution. Text
classifiers trained with supervision have been shown to
learn shortcuts in the data to make predictions which limit

their generalization. In this section, we examine this phe-
nomenon for ICL by measuring if the classification accu-
racy is impacted when the test distribution diverges from
the demonstrations, that is when X, ~ D’ different from
D.

Experimental Setup and Results We evaluate on
three tasks: sentiment (2-class), emotion (6-class), and
topic (4-class) classification with demonstrations from
SST2 (?)movie reviews;][]socher2013recursive, Emo-
tions (Saravia et al., 2018), and AGNews (Zhang et al., 2015)
respectively. We consider two kinds of distribution shifts
in test examples: domain and dialectal. For domain shifts,
we evaluate on two binary sentiment classification datasets:
Poetry (Sheng & Uthus, 2020), and Financial News (Malo
et al., 2014). We simulate the out-of-distribution (OOD)
setup using demonstrations from the SST2 train set and com-
pare with in-domain demonstrations. For dialectal shifts, we
use multi-VALUE toolkit (Ziems et al., 2023) to translate
SST2, Emotions, and AGNews to African American Vernac-
ular English (AAVE) and Singaporean English (SG) using
the original train set examples as demonstrations. We report
macro Fl-scores for all evaluation sets for k € {0, 1,4, 8}
where for each k we report mean and variance with 10 dif-
ferent sets of demonstrations sampled from the respective
train sets. We evaluated on GPT2 (S, M, L, XL) (Radford
et al., 2019), OPT (1.3B and 2.7B) (Zhang et al., 2022),
Pythia (1.4B, 2.8B, and 6.9B) (Biderman et al., 2023), Mis-
tral 7B (Jiang et al., 2023), Llama 1 (7B) (Touvron et al.,
2023), and Llama 2 (7B and 13B) (Touvron et al., 2023).
No finetuning was performed on these models.

We report results for Pythia 6.9B in Tables 1 and 2 (with
results for other models following largely similar trends
in Appendix B). We observe a significant decline in OOD
accuracy for both domain and dialectal shifts with the former
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being much larger. Furthermore, while more demonstrations
increase in-domain performance, we observe an inverse
trend with OOD setups.

4. Context Aware Zero-Shot Inference

As shown in Tables 1 and 2, the zero-shot setup observes no
decline in performance across distributions since, by defini-
tion, it does not rely on any demonstrations. However, its
overall accuracy is poor even in-domain compared to higher-
shot setups. To close this gap, in this section, we describe
context-aware zero-shot inference which uses the follow-
ing inference objective: § = maxyecy p(Y | Xeest, ¥, U, - - ).
Here, u, v, ... represent additional context that can aid the
task (such as u could be domain of the input text, v could
be the author demographic, and so on). Kumar et al. (2024),
who proposed this approach, experimented with different
instantiations of these factors showing that conditioning
on the domain, subject, author, or reader of the input text
can help improve classification performance to match up to
16-shot results while achieving low variance across prompt
variations.

In this work, we explore the utility this setup where we
consider the type of test distribution as additional context
and verbalize it along with the label. We use a genera-
tive version of this setup, where § = maxycy p(Xest |
Y, u,v,...) to make predictions, which has been shown
to perform better than the previously described discrimi-
native setup. We verbalize the labels and the contextual
factors (y,u,v,...) in textual form and refer to it as z
(for example, “this is a positive’ movie review" written in
a Singaporean English dialect'””). Furthermore, to reduce
variance across prompt variations, we aggregate model prob-
abilities across prompt paraphrases (Kumar et al., 2024) to
obtain:

p(x | 2) )

1, = max
YGEN s Z

2€2(y,u,v,...)

Z describes all potential ways to verbalize the label and the
factors (in practice, we only use 10). However, the factors,
i.e., the test distribution, might not be known. To overcome
this issue, we propose to use a mixture of prompts which
aggregates the probabilities in (2) over all potential factors,

Joen = gleaj)i{ Z Z

UV 2€Z (yuv,..)

p(x[2) ©)

The set of enumerable distributions can be infinitely large.
In our experiments, we simulate a setting with a small set
where we compare performance when the target distribution
is either included or excluded from the set.

4.1. Experimental Setup

In addition to all the datasets described in §3, we evaluate
on additional domains for sentiment classification, namely,
CR (Customer Reviews; Hu & Liu, 2004), and MR (Rot-
tenTomatoes; Pang & Lee, 2005). We also experiment
with an adversarial distribution shift by evaluating on adv-
SST2 (Wang et al., 2022) (more details in Appendix A).

‘We consider three scenarios. The first is where we know
the distribution of the test set (known). In this scenario, we
make predictions using (2). In the second scenario, we do
not know the distribution of the test set, but we assume that
it exists in the set of potential distributions (partly known).
In the third scenario, we have a completely unknown distri-
bution that is not present in the set (unknown). For both of
these scenarios, we use (3) for inference.

For each scenario, task and dataset, we hand write a label
description z per label per distribution. We then gener-
ate 10 templatic paraphrases by querying ChatGPT (GPT-
3.5) (Ouyang et al., 2022)" and manually verify the correct-
ness of each paraphrase. For mixture of prompt experiments,
for domain and adversarial shifts, we include the following
distributions in the mixture: movie reviews, Amazon re-
views, Yelp reviews, Poetry, Financial news, adversarial re-
views. For dialectal shifts for sentiment, emotion and topic,
we evaluate on AAVE and Singaporean English versions of
the test sets and include AAVE, Singaporean, Indian, Irish,
and Nigerian English in the mixture. Note that we are only
including the names of these distributions in the prompts,
and not any demonstrations. Finally, we simulate a case
where we do not know the test distribution, by removing
from the mixture, the prompts related to the test distribution.
For each test set, we report mean and standard deviation of
macro-F1.

In addition to the generative classification approach in (3),
we also evaluate on the discriminative version defined by
p(z | x). We consider three versions of this approach which
differ in how the context is provided (details in Appendix A)

For few-shot baselines, we consider two versions: one which
uses (1) (ICL), and another which calibrates the label proba-
bility by dividing it with ppy(y | NULL) (ICL-CC) (Zhao
et al., 2021).

4.2. Results

We report representative results in Table 3 for Mistral 7B
with the best results for each of the three zero-shot scenarios
and the best performing few-shot baseline (with detailed

IThis process needs to be done only once for each task and, in
practice, any paraphrasing model can be employed. We provide the
list of all paraphrases we generated here: https://pastebin.
com/2gBYYxJU
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Few-shotoop)

Zel‘O-ShOt(Known)

ZerO-ShOt(Panly Known) ZeI‘O-ShOt(Unknown)

Adv-SST2 62755 62.2,, 73.906 74105
MR 70.210.7 90.2¢, 86.4¢2 81.302
CR 71-58.1 86.10‘3 87.80_4 76.40.6
Amazon 82.95_1 92.30_3 93.00,2 92.30.1
Yelp 82'56.8 93.70,1 92.70,1 92.80,1
Poem 59~46.9 91.60_3 89.6()_3 90.0(),()
Finance 90.60_0 97-10.6 91.3()_9 90-70.6
SST2 AAVE 71.410 88.803 89.10.1 89.302
SST2 SG 69.39 87.302 88.6¢ 88.60.3
Emotion AAVE 40-92.6 51.40.2 49.60_2 48.00_1
Emotions SG 40.82_5 48.00,2 46.50_1 49.20,1
AGNews AAVE 82.60,0 48.10'1 48.10,0 47.50'0
AGNews SG 89.98,2 48.30_1 47.60.0 47.40_0

Table 3. Macro-F1 with Mistral 7B. We report meangtq over 10 runs for zero-shot approaches over 5 seeds for the few-shot ones. For
each result the best approach within that category is shown; Detailed results in Appendix B.

breakdown for all models with largely similar trends in
Appendix B).

‘We find that if the test distribution is known, the zero-shot
approaches achieve the best performance overall surpassing
the few-shot out-of-distribution accuracy by a large margin
and even approaching the in-distribution test performance
(see Figure 1). This trend holds for the majority of the 12
models we tested (in 8-10 cases depending on the dataset).

In a more realistic scenario, if the test distribution is un-
known, the mixture of prompts approach described in (3)
(partially unknown) still performs better than the few-shot
baselines. However, the improvements are not as large com-
pared to the first scenario as explicitly priming the model
with a different distribution than the target might hurt. When
the target distribution is not included in the prompt mixture
(unknown), we find that this approach still performs better
than baseline, however, the accuracy gain is lower than previ-
ous two scenarios. While “unknown” depicts the worst case
scenario, for most practical purposes, given a large enough
of set of distributions, the target distribution is highly likely
to be included in the set.

Finally, the generative zero-shot classification objective is
the winning approach in most settings.> However, the dis-
criminative versions are competitive and even out-perform
the generative approach in a few cases (see details in Ap-
pendix A).

>The AGNews dataset does not reflect these results. This is
likely because our dialectal data creation method does not modify
topical words in the test examples.

5. Conclusion

In this work, we investigate the out-of-distribution robust-
ness of in-context learning. On several text classification
tasks we find that a distribution mismatch between the test
instances and the demonstrations can lead to a considerable
drop in accuracy compared to in-distribution accuracy. We
propose to address this issue using zero-shot prompting. Our
experiments show that simply describing the distribution in
the prompt text can considerably close the performance gap.

6. Limitations

The datasets in our study are exclusively in English, so the
generalizability of our paper’s findings to other languages
may be limited. In addition, our dialectical distribution
datasets are synthetically generated, so they may not per-
fectly reflect the dialects they represent. We also make
simplifying assumptions about label independence which
may not be true in practice. Due to computing limitations,
we were unable to run experiments on larger models, which
may not indicate the same trends.
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A. Additional Experimental Details

Discriminative Baselines:

We consider three variations of each discriminative
zero-shot baseline (see Table 18): (1) Direct context
specifies the contextual variable using a simple format, (2)
Direct instruct specifies the contextual variable and also
provides the labels the model is expected to predict, and (3)
Direct simple does not provide the contextual variable.
Table 4 summarizes all of the datasets we use. Table 17
summarizes the handwritten label description templates
we use and paraphrase to construct the full set of label
descriptions.

B. Detailed Results

Detailed results for the following models are provided in
this Appendix: GPT2 Results in Table 5, GPT2-Medium
Results in Table 6, GPT2-Large Results in Table 7,
GPT2-XL Results in Table 8, OPT 1.3B Results in Table 9,
Pythia 1.4B Results in Table 10, OPT 2.7B Results in Table
11, Pythia 2.8B Results in Table 12, Pythia 6.9B Results in
Table 13, Mistral 7B Results in Table 14, Llama 7B Results
in Table 15, and Llama-2 7B Results in Table 16.
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On Distributional Robustness of In-Context Learning for Text Classification

Dataset Task Domain # of Classes Inclusion in Min-
imal Set
SST2 Sentiment Classi- Movies 2 Yes
fication
ADV SST2 Sentiment Classi- Movies, adversarial 2 Yes
fication
MR Sentiment Classi- Movies, Rotten Tomatoes 2 No
fication
CR Sentiment Classi- Customer Reviews 2 Yes
fication
Amazon Sentiment Classi- Customer Reviews, Amazon 2 No
fication
Yelp Sentiment Classi-  Yelp reviews 2 Yes
fication
Poem Sentiment Classi- Poetry 4, reduced to 2 Yes
fication
Finance Sentiment Classi- Economic News 3, reduced to 2 Yes
fication
SST2 AAVE Sentiment Classi- Movies, African American Vernacular En- 2 Yes
fication glish (AAVE), synthetically created
SST2 SG Sentiment Classi- movies, Singaporean English (Singlish), 2 Yes
fication synthetically created)
Emotion AAVE Emotion Classifi- Tweets, African American Vernacular En- 6 Yes
cation glish (AAVE), synthetically created
Emotion SG Emotion Classifi- Tweets, Singaporean English (Singlish), 6 Yes
cation synthetically created)
AG News AAVE Topic Classifica- News, African American Vernacular En- 4 Yes
tion glish (AAVE), synthetically created
AG News SG Topic Classifica- News, Singaporean English (Singlish), syn- 4 Yes
tion thetically created)
Table 4. Datasets used for the experiments
C_hannel Direct ) Direct I_Direct Channel Direct 'Direct Direct Channel Direct ) Direct l?irect 0-shot, 1-shot, 4-shot, 8-shot,
simple,  context, instruct, simple, 511np1g, conle)_(l, mslrugl, 51mp1§, mmplez conleij mslruct‘, snmple: 00D 00D 00D 00D
D D D D ID mix ID mix ID mix IDmix OODmix OODmix OODmix OOD mix
SST2 83.105 72805 58403 74506 68303 73902 77.6302 7T3.605s 64504 72704  61.004 70202 66500 57.553 58675 559,
SST2ADV 42,1, 46.6,, 43.3,; 447,54 48.1p7 50905 43104 43606 48206 4954 44606 42705 44600 47433 492,; 4693
MR 76903 66206 53805 64805 66305 70002 72602 70.os  63.0o3 66902 58804 65804 62400 55540 53027 5576
CR 73405 69207 40004 55.1p9 63.607 61904 45.1gn 69407 63205 63007 45004  Tllgs 73400 54060 40443 4515
Amazon  78.1gs 77006 62406 T340s 76507 74503 84.1p1 76205 16.604 75203 8400y 717303 6T.dge 56513 57.954 6l.dge
Yelp 80405 82505 62.803 82204 77702 T7.601 82502 769, 78203 76802  82.602 77702 75.dp0 54344 57230 6280
Poem 85.6,5 52837 48000 56243 782:, 74619 58000 684ps 79430  758,5 58009 68000 77.doo Sldeo 57742 54300
Finance  79.819 75.1i6 47.5,5 7201, 7l4g7 59500 40905 6531, 70806 58907 41304 65004 50200 29.670 4775 90.600
SST2AAVE 80303 54.504 60506 65906 80403 5090, 5090, 51.0p; 80.1px 58405 59410  67.503 64000 55.1i3 52209  49.1gp
SST2SG 78204 59.606 51.502 67206 7792 50901 5090; 5090; 781px 56903  62.805 65704 6419 56.135 51.620 53960

Table 5. Macro-F1 with GPT2. We report meang:q over 10 runs for zero-shot. For few-shot, we report averagestq over 5 seeds.
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Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
- L . - . - " . - 0-shot, 1-shot, 4-shot, 8-shot,
simple,  context, instruct, simple, simple,  context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D D ID mix ID mix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 88.652  76.604 81.505 73.los 80.lgz 77301 80.004 77.603  76.60s 83.3), 75302 81303  77.000 60.1g9 583y33 632123
SST2ADV ~ 442;5 44010 48914 422, 515, 47.009 51.3p35 44805 50.608 45706 50.1p5 44208 43900 45434 48.0; 4883,

MR 80.1030 70.010 79206 66.50s 75.003 73.803 77.loa 77802  7l.4o3 80.1¢3 73703 78402 73900 58737 57.6119 632104
CR 84.003 85119 Sldio 73215 78306 61.609 45202 63904 78806 61.219 45.003 64.00s 78200 623114 529173 74367
Amazon 62.003 86.704 75305 83204 75.1p3 80503 80.9p; 82.1p3 76.30.4 80.80.2 80.70.1 82403 75700 6l.lg; 65739 66.86,
Yelp 85.802 90301 73204 89.1p2 80.702 77.602 81301 77.202  80.303 77.502 81.204 77.102 87900 654110 70.6100 672178

Poem 84.817 63.0,2 48206 77.605 Tldy; T4 80.009 76.000 72.019 75.806 80.00,0 76.013  77.1oo 59471 54365 54300
Finance 90.005  90.714 59.9.4 86.119 82704 77.506 84203 71.009  82.409 76.80.9 85.00.9 73.805  86.500 74.636 682315 90.600

SST2 AAVE  83.4¢s 71.606 72.404 75708 83.802 49.1o0 49.100 49.1op 82492 75.203 53792 73502 75.1pp 60.lgg 57.5129 634100
SST2 SG 79.003 64.1g7 59204 73704 81.002 49.1pp 49.1o0 49.100 814, 70.60.4 59.00.4 69.904 74809 61.039 5641509 62.006

Table 6. Macro-F1 with GPT2-Medium. We report averagestq over 10 runs for zero-shot. For few-shot, we report averagesiq over 5
seeds.

Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
. . N . . - . . - 0-shot, 1-shot, 4-shot, 8-shot,
simple,  context, instruct, simple, simple, context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D D IDmix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 88.60, 84305 79903 83.504 81.6p3 83.804 76.601 83.1p2 75203 83.60.1 75.003 83.602 69800 741115 737101 81.095
SST2ADV  47.699 51.112 5891 51218 52310 47810 51.004 Sllio 52909 47.508 51.609 53407 43200 41554 52.605  49.033

MR 82902 72406 78.005 72205 76503 78203 75.601 78.602  71.805 80.60.2 71.505 79203 76200 725111 67.502 80.3107
CR 82.604 83407 74111 80405 7398 77905 47702 79.008  72.907 72.80.4 47.60.2 76205  84.800 76364 T1.746 78367
Amazon 84.604 86.504 83.1p5 80.005 85804 86.902 74701 87903  85.804 86.60.2 7470, 87303  90.600 809135 79.835 81.5s53
Yelp 87.102  90.503 80204 89.1p4 85303 75902 70902 76.003  85.003 74.602 70.90.1 74903 94700 803152 7633,  T4.674

Poem 86.616 80.605 46495 84.633 70.603 84.016 52.000 77.81;1  73.2i7 84.613 51.613 77811  80.000 56.0s9 45.748  52.634
Finance 85.709  92.609 37.409 83311 73206 85.604 47.706 82508 73.loa 87.806 47.60.6 86.204  92.3p9 704317 6l.13; 7433s

SST2 AAVE  83.803  52.502 50.7p2 82305 83.50; 49.1op 49.100 49.100 84303 78.1p3 57.1p3 80.904 76200 72.6107 67.7100 79.8117
SST2 SG 81.702 55904 51302 78404 84.1pp 49.109 49.100 49.100  83.904 76.506 53.204 80.604 73300 733111 663503 792119

Table 7. Macro-F1 with GPT2-Large. We report averagestq over 10 runs for zero-shot. For few-shot, we report averagesiq over 5
seeds.

Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct R
N . N . . - . . - 0-shot, 1-shot, 4-shot, 8-shot,
simple, context, instruct, simple, simple, context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D ID IDmix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 90.3p> 88.803 70.602 87.203 83.4p3 852), 78.602 85.3¢: 77.804 79.203 73.504 77.605 64800 78316 793108 72.511
SST2ADV 54795 43.118 49.110 4727 53.619 58508 53.1p5 6.1, 54.3;, 57.408 53.007 61.20¢ 48700 50459 51869  55.879
MR 84.20; 87303 64204 84.606 77503 82803 75402 83.1p2 73.003 75.603 69.70.4 76.60.4 68200 749,90 17437 Tl.lgo
CR 86.203 90.50s 41.209 85.4p5 84.606 78.003 70.609 77.803 84.706 77204 70.306 77.605 81.700 79.1761 80.1sg 76267
Amazon 90303 90904 61.504 79.505 87.603 85203 86.602 85.502 87.503 85.003 86.50.1 85.403 83300 86396 83.850 80339
Yelp 88301 9199, 61.703 91502 8690, 76.493 87901 75.1p3 86.79.2 76.50.3 87.902 75.803 85.1p0 854126 8327, 80.277

Poem 82.2;, 78.021 48.4¢s 76.657 80.613 85419 70.613 79.6,3 82.619 84.00.9 70.023 79.01,  57.loo  70.97;  68.005  52.634
Finance 92219 94711 71819 91994 76.00s T76.604 81906 78.009  76.1o7 78.306 81.400 80.604 92300 72984 73.6130 74335

SST2 AAVE 8530, 80.1pg 5199, 8l.lps 85302 49203 49.1o1 49403 8430 86.20.2 72702 84902 64200 75333 17.691 123116
SST2 SG 83.205 75706 63705 8l.4os 83.701 49303 49302 49403  83.604 85.103 71.402 80.604 64700 73430 75397 70.7108

Table 8. Macro-F1 with GPT2-XL. We report averagestq over 10 runs for zero-shot. For few-shot, we report averagestq over 5 seeds.



On Distributional Robustness of In-Context Learning for Text Classification

Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
N Lo N N . N N . - 0-shot, 1-shot, 4-shot, 8-shot,
simple, context, instruct, simple, simple, context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D ID IDmix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 88.705 89.805 87.703 86.804 75702 87302 82.1p3 84.6035 69304 88.40, 80.60.3 85.604  67.600 8325 88.0s1 87856
SST2ADV 4621, 489, 60.3;; 47512 5325 64211 607,17 59509 51509 61.999 60.8; > 61407 56.1p9 56417 549,90 5495

MR 84.80, 85203 81995 77704 76.1g3 83303 80.603 80.203  7l.4o» 84.103 80.302 82.1p3 74700 83914 85339 86.7:5
CR 87.103 77306 51.016 80.1gs 77.706 69.505 67306 63.705  78.508 70.80.7 66.60.6 64906 78500 84.03; 86.939 86.137
Amazon 68.603 91.204 89303 85.1p3 75.1p3  90.205 90.1p2  89.20;  75.103 90.50.2 90.30.2 89302 83900 91.607 90917  90.623
Yelp 8440, 87703 73203 74204 84401 87702 86201 8440 84.1p2 88.1p.2 85.90.1 84.605 93300 94.005 92417  92.023

Poem 91.0;7 66.048 69219 6l.4y7 74619 70413 684p5 66.2), 74.613 70.616 68.4¢ 8 65.815  60.009 80.605 651116 52.634
Finance 88.3;9 82014 90.7;3 624,65 81.00s 89207 70505 86.80s 81.007 89.00.4 71.410 86.605 87900 741117 85969 74335

SST2 AAVE  85.005 69.007 72806 78405 85302 49.104 49.004 49.005  84.502 64.795 83.003 77204  79.000 83439 87.546 88226
SST2 SG 82403 62505 57403 72906 83.602 49.1ps 49.003 49.004  83.902 70404 83.103 78.004 76400 81.335  86.545 87.333

Table 9. Macro-F1 with OPT 1.3B. We report averagestq over 10 runs for zero-shot. For few-shot, we report averages:q over 5 seeds.

Channel ~ Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
. . - ~ . . . L . 0-shot, 1-shot, 4-shot, 8-shot,
simple,  context, instruct, simple, simple,  context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D D ID mix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 89.1p, 84306 75307 82805 74902 81303 77801 82503 65304 79.303 75702 83.605 57700 81915 82360 86253
SST2ADV ~ 57.019 46.11¢ S5l.1o4 524y 5Sldg; 45907 50507 52206 51793 46.109 48.90.6 51207 52000 43234 42.04; 455,

MR 81304 80.707 51905 8125 72504 80302 7692 79403 64.604 78.503 76.704 8140, 78400 80231 77962 80.794
CR 84506 79206 37205 T1319 76205 77304 73.603 719.603 7695 76.60.5 73.502 79.106 85400 82.663 83.636 85714
Amazon 88703 90.404 80.504 89.703 81.992 88.002 8490, 89.602  82.1p2 87.502 84.79.1 89.40, 86900 87.139 85749 88.022
Yelp 89.1p2  91.80n 72104 9190, 87203 829p, 78.1p; 843, 87.202 82.80.2 77.50.1 84401  91.60p 88445 83.3gs5 85.8¢;
Poem 87.017 79428 62.655 81239 79415 75.014 54000 75217 7621, 73.022 54.610 73219 54300 8l.lgy 697129 52.634

Finance 90.409 86.719 61.719 82919 86205 82.607 43.405 86.604 87710 80.9¢5 46.103 85403 95300 92815 48359 74335

SST2 AAVE  85.1p3  64.706 50.00; 82495 84902 49.1op 49.1o9 49.159 85.003 78.505 53.20,4 76.704 76300 81.7;6 80.062 80.5100
SST2 SG 84.504 T4.607 49401 73506 84402 49100 49.1o0 49100 85202 76.003 52.802 77903 76500 8091 78463 79.6100

Table 10. Macro-F1 with Pythia 1.4B. We report averagestq over 10 runs for zero-shot. For few-shot, we report averagestq over 5
seeds.

Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct o .
N . N . . - . . - -shot, 1-shot, 4-shot, 8-shot,
simple, context, instruct, simple, simple,  context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D D IDmix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 90.20> 73205 90.503 83.206 81.604 76304 83402 T4.504 78.203 79.905 80.00.4 83.90.4 78700 87.645 92.17 94.1p9
SST2ADV 53716 5139 Sl.lyg 505, 57507 524y, 66806 53303 56.4; 55219 67.407 54.9,7 52.000 59946 61973 63245
MR 8640, Tldos 76307 65305 78203 71203 80.003 68.803 74.903 74.902 77204 78.504 74700 84537 84969 89.617
CR 80304 63.619 76.112 68.61 78.003 65.607 70.504 67309 78.306 64.01 66.50.5 65.508 80.600 85327 87.9,9 88.1;3
Amazon 86.003 60.704 77206 62404 87492 82303 89.802 83.502 87.4¢, 83.1p3 90.8).» 84.003 83.800 90.8;, 88.143 87.843
Yelp 89.00> 74905 74.604 65995 8599, 66.603 8639, 67.8)2 86.1¢ 68.70.1 87.30.1 70.00.2 90300 90.819 86.845 86.1s;
Poem 88.4y5 63859 Tl4az  T1.829 7021, 71419 91.01; 70.06 73.01, 72,613 88.613 69.6,, 82900 777112 64.639 52.634

Finance 91.604 77.5,3 49312 643,35 81996 8847 75515 87403 83.207 88.603 T1.7,3 87.303 90.2p0 82.0139 787210 74335

SST2 AAVE  86.993 77406 60.602 79.407 87.003 49.1o0 49.100 49.100 87304 71.505 69.90.4 77.504  79.800 85.647 86.97,  92.01»
SST2 SG 85403 69404 52403 T44os 83502 49.1o0 49.10 49.100  83.002 74.603 73.703 76.705 79700 84.552 85370 9ldig

Table 11. Macro-F1 with OPT 2.7B. We report averagestq over 10 runs for zero-shot. For few-shot, we report averages:q over 5 seeds.
Further results are provided in the appendix
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Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
. . - . . - . . - 0-shot, 1-shot, 4-shot, 8-shot,
simple,  context, instruct, simple, simple, context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D D ID mix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 91402 79906 88503 85405 80.1p4 81993 77.604 828p5 Tl.4dg3 70.403 78.1ps5 69.304 60209 87314 90355 91.0;5
SST2ADV ~ 47.809 53715 58920 51318 47707 55710 55912 5430 47708 57.119 57309 53.409 45300 4925 5271 52747

MR 86.005 80305 72805 79.107 74903 76503 T4.603 T1.605 67.604 66.30.3 76.503 64204 73500 84.65; 87.000 87.023
CR 86.104 78799 52308 79.01;1 85302 71994 70.704 60.909 84.003 71.804 71.004 62.999 76900 8593, 86235 8334,
Amazon 89.204 72706 80.1g7 71206 87493 86.1p5 81.00n 84.002 87.602 82.60.4 84.192 81.73 85.600 88.330 91.821 90.243
Yelp 87.003 90.00o 81.29, 85.604 8690, 68.1p, 66.503 649, 86.8)> 67.80.2 66.4¢,1 64.40, 87.800 87547 934,35 8579,

Poem 84.616 80.2,6 53239 73.605 95419 70016 71.019 584pg 9443 69.4, 9 66.025 55.014  60.009 76.6142 58359 52.634
Finance 93.806 79919 37813 73813 86306 81206 68493 7895 85506 78.90.7 67903 76910 58300 943;3 88244 74335

SST2 AAVE  88.003 71.999 59.805 70212 87.601 49.1o9 49.1o9 49.100 89.13 71.005 79.303 69.804  73.1p9 86.119 87315 8793
SST2 SG 87.1p4 66.607 54.502 61509 86.1pn 49.1g9 49.1gp 49.1o0  85.1p2 73.005 73.193 68.1p5s  72.3p9 84.5:6 85.0,3 86336

Table 12. Macro-F1 with Pythia 2.8B. We report averages:q over 10 runs for zero-shot. For few-shot, we report averagestq over 5
seeds.

Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
. . - . L - - . - 0-shot, 1-shot,  4-shot,  8-shot,
simple, context, instruct, simple, simple, context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D ID D D IDmix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 90.702  86.703 49.99> 82.005 80.603 84.402 73202 83303 72204 82.805 68.803 81.904  50.700 88932 93.608 93.613
SST2ADV  52.5;, 57.117 55312 55416 53406 53510 59207 60312  53.009 60.208 58.305 56216 47300 52456 58237 56.4¢,

MR 84.703 75906 53.205 65910 77304 80401 71.803 80.902  69.704 80.50.2 67402 80.403 55300 85722 90207 89.5.4
CR 86.406 68.609 36.902 604, 86.504 70.605 68.1pg 66.1og  86.0p2 67.708 56.90.4 65995 68409 87705 87318 86.83;
Amazon 89.3p3 82295 65.505 74205 87.602 50.1p3 50.1pz 50.1o3  86.902 85.502 89.70.1 84.60,  83.800 93.601 93703 93.502
Yelp 89.802  75.3p3 66.004 76.802 85901 50.002 50.002 50.002  85.4¢2 84.103 50.20.2 82.603  95.1p0 96205 95504 94206

Poem 96.0;3 7205 62.03; 68835 88819 78814 63.81; 71.0y, 88.013 76.814 5146 75219 54300 857133 80.099 52.634
Finance 92805 79307 71.814 85.007 87710 83410 84.609 73305 87.lgs 89.508 92912 78.705 92300 95.1ps 90450 74335

SST2 AAVE  87.004 70306 49.1o; 81202 87.602 51205 49502 55205  87.502 80.90.4 49.29, 76402 52900 88.04 90.8;; 90.4y3
SST2 SG 86.502 90.1p3  52.707 73205 86.702 50.604 50.1p2 49.1o0  86.902 69.203 53.203 73.404 52500 86.426 893153 88.9y9

Table 13. Macro-F1 with Pythia 6.9B. We report averagesiq over 10 runs for zero-shot. For few-shot, we report averagestq over 5
seeds.

Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
N Lo N N . N N . - 0-shot, 1-shot, 4-shot, 8-shot,
simple, context, instruct, simple, simple, context, instruct, simple, simple, context, instruct, simple, 00D 00D 00D 00D
D D D ID IDmix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 92.1p5 82.1ps 68904 80.31; 90802 85.004 76204 85203  85.603 70.20.4 57.003 64.606 89300 6l.1190 71.8113 70.6105
SST2ADV ~ 59.2p5 61.6;3 56.1;7 6225, 73906 58.007 66506 64405 T4log 60.00.5 64.21 ¢ 65709  73.000 61.0s2 62755 61.0s56

MR 90.20, 74.807 63.605 56.1g7 8640, 78.003 74903 80.8p> 81302 65.193 57.804 60.704 86900 56769 702107 61.669
CR 86.1p3 72.012 50815 73416 87804 73907 76810 69206 87.504 76.406 76.206 70.708  Sl.lop 48.095 67.85;  71.53;
Amazon 88404 92303 87502 86203 91.20o 93.002 80.1p3 89.602 9143 92.3¢, 79.70.2 89202 89700 59.6104 74079 8295,
Yelp 93.701  87.202 90403 T7.1o4 92401 927051 91.002  90.002  92.304 92.80.1 92.20, 89.602 84700 66.135 72.69;  82.563

Poem 91.605 89.2;9 84415 82616 89.605 82.009 6727 74016 90.000 82.00.0 66.0, 7 73.014  68.600 58364 59469 54300
Finance 96400 97.1os 46.126 81305 91309 81.905s 60209 69.805  90.706 82.21, 60.70.6 69.41, 58600 86.544 73735 90.600

SST2 AAVE  88.803 65306 63.805 60.204 89.1o; 49.100 49.100 49.100 89302 58.204 53.1p3 57404 86400 59.778 Tl.4101  63.610.
SST2 SG 87302 56.404 50303 55203 88.602 49.1op 49.1o0 49.100  88.603 62.205 63.00.4 62204 84500 6l.lg; 6939 6525

Table 14. Macro-F1 with Mistral 7B. We report averagestq over 10 runs for zero-shot. For few-shot, we report averagestq over 5 seeds.
Further results are provided in the appendix
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Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
N . N . . N . . . 0-shot, 1-shot, 4-shot, 8-shot,
slmple, context, instruct, slmple, slmple, context, instruct, slmple, slmple, context, instruct, slmple, 00D 00D 00D 00D
D D D D IDmix IDmix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 90.503 56.510 49.705 53906 81.203 79.804 52192 75305 73.1p3 73.103 49.70, 73.104 68909 49819 56.4134 608136
SST2ADV 5477 57919 593,09 60.4¢9 52807 62274 50.1p3 645,35 53.008 58814 49.3¢5 61.11, 52700 54235 52735 54333

MR 88.602 58509 S51.603 60.611 76304 74204 52902 73.005 69.503 68.90.4 51.404 71.502  67.600 50.604 55.5¢92 56.239
CR 82706 56916 60.7,3 539,35 82605 63507 37.1p2 62405 8274 61.508 37.202 58809 49700 48593 51937 53.5;34
Amazon 79502 53506 62506 55309 87.502 82.004 57504 80.504  87.62 82.204 57.603 80.105 69.1p0 51207 66.659 62.17;
Yelp 90403 59904 67505 60903 90.602 74.002 5299, 69.1p3 90.50.1 74.003 52.904 68.002  60.1p9 50405 63.5¢7 622,

Poem 76416 53463 51.8s5 50834 85616 73.603 48000 64619 86.023 71.024 48.00.0 64.616  80.000 Sl4ss 58969 54300
Finance 94.104 88333 78.617 8772, 93404 68705 43803 69504 93.704 68.00.7 44204 69.005  90.900 73.732 72.0136 90.600

SST2 AAVE 82794 72909 54911 69808 82902 49.1o0 49.100 49.1o0  85.002 58.304 49.190 51.204  66.600 50.914 544100 563117
SST2 SG 84.1p3 56.2;9 50.1p5 51.215 85801 49.1pp 49.1o9 49.1p9  86.1p2 65.306 53.703 70.1p5s  60.1pp 50914 5449 562129

Table 15. Macro-F1 with Llama 7B. We report averagestq over 10 runs for zero-shot. For few-shot, we report averagestq over 5 seeds.
Further results are provided in the appendix

Channel  Direct Direct Direct  Channel  Direct Direct Direct Channel Direct Direct Direct
simple, context, instruct, simple, simple,  context, instruct, simple, simple, context, instruct, simple,
D D D D ID mix ID mix IDmix IDmix OODmix OODmix OODmix OOD mix

SST2 92502 86404 55804 85304 81.804 82.606 59801 79.002  73.503 81.90.2 55.60.1 82703 64700 56.8;51 65.61185 69.039
SST2ADV  70.9;; 51205 50.1;; 49307 60805 58.1ps Sldoo 59.713 60.1pg 56.115 52.000 59.31,  58.1lgo 55.545 56.841 54734

0-shot, 1-shot, 4-shot, 8-shot,
00D 00D 00D 00D

MR 88.80.1  80.300 64306 63906 77303 79.503 60.602 75.1gs  Tl.dos 80.30.2 55.502 80.1p2 56900 56.6125 58778  58.793
CR 90305  73.615  37.004 69.1ps 86905 62708 39.1p1 60.206  86.604 59.706 39.400 60.1p5  61.700 428123 52.875 62.0100
Amazon 90.70,  89.703 60219 84504 88503 8830, 658p2 8379, 882, 88.50.2 65.80.2 83.803  83.000 56.6;7 70.877  73.647
Yelp 93.001 93.503 72.1ps5 69403 89.3g; 64792 70301 61.002  89.20, 64.80.1 70.19, 60.1p2  54.800 53.009 647157 679113

Poem 81.219 89.017 798,90 87.032 81219 77806 50.000 62.21; 8l4io 79.219 48.403 63419  60.000 54911 53769 54300
Finance 96.305 97.206 80805 92.81; 9l.6ps 73303 47.706 69.706 91.607 73.506 50.00.6 69.806 88900 748115 63.035 90.600

SST2 AAVE 88504 79.805 49301 76306 89202 49.1o0 49.1p0 49.1o0  89.1¢, 74.90.1 71.00.7 75.604 57200 562132 58536 59497
SST2 SG 86.502 90.1os 52707 73205 86.702 50.604 50.1p2 49.1pp  86.902 69.203 53.203 73404 54800 50.13; 49.0116 56.1g5

Table 16. Macro-F1 with Llama-2-7B. We report averagesq over 10 runs for zero-shot. For few-shot, we report averagestq over 5
seeds.

Task (Distribution | Label Descriptions
Shift)
Sentiment (Domain) ”This [DOMAIN] leans [POLARITY]:”; DOMAIN € {text, movie review, RottenTomatoes review,
customer review, Amazon review, Yelp review, poem, financial news excerpt}, POLARITY €
{positive, negative }

Sentiment (Adversarial) | “This misleading text exhibits a [POLARITY] bias:”; POLARITY € {positive, negative}
Sentiment (Dialect) ”This movie review written in [DIALECT] leans [POLARITY]:”; DIALECT € {African American
Vernacular English, Colloquial Singapore English (Singlish), Indian English, Irish English, Nigerian
English}, POLARITY € {positive, negative }

Emotion (Dialect) “This tweet written in [DIALECT] emotes [EMOTION]:”; DIALECT € {African American
Vernacular English, Colloquial Singapore English (Singlish), Indian English, Irish English, Nigerian
English}, EMOTION € {joy, sadness, anger, fear, love, surprise}

News (Dialect) This news written in [DIALECT] is about [TOPIC]:”; DIALECT € {African American Vernacular
English, Colloquial Singapore English (Singlish), Indian English, Irish English, Nigerian English},
TOPIC € {world, sports, business, technology}

Table 17. Handwritten label description starter templates. DOMAIN=""text” represents missing domain information. We generate label
description variations by asking ChatGPT “Write 9 paraphrases of this sentence as a Python list”
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Name

Format

Direct context
Direct instruct

Direct simple

”This is a [DISTRIBUTIONAL INFO]. [INPUT] [LABEL DESCRIPTION]”

Is this [DISTRIBUTIONAL INFO] [LIST OF LABEL NAMES]? [INPUT] [LABEL
DESCRIPTION]”

”[INPUT] [LABEL DESCRIPTION]”

Attribute Example

DISTRIBUTIONAL INFO poem

INPUT with pale blue berries. in these peaceful shades-
LABEL DESCRIPTION positive

LIST OF LABEL NAMES negative or positive

Table 18. Different variations of discriminative (direct) models. In all three settings the label descriptions contain contextual information.
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