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Abstract
The recent development of Large Language Models (LLMs) has been accompanied1

by an effervescence of novel ideas and methods to better optimize the loss of deep2

learning models. Claims from those methods are myriad: from faster convergence3

to removing reliance on certain hyperparameters. However, the diverse experi-4

mental protocols used to validate these claims make direct comparisons between5

methods challenging. This study presents a comprehensive evaluation of recent6

optimization techniques across standardized LLM pre-training scenarios, systemat-7

ically varying model size, batch size, and training duration. Through careful tuning8

of each method, we provide guidance to practitioners on which optimizer is best9

suited for each scenario. For researchers, our work highlights promising directions10

for future optimization research. Finally, by releasing our code and making all11

experiments fully reproducible, we hope our efforts can help the development and12

rigorous benchmarking of future methods.13

1 Introduction14

Over the past five years, Large Language Models (LLMs) [15, 59, 22, 48] have shown growth in15

performance and size, demonstrating proficiency in various downstream tasks [80, 7, 85]. The success16

of LLM pretraining hinges on three key pillars: high-quality data [65, 44], architectural innovations17

[31, 15], and scalable optimization techniques.18

Among these, the choice of optimizer has remained notably consistent in recent years, with Adam(W)19

[38, 50] dominating deep learning for nearly a decade. However, recent advances [33, 47, 84, 62,20

66, 17] challenge this status quo, offering alternatives that surpass AdamW in speed, communication21

efficiency [1] or final downstream performance on various benchmarks [12, 37], particularly for22

autoregressive language modeling [70]. Despite these innovations, current benchmarks and ablation23

studies [96, 34] remain narrow in scope, often examining only isolated aspects of optimizer design.24

This lack of systematic comparison makes it difficult to obtain trustworthy insights for practitioners,25

or identify the next promising research directions.26

In this work, our goal to revisit the problem of benchmarking optimizers for LLM pretraining.27

We do so through standardized experiments which vary important parameters such as batch size,28

model size, and the number of training iterations. This allows us to formulate an up-to-date list of29

best-performing methods for the community of researchers and practitioners. We demonstrate the30

efficiency of each considered method through careful tuning, and present insightful ablations along31

the way. Furthermore, we provide a set of best practices for LLM pretraining that are applicable32

regardless of the optimizer chosen.33

We summarize our contributions as follows:34
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(Contribution 1) We conduct the first large-scale, controlled benchmark of 11 different optimization35

methods across diverse LLM training scenarios. A fair comparison is ensured by precise accounting36

for compute costs, and extensive hyperparameter tuning. We identify optimal optimizer choices in37

several relevant training regimes, for both dense and MoE architectures.38

(Contribution 2) We perform comprehensive ablations of critical training hyperparameters—39

including warmup duration, initialization schemes, gradient clipping, final learning rates, and learning40

rate scheduler choices—providing actionable insights for optimizing LLM training in practice.41

(Contribution 3) We open-source our full benchmarking toolkit, including training scripts, evaluation42

pipelines, and hyperparameter configurations, to enable reproducible research and facilitate future43

optimizer development.44

Figure 1: A comparison of leading optimiz-
ers, for training a 720M parameter LLM.

For practitioners, our work provides an evidence-45

based answer to the burning question: “Is Adam still46

the most effective optimizer in the age of LLMs, or47

can we achieve better performance at scale with48

novel optimizers?”. For researchers, our work de-49

livers a unified benchmarking framework for LLM50

pretraining, along with extensive ablation studies51

which systematically evaluate both popular and over-52

looked optimizer designs—revealing previously un-53

explored tradeoffs between efficiency, stability, and54

final model performance. Overall, our findings not55

only challenge long-held assumptions about opti-56

mizer selection but also establish a foundation for57

future advances in large-scale model training. By58

bridging the gap between theoretical innovation and59

practical deployment, this work aims to accelerate60

progress in both research and industry applications61

of LLM training.62

2 Background & Related Work63

Optimizers. While computer vision models often show comparable performance between SGD [72]64

and AdamW [94], the landscape differs dramatically in LLM training. Recent work [95] demon-65

strates that adaptive methods like AdamW provide substantially better optimization characteristics66

for transformer-based language models. The question of why AdamW works so well has been a67

long-standing topic of research [2, 60, 93, 43, 41]. Modern methods often inherit AdamW’s core ideas68

in their structure, such as ADOPT [83] and AdEMAMix [62]. ADOPT has been motivated by solving69

long-standing convergence issues in AdamW. By normalizing the second-order moment prior to the70

momentum update, they eliminate the non-convergence issues of AdamW on smooth non-convex71

functions. Meanwhile AdEMAMix extends AdamW with an additional slower momentum buffer, i.e. a72

slower exponential moving average (EMA), which allows the use of much larger momentum values,73

accelerating convergence.74

One interpretation of AdamW’s effectiveness lies in its sign-based update [42]: without the exponential75

moving average (EMA), AdamW resembles signSGD [6]. Recent work [96, 36] has shown that76

Signum (signSGD with momentum), can perform comparably to AdamW. Earlier, the community also77

discussed Lion [9], a method with a similar sign-based structure. Signum and Lion offer memory78

benefits due to the use of only a single instead of Adam’s two buffers for optimizer states.79

Another family of methods stems from AdamW’s approximate second-order structure, where the80

diagonal of the Fisher information matrix or other preconditioning approaches [52, 24] are used as81

the second moment estimate. This idea has given rise to Sophia [46], SOAP [84], and, to some extent,82

Muon [33].83

The parameter-free concept [61] has led to the development of Schedule-Free AdamW84

(SF-AdamW) [17] and Prodigy [54]. These optimizers do not require a decreasing learning rate85

schedule, making them relevant for continual training. Last but not least, MARS [88], builds upon this86

line of research and incorporates a variance reduction mechanism in its update rule.87
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Benchmarks. To a large extent, the benchmarking setup determines the final conclusions. Some88

benchmarks are designed for short speedruns in terms of training or validation loss [32], while89

others focus on a downstream target metric after training [96, 12, 76]. Methods that perform well90

in short speedruns might not be optimal for longer training horizons as in real LLM training runs91

(see Figure 3). ”But what constitutes a sufficiently long horizon?” ”What should be the compute92

budget for LLM training?” These are questions explored by scaling laws [35]. Early benchmarks93

for optimizers and other ablation studies often rely on Chinchilla scaling laws [26] with a ratio of94

roughly 20 tokens per parameter (TPR) needed for pretraining. However, recent research [69, 74]95

argues that this is far from sufficient for production-ready models.96

Another important issue is the choice of loss function. Recent setups have been using an auxiliary97

z-loss [86, 11] in addition to cross-entropy, which requires further investigation. We believe this98

choice is influenced by the use of the OLMo [58] codebase, which we also address in our work.99

Additionally, we found that previous setups for comparing optimizers do not align with recent best100

practices regarding weight decay, learning rate decay, and overall hyperparameter tuning. All of these101

questions are revisited in our work.102

3 Experimental Setup103

Notations. We use the following notations. Let ω be the learning rate, ε the weight decay coefficient,104

and T the total number of iterations. Momentum-related parameters are represented by the symbol ϑ.105

Models & Data. For most experiments, we use a Llama-like transformer [48] architecture, including106

SwiGLU activations [77], RMSNorm [91], and RoPE embeddings [81]. We experiment with four107

sizes of models: 124M, 210M, 583M, 720M. We train on a 100B tokens1 subset of FineWeb [64].108

It consists of a cleaned and deduplicated corpus for LLM pretraining, which we tokenize using the109

GPT-2 tokenizer prior to splitting into train and validation sequences. MoE setup described in110

Iterations & Batch size. Throughout our experiments, we use a sequence length of 512 tokens. For111

clarity, we often report the batch size in tokens by writing Batch size→sequence length. For the 124M112

model, we use batch sizes of 32→ 512 = 16k, 256→ 512 = 131k, and 512→ 512 = 262k tokens;113

for the 210M model, we use a batch size of 256→ 512 = 131k; and for 583M model, we leverage114

the batch sizes of 1024→ 512 = 524k and 3936→ 512 = 2M tokens. Depending on the model size,115

we vary the number of iterations — also measured in tokens for compatibility with scaling laws and116

to accommodate different batch size settings. We train 124M and 210M models for equal durations117

of {1, 2.1, 4.2, 6.3, 8.4, 16.8}B tokens. This corresponds to T ↑ {64, 128, 256, 384, 512, 1024}k118

iterations for a batch size of 32, and T ↑ {8, 16, 32, 48, 64, 128}k iterations for a batch size of 256.119

For 583M models, we train on {13, 32}B tokens, corresponding to T ↑ {6.5, 16}k iterations, resp.120

T ↑ {25, 61.5}k iterations, for a batch size of 3936, resp. 1024. In the setup with 720M model,121

we have T ↑ {8, 16, 48}k iterations for a batch size of 1M tokens. Thus, for all model scales,122

we include both Chinchilla optimal lengths of training and beyond. More details are available in123

Appendix C.124

Loss. We train using the classical cross-entropy next token prediction loss. Some prior works125

introducing optimizers use a z-loss in addition to cross-entropy [30, 11, 86, 84, 96]. We found that126

this has little impact and, therefore, do not use z-loss. An ablation showing results with and without127

z-loss is in the appendix.128

Hyperparameter Tuning. Training LLMs is a computationally intensive task. As a guidance,129

practitioners often rely on insights gathered at lower scales, scaling laws, and other rules [87, 18].130

It is also commonplace to run experiments for only a shorter duration of training, as a way to test131

certain hyperparameters prior to extending the training horizon to more iterations. Because a full132

grid search over every hyperparameter, for each setting and optimizer, would be too costly, we133

resort to a similar approach. More precisely, for each model size, batch size, and optimizer, we tune134

optimization hyperparameters extensively for a number of training tokens which is near-Chinchilla135

optimal. We then keep those hyperparameters when we increase the number of iterations. While we136

found that the sensitivity to several hyperparameters can change as we increase the training horizon,137

we found this approach simple and yet effective. The hyperparameters being considered depend on the138

optimizer. We proceeded from small to large model scale, and used insights gathered at smaller scales139

1https://huggingface.co/datasets/HuggingFaceFW/fineweb
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to guide the hyperparameter search at larger scales. Our hyperparameter sweeps are summarized in140

Appendix D. We present the clarifications regarding the connection between the number of iterations141

and tokens for different batch size settings as well as the Chinchilla optimal length of training for142

our models in Tables 3 and 5. As learning rate schedulers, we compare cosine [49], linear and143

warmup-stable-decay (WSD) [27, 90, 28]. Unless specified, we use a cosine scheduler. Results with144

WSD and linear schedulers are discussed in Section 4. Recent works also emphasize the importance145

of sufficiently decaying the learning rate [4, 75, 28]. As such, we take care to decay to 0.01 → ω146

instead of the often used 0.1 → ω. To give an idea of how much effort was put into tuning each147

method, across all model sizes, batches and iterations, we trained a total of 2400 models, and have148

spent roughly 30000 GPU hours.149

Optimizers. Here is a list of the optimizers we considered in our work. For each algorithm, we150

write in parentheses the optimizer-specific hyperparameters we tuned: AdamW(ϑ1,ϑ2), SOAP(ϑ1,ϑ2)151

and preconditioning frequency, Lion(ϑ1,ϑ2), MARS(ϖ,ϑ1,ϑ2) and Newton-Schulz hyperpa-152

rameters, ADOPT(ϑ1,ϑ2), Signum(ϑ), Prodigy(ϑ1,ϑ2), SF-AdamW(ϑ1,ϑ2), Muon(ωM,ϑ,ϑ1,ϑ2),153

Sophia(ϱ,ϑ1,ϑ2), AdEMAMix(ϑ1,ϑ2,ϑ3,ς). When an optimizer has several momentum variants154

e.g. Nesterov [57] or Polyak [67], we try both. In addition, we tune the learning rate ω extensively155

for all methods. We also try different gradient clipping, warmup steps, and weight-decay values. A156

summary of the hyperparameters tested and selected for each model size is in Appendix D. All the157

optimizers are described in depth in Appendix A.158

4 Results159

We structure our story starting with smaller models and batch sizes, and gradually scaling up to larger160

configurations. In some instances, we complement the core benchmarking results with additional161

ablations and possible best-practices.162

4.1 Benchmarking at Small Scale: Training Models of 124M Parameters163

Using “small” batches. We first report results when using batches of 32→ 512 tokens in Figure 3.164

We tune hyperparameters by training for 2.1B tokens (128k iterations) and then keep those hyperpa-165

rameters for all other training durations. The best hyperparameters are reported in Appendix D.1.166

We observe how, for the smallest number of iterations we considered (1B tokens ↓ 64k), SOAP,167

ADOPT and AdEMAMix all outperform AdamW, with SOAP being the best. As we increase the number168

of iterations, AdEMAMix takes the lead while AdamW closes the gap with both ADOPT and SOAP. A169

sign-based methods such as Lion and Signum are expected to perform poorly when the batch size is170

small. Intuitively, this is due to the sign(·) operator being sensitive to gradient noise. As described171

in its original paper, MARS also performs poorly when the batch size is small. We found Prodigy,172

Muon and SF-AdamW to underperform in this setting compared to AdamW. On this scale, Prodigy173

suffers from the lack of bias correction of the learning rate, as well as being sensitive to (ϑ1,ϑ2) (see174

Figure 17.175

Using “large” batches. We now report results when using batches of 256 → 512 tokens — 8→176

larger than for our small batch setting. Results in Figure 2 show how Signum, Mars, Lion, Prodigy177

greatly benefit from the increased batch size. Remarkably, we observe that the Prodigy method178

scales similarly to AdamW. We emphasize the possible community interest in this algorithm as its179

EMA Prodigy adaptively emulates the learning rate behaviour. For a small number of iterations180

(e.g. T ↑ {8k, 16k} corresponding to 1B and 2B tokens), all methods outperform AdamW except for181

SF-AdamW and Sophia. As we increase the number of iterations ADOPT, SOAP, and AdEMAMix take182

the lead. In particular, AdEMAMix has a consistent lead over other methods. While we anticipated—in183

accordance with Vyas et al.[84]—that SOAP would greatly benefit from the larger batch size, its184

behavior remains relatively consistent compared to our previous small batch setting.185

Stability across training horizons. As mentioned in Section 3, we tune hyperparameters training186

on 2.1B tokens and keep those hyperparameters when extending the training horizon. In Figure 3187

we study whether it is possible to find better parameters for AdamW, SOAP, and AdEMAMix. When188

training on 16.8B tokens, we see it is beneficial to increase the ϑ3 from 0.999 to 0.9999. Without this189

improvement, SOAP ends up matching the performances of AdEMAMix when extending the training190

horizon further to 33.6B tokens (↓ 256k iterations). In our experiments, ϑ3 = 0.999 is only better191

than ϑ3 = 0.9999 when the number of training iterations is less than 32k. This matches observation192
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(a) Batch size 32→ 512 tokens. (b) Batch size 256→ 512 tokens.

Figure 2: Ranking of optimizers for 124M models with small and large batch sizes. In both
(a) and (b), we show the final validation loss for different training durations, corresponding to
different numbers of tokens. Above each token number, we write the number of training iterations
corresponding. In (a), we use a “small” batch size of 32→ 512 tokens. In (b), we use a larger batch
size of 256→ 512 tokens.

from [62], which recommends reducing ϑ3 when training for fewer iterations. We also test whether193

the learning rate ω changes as we increase the number of tokens/iterations. In Figure 5, we run a194

sweep over ω when training for 16.8B tokens. While for most methods, the best ω obtained in the195

previous sweep remains optimal, this is not the case for SOAP and SF-AdamW, which can benefit from196

a larger ω = 0.002.197

WSD vs. cosine & linear ω-schedulers. Learning rate schedulers received a lot of attention recently198

[79, 28]. We conducted a series of experiments comparing WSD [27, 90] and linear with cosine [49]199

learning rate schedulers. Surprisingly, the performance gap between these two schedulers observed200

in Figure 23 is often significant2 for benchmarking optimizers. Consequently, we decided to adopt201

the cosine scheduler for all further experiments.202

Decaying ω sufficiently. In Figure 8 we show the impact of decaying more or less the learning rate203

ω(t). From ω = 10→3 we train models using cosine decay down to ωend ↑ {10→4, 10→5, . . . , 10→9}.204

We found that decaying the learning rate sufficiently matters. In particular, the often use rule205

consisting in decaying to 0.1 → ω is suboptimal. This agrees with the recent works [28, 75, 4].206

Building on this findings, we consistently use cosine decay down to 0.01→ ω.207

Takeaway 1. After the experiment in the small-batch setting, we conclude that: (i) AdEMAMix
scales in the best manner with the number of iterations, SOAP underperforms AdamW when the
length of training increases. ADOPT and Prodigy show almost equal performance across all
training durations. Sign-based methods, predictably, underperform when the batch size is small,
but what is interesting, is that Sophia diverges at all, even if trains with sufficiently small learning
rate.

208

Increasing the batch size further. We also run an experiment with batches of 512→ 512 = 262k209

tokens, training for 64k iterations. Results in Figure 3 show mostly consistent results. Noticeably210

MARS becomes the second best performing method behind AdEMAMix, followed closely by Prodigy,211

Lion, and SOAP. Interestingly, Signum performs comparably to AdamW.212

Takeaway 2. Taking into consideration large batch size setting, we found that many methods,
once properly tuned, can show a remarkable performance compared to AdamW and also outperform
it.

213

Weight decay ablation. As recent frameworks for LLM pretraining or ablation studies omit weight214

decay as a default non-zero hyperparameter, some setups even mislead by not incorporating weight215

decay in their experiments. In this work, we demonstrate the importance of weight decay and its216

impact across different optimizers. Surprisingly, increasing weight decay while keeping the learning217

2We emphasize that the difference between the two schedulers is generally less than 5% of the total compute
spent. However, this still represents a significant gap in our benchmarking setup, e.g., SF-AdamW may outperform
AdamW in some settings (see Figure 23).
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(a) Scaling batch size. (b) Scaling number of tokens.

Figure 3: Our results demonstrate that (a): scaling the batch size significantly improves MARS,
Signum, Lion and Prodigy making them as good as AdamW even for a long training for 16.8B tokens.
Which was not the case in Figure 2 (b), where we still observed a significant gap in performance; and
(b): indeed, with scaling of the number of iterations, the gap between SOAP and AdEMAMix narrow
and, finally, increases. But, on the other hand, with increase of the AdEMAMix ϑ3 parameter, the
performance gap with SOAP reappears.

rate constant proves to be an effective technique for training on shorter horizons. This approach is218

so effective that methods like Signum and Lion with high weight decay significantly outperform219

AdamW without weight decay (see Figure 4). Implementation details also warrant attention. Coupled220

weight decay is still used in some settings, including the PyTorch [63] optimizer implementations.221

Notably, the popular implementation of Signum becomes ineffective when weight decay is applied.222

Highlighting this oversight for the community, we contribute by demonstrating our implementation223

of Signum (Algorithm 6) with decoupled weight decay. The influence of weight decay on model224

weights is intriguing. As is known, model weights typically grow during training, but weight decay,225

by modifying the optimized function, significantly reduces the growth of the model’s parameter norm.226

Such ablations of weight decay are also of interest to the community [13, 40].227

Regarding the ablation of weight decay for optimizers, we again select the best setup for each and228

conduct a sweep over weight decay values. Our results are presented in Figure 4 and in Figure 21.229

(a) (b) (c)

Figure 4: Larger weight decay achieves significantly better results when training on fewer
tokens. In (a) we observe that runs of AdamW, Signum, and Lion with the large weight decay of
0.5 consistently outperform the baseline AdamW with weight decay of 0.1 for all training durations
except for the last one. Notably, Signum and Lion with large weight decay perform even better than
AdamW with the same learning rate. In (b), we also consider a setting without weight decay. We
observe that this is suboptimal not only for AdamW, but also for the majority of other optimizers (see
Appendix E.2), while the typical weight decay of 0.1 remains the best for large training durations.
Importantly, in (c), we ablate the impact od weight decay on the model’s φ2 norm.

With our weight decay ablation, we are ready to provide one more insight.230

Takeaway 3. The use of weight decay, particularly a large decoupled weight decay term, can
significantly impact the final loss value and optimizer behavior. However, for extended training
horizons, a moderate, non-zero weight decay proves to be a robust option.

231

Learning rate sensitivity. Since we tune optimizers at a smaller scale and then extrapolate, we232

pose the question whether the best learning rate we have found so far transfers to the larger training233

duration. To verify this, we run 124M model on 16.8B tokens in 256 → 512 batch size setting,234

sweeping the learning rate across five typical values: {1e→4, 3e→4, 5e→4, 1e→3, 2e→3}. The best235
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learning rate for each method at the moment of hyperparameter tuning on near Chinchilla-optimal236

2.1B training duration we report in Appendix D.1. A summary of our results for larger number of237

tokens is provided in Figure 5 and detailed results of the sweep are presented in Appendix E.2.238

(a) (b)

Figure 5: Optimal learning rate stability across optimizers. The optimal learning rate determined
during tuning on 2.1B tokens remains consistent after a learning rate sweep on 16.8B tokens for
most optimizers. In (a), we observe that sign-based methods and similar to them Sophia diverge with
increasing learning rate. Interestingly, in (b), SF-AdamW and SOAP demonstrate the best performance
with a large learning rate of 0.002. In our work, we further show that it is possible to increase the
learning rate even more for such methods.

Warmup ablation. Another important ingredient of the pretraining is learning-rate warmup in239

the initial phase of training. Recent studies have explored the necessity of warmup in modern240

deep learning, with some investigating its elimination [39] and others ablating it to improve model241

performance and stability [92]. We focus on the latter, examining how warmup affects optimizer242

setup and whether it can significantly enhance performance. For each optimizer’s best configuration,243

we vary warmup across three values: {0.27, 1, 4.2}B tokens, which corresponds to {2, 8, 32}k244

iterations. Our choice of the largest warmup value is inspired by [92]. We describe this experiment in245

Appendix E.2. Mainly, we observe that Signum and SF-AdamW perform better with a larger warmup246

of 8k steps when training on 16.8B tokens. We also ablate the claim from [92] that a warmup of 25%247

of the Chinchilla optimal duration is the best. However, our findings contradict this assertion (see248

Figure 18). We show that a moderate values of the warmup, generally, is better, however, different249

optimizers could prefer different number of warmup steps. As such, SF-AdamW, Sophia, Signum250

prefer larger warmup, which is clearly depicted in Figure 6.251

Figure 6: Warmup ablation. We report the final validation loss on the FineWeb dataset for 124M
model trained on the batch size of 256. We sweep over the batch sizes of {1.56%, 6.25%, 25%} of
the length of training, which corresponds to {2000, 8000, 32000}k iterations, respectively.

Cosine vs WSD. At the outset of our study, we indicated a preference for the cosine scheduler252

over WSD. In this section, we provide a more detailed ablation of this choice. Having optimally253

tuned the cosine scheduler for each optimizer, we replicate the setup of [28], which allows us to254

avoid adjusting additional hyperparameters. Our findings, which demonstrate the superiority of the255

cosine scheduler across various optimization methods, are presented in Figure 7, and in the Appendix256

Figures 23 and 24. These results not only validate our initial preference but also provide insights257

into the interaction between learning rate schedules and different optimizers in large-scale language258

model training.259
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(a) (b) (c)

Figure 7: Comparisons between WSD and cosine scheduler. Notably, WSD and cosine scheduler
behave differently with respect to optimizer. In (a), the Muon optimizer shows a preference for WSD
across most training durations. Sophia exhibits an almost perfect match between both schedulers.
However, for AdamW, along with the majority of other optimizers studied (see Figure 24), we get
a better performance with cosine. We also report a detailed comparison with linear scheduler in
Appendix E.2.

4.2 Benchmarking at medium scale: Training Models of 210M Parameters260

In this section, we verify if our selected hyperparameters from smaller 124M allow accurate transfer261

to a slightly larger model. We point out that the most important hyperparameters to be sweeped are262

learning rate and gradient clipping. Regarding the learning rate, we observe that it only becomes a263

sensitive choice for sign-based methods, while the optimal hyperparameters for AdamW remain the264

same.265

Results with a batch size of 256→ 512. Results provided in the Appendix in Figure 20 are consistent266

with those obtained training 124M models with large batches.267

(a) (b) (c)

Figure 8: Decaying the learning rate down to 0.01→ ωmax and beyond, instead of only to 10%
We observe a common pattern for different schedulers that decreasing the learning rate to moderate
10→2 value is a better choice than decreasing it down to zero. Interestingly, the linear learning rate
scheduler for models at a given scale, requires 0.001→ ωmax.

Figure 9: Wall-clock time comparison. After conducting experiments for 124M and 210M models,
we are ready to present the wall-time comparison for each methods. For this purposes, we use a single
GPU, and run each optimizer for 100 iterations on a small batch size without gradient accumulation
and torch.compile. We report the wall-clock time per 100 iterations. We observe that all methods
take the roughly the same time or very close time to complete 100 iterations, with the exception of
Muon and SOAP. In addition, we point out that SOAP’s runtime exhibits a non-linear dependence on
the model size, due to its preconditioner matrices operations which are fast only for certain matrices
smaller than a predefined size.

4.3 Scaling Up: Benchmarking models of 583M and 720M Parameters268

We pick three methods: AdamW, SOAP, and AdEMAMix, and run experiments with a larger model269

of 583M parameters, and a large batch size of 2M tokens. The goal being to get closer to one of the270
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settings described in [84]. We train for 6500 and 16000 iterations, corresponding to 13B and 32B271

tokens respectively.272

Comparison between our setting and [84]. We found several key differences between our codebase273

and [84]: (i) we decay the learning rate to 0.01→ ω instead of 0.1→ ω, with ω being the maximum274

learning rate, (ii) we use typical weight decay values of e.g. 0.1 instead of smaller values such as 0.01275

or 0.0001, (iii) we do not use a z-loss in addition to ours. It has been shown recently that properly276

decaying the learning rate has an important effect on the optimization [4]. We run an ablation to277

compare both settings and conclude that removing the z-loss and increasing the weight decay to 0.1278

improves the results. Results further improve when the learning rate is decayed more. This ablation279

is shown in Figure 8.280

Figure 10: Results for the 583M model. On the left, we show our results when training for 6500
iterations. In this setting, AdamW gives best results, followed by AdEMAMix and then SOAP. This
is surprising as it conflicts with findings from [84]. Those results are partly reconciled with the figure
on the right. And we see that the difference in performance between models trained with and without
the z-loss regularizer is quite minor.

5 Extension to MoEs281

Setup & Comparison. Besides training dense Llama-like transformers, we also conver a com-282

parison for MoE architectures [78]. Our variant of MoE is based on the Switch-Transformer im-283

plementation [20]. We use a classical linear gating with softmax and top-k routing (k = 2) and 8284

experts. The activation functions remains the same as for the dense base model from Section 3. Such285

a configuration of the MoE model gives us approximately 520M parameters. We cover additional286

details in Appendix E.6. In this setting we train with a batch size of 256→ 512 for T ↑ {42, 336}k287

iterations. Again we cover both a Chinchilla-optimal horizon and the beyond. We summarize the288

results in the following Table 1.289

Opt. 42k 336k
AdEMAMix 22.37 18.47
D-Muon 22.67 18.51
ADOPT 22.70 18.58
AdamW 22.85 18.69

Prodigy 22.82 18.78

Opt. 42k 336k
Lion 23.20 18.87

Signum 23.31 19.09
SF-AdamW 23.34 19.13
Sophia 23.41 19.22
MARS 22.73 19.33

Table 1: Final validation perplexity for MoE training (↔).

6 Discussion290

Our advices on tuning each method. Overall, we validate the already widely used hyperparameters291

of ε = 0.1 and Twarmup ↗ 2k. For Lion—as mentioned in [9]—we find that the best value for ϑ1292

is consistently 0.99. The mechanism for Lion seems similar to AdEMAMix, one can imagine that293

Lion could be better with larger ϑ1, which would require schedulers. We also pose an interesting294

observation toward Prodigy: while it may not be so efficient with a super small batch sizes, with295

scaling of the model size and the batch size it becomes almost as competitive as AdamW. Importantly,296

Muon and D-Muon performed poorly at a small scale with relatively small batch sizes (32, 256),297

however, as we see in Figure 1298
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the model (e.g., with an open-source dataset or instructions for how to construct630

the dataset).631

(d) We recognize that reproducibility may be tricky in some cases, in which case632

authors are welcome to describe the particular way they provide for reproducibility.633

In the case of closed-source models, it may be that access to the model is limited in634

some way (e.g., to registered users), but it should be possible for other researchers635

to have some path to reproducing or verifying the results.636

5. Open access to data and code637

Question: Does the paper provide open access to the data and code, with sufficient instruc-638

tions to faithfully reproduce the main experimental results, as described in supplemental639

material?640
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Answer: [Yes]641

Justification: we provide our code and the datasets are mentioned clearly642

Guidelines:643

• The answer NA means that paper does not include experiments requiring code.644

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/645

public/guides/CodeSubmissionPolicy) for more details.646

• While we encourage the release of code and data, we understand that this might not be647

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not648

including code, unless this is central to the contribution (e.g., for a new open-source649

benchmark).650

• The instructions should contain the exact command and environment needed to run to651

reproduce the results. See the NeurIPS code and data submission guidelines (https:652

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.653

• The authors should provide instructions on data access and preparation, including how654

to access the raw data, preprocessed data, intermediate data, and generated data, etc.655

• The authors should provide scripts to reproduce all experimental results for the new656

proposed method and baselines. If only a subset of experiments are reproducible, they657

should state which ones are omitted from the script and why.658

• At submission time, to preserve anonymity, the authors should release anonymized659

versions (if applicable).660

• Providing as much information as possible in supplemental material (appended to the661

paper) is recommended, but including URLs to data and code is permitted.662

6. Experimental setting/details663

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-664

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the665

results?666

Answer: [Yes]667

Justification: we specify all of the important hyperparameters as well as hyperparameter668

tuning.669

Guidelines:670

• The answer NA means that the paper does not include experiments.671

• The experimental setting should be presented in the core of the paper to a level of detail672

that is necessary to appreciate the results and make sense of them.673

• The full details can be provided either with the code, in appendix, or as supplemental674

material.675

7. Experiment statistical significance676

Question: Does the paper report error bars suitably and correctly defined or other appropriate677

information about the statistical significance of the experiments?678

Answer: [No]679

Justification: in our large-scale experiments we could not affort so. and we are running all680

of the experiment with the same seed for generation data splits, etc.681

Guidelines:682

• The answer NA means that the paper does not include experiments.683

• The authors should answer "Yes" if the results are accompanied by error bars, confi-684

dence intervals, or statistical significance tests, at least for the experiments that support685

the main claims of the paper.686

• The factors of variability that the error bars are capturing should be clearly stated (for687

example, train/test split, initialization, random drawing of some parameter, or overall688

run with given experimental conditions).689

• The method for calculating the error bars should be explained (closed form formula,690

call to a library function, bootstrap, etc.)691

• The assumptions made should be given (e.g., Normally distributed errors).692
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• It should be clear whether the error bar is the standard deviation or the standard error693

of the mean.694

• It is OK to report 1-sigma error bars, but one should state it. The authors should695

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis696

of Normality of errors is not verified.697

• For asymmetric distributions, the authors should be careful not to show in tables or698

figures symmetric error bars that would yield results that are out of range (e.g. negative699

error rates).700

• If error bars are reported in tables or plots, The authors should explain in the text how701

they were calculated and reference the corresponding figures or tables in the text.702

8. Experiments compute resources703

Question: For each experiment, does the paper provide sufficient information on the com-704

puter resources (type of compute workers, memory, time of execution) needed to reproduce705

the experiments?706

Answer: [Yes]707

Justification: we provide this in Appendix708

Guidelines:709

• The answer NA means that the paper does not include experiments.710

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,711

or cloud provider, including relevant memory and storage.712

• The paper should provide the amount of compute required for each of the individual713

experimental runs as well as estimate the total compute.714

• The paper should disclose whether the full research project required more compute715

than the experiments reported in the paper (e.g., preliminary or failed experiments that716

didn’t make it into the paper).717

9. Code of ethics718

Question: Does the research conducted in the paper conform, in every respect, with the719

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?720

Answer: [Yes]721

Justification: this paper is consistent with NeurIPS Code of Ethics.722

Guidelines:723

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.724

• If the authors answer No, they should explain the special circumstances that require a725

deviation from the Code of Ethics.726

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-727

eration due to laws or regulations in their jurisdiction).728

10. Broader impacts729

Question: Does the paper discuss both potential positive societal impacts and negative730

societal impacts of the work performed?731

Answer: [NA]732

Justification: there is no societal impact of the work performed.733

Guidelines:734

• The answer NA means that there is no societal impact of the work performed.735

• If the authors answer NA or No, they should explain why their work has no societal736

impact or why the paper does not address societal impact.737

• Examples of negative societal impacts include potential malicious or unintended uses738

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations739

(e.g., deployment of technologies that could make decisions that unfairly impact specific740

groups), privacy considerations, and security considerations.741
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• The conference expects that many papers will be foundational research and not tied742

to particular applications, let alone deployments. However, if there is a direct path to743

any negative applications, the authors should point it out. For example, it is legitimate744

to point out that an improvement in the quality of generative models could be used to745

generate deepfakes for disinformation. On the other hand, it is not needed to point out746

that a generic algorithm for optimizing neural networks could enable people to train747

models that generate Deepfakes faster.748

• The authors should consider possible harms that could arise when the technology is749

being used as intended and functioning correctly, harms that could arise when the750

technology is being used as intended but gives incorrect results, and harms following751

from (intentional or unintentional) misuse of the technology.752

• If there are negative societal impacts, the authors could also discuss possible mitigation753

strategies (e.g., gated release of models, providing defenses in addition to attacks,754

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from755

feedback over time, improving the efficiency and accessibility of ML).756

11. Safeguards757

Question: Does the paper describe safeguards that have been put in place for responsible758

release of data or models that have a high risk for misuse (e.g., pretrained language models,759

image generators, or scraped datasets)?760

Answer: [NA]761

Justification: the paper poses no such risks.762

Guidelines:763

• The answer NA means that the paper poses no such risks.764

• Released models that have a high risk for misuse or dual-use should be released with765

necessary safeguards to allow for controlled use of the model, for example by requiring766

that users adhere to usage guidelines or restrictions to access the model or implementing767

safety filters.768

• Datasets that have been scraped from the Internet could pose safety risks. The authors769

should describe how they avoided releasing unsafe images.770

• We recognize that providing effective safeguards is challenging, and many papers do771

not require this, but we encourage authors to take this into account and make a best772

faith effort.773

12. Licenses for existing assets774

Question: Are the creators or original owners of assets (e.g., code, data, models), used in775

the paper, properly credited and are the license and terms of use explicitly mentioned and776

properly respected?777

Answer: [Yes]778

Justification: we cite them and respect, see Sections 1 and 2779

Guidelines:780

• The answer NA means that the paper does not use existing assets.781

• The authors should cite the original paper that produced the code package or dataset.782

• The authors should state which version of the asset is used and, if possible, include a783

URL.784

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.785

• For scraped data from a particular source (e.g., website), the copyright and terms of786

service of that source should be provided.787

• If assets are released, the license, copyright information, and terms of use in the788

package should be provided. For popular datasets, paperswithcode.com/datasets789

has curated licenses for some datasets. Their licensing guide can help determine the790

license of a dataset.791

• For existing datasets that are re-packaged, both the original license and the license of792

the derived asset (if it has changed) should be provided.793
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• If this information is not available online, the authors are encouraged to reach out to794

the asset’s creators.795

13. New assets796

Question: Are new assets introduced in the paper well documented and is the documentation797

provided alongside the assets?798

Answer: [NA]799

Justification: the paper does not propose new assets.800

Guidelines:801

• The answer NA means that the paper does not release new assets.802

• Researchers should communicate the details of the dataset/code/model as part of their803

submissions via structured templates. This includes details about training, license,804

limitations, etc.805

• The paper should discuss whether and how consent was obtained from people whose806

asset is used.807

• At submission time, remember to anonymize your assets (if applicable). You can either808

create an anonymized URL or include an anonymized zip file.809

14. Crowdsourcing and research with human subjects810

Question: For crowdsourcing experiments and research with human subjects, does the paper811

include the full text of instructions given to participants and screenshots, if applicable, as812

well as details about compensation (if any)?813

Answer: [NA]814

Justification: our work does not include research with human subjects.815

Guidelines:816

• The answer NA means that the paper does not involve crowdsourcing nor research with817

human subjects.818

• Including this information in the supplemental material is fine, but if the main contribu-819

tion of the paper involves human subjects, then as much detail as possible should be820

included in the main paper.821

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,822

or other labor should be paid at least the minimum wage in the country of the data823

collector.824

15. Institutional review board (IRB) approvals or equivalent for research with human825

subjects826

Question: Does the paper describe potential risks incurred by study participants, whether827

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)828

approvals (or an equivalent approval/review based on the requirements of your country or829

institution) were obtained?830

Answer: [NA]831

Justification: our work does not include research with human subjects.832

Guidelines:833

• The answer NA means that the paper does not involve crowdsourcing nor research with834

human subjects.835

• Depending on the country in which research is conducted, IRB approval (or equivalent)836

may be required for any human subjects research. If you obtained IRB approval, you837

should clearly state this in the paper.838

• We recognize that the procedures for this may vary significantly between institutions839

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the840

guidelines for their institution.841

• For initial submissions, do not include any information that would break anonymity (if842

applicable), such as the institution conducting the review.843

16. Declaration of LLM usage844
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Question: Does the paper describe the usage of LLMs if it is an important, original, or845

non-standard component of the core methods in this research? Note that if the LLM is used846

only for writing, editing, or formatting purposes and does not impact the core methodology,847

scientific rigorousness, or originality of the research, declaration is not required.848

Answer: [NA]849

Justification: the core development of our work does not involve LLMs.850

Guidelines:851

• The answer NA means that the core method development in this research does not852

involve LLMs as any important, original, or non-standard components.853

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)854

for what should or should not be described.855
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