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Abstract

With the growing adoption of Retrieval-
Augmented Generation (RAG) in document
processing, robust text recognition has become
increasingly critical for knowledge extraction.
While OCR (Optical Character Recognition)
for English and other languages benefits from
large datasets and well-established benchmarks,
Arabic OCR faces unique challenges due to its
cursive script, right-to-left text flow, and com-
plex typographic and calligraphic features. We
present KITAB-Bench, a comprehensive Arabic
OCR benchmark that fills the gaps in current
evaluation systems. Our benchmark comprises
8,809 samples across 9 major domains and
36 sub-domains, encompassing diverse docu-
ment types including handwritten text, struc-
tured tables, and specialized coverage of 21
chart types for business intelligence. Our find-
ings show that modern vision-language models
(such as GPT-4, Gemini, and Qwen) outper-
form traditional OCR approached (like Easy-
OCR, PaddleOCR, and Surya) by an average
of 60% in Character Error Rate (CER). Fur-
thermore, we highlight significant limitations
of current Arabic OCR models, particularly in
PDF-to-Markdown conversion, where the best
model Gemini-2.0-Flash achieves only 65%
accuracy. This underscores the challenges in
accurately recognizing Arabic text, including
issues with complex fonts, numeral recogni-
tion errors, word elongation, and table struc-
ture detection. This work establishes a rigorous
evaluation framework that can drive improve-
ments in Arabic document analysis methods
and bridge the performance gap with English
OCR technologies.

1 Introduction

With the upsurge in adoption of Retrieval-
Augmented Generation (RAG) based systems for
document processing, the quality of document in-
gestion pipelines has become increasingly critical.
Optical Character Recognition (OCR) plays a cru-
cial role in this pipeline, enabling the conversion

Figure 1: Overview of the core domains and sub-
domains in KITAB-Bench. Our benchmark spans nine
major domains (e.g., OCR, charts to JSON, table recog-
nition) and 36 sub-domains (e.g., scanned text, handwrit-
ten text, various chart types), providing a comprehensive
evaluation framework for modern Arabic document pro-
cessing and analysis.

of physical documents into machine-readable text
and databases for enabling effective knowledge
retrieval. Although significant progress has been
made in the multilingual OCR (JaidedAl, 2020; Fu
et al., 2024; Wei et al., 2024; Smith, 2007), with
comprehensive datasets like PubLayNet (Zhong
et al., 2019b), DocBank (Li et al., 2020), M6Doc
(Cheng et al., 2023), and DocLayNet (Pfitzmann
et al., 2022), Arabic OCR continues to lag behind.
This gap is largely due to the unique challenges of
the Arabic script, including its cursive nature, com-
plex typography, and right-to-left text orientation.

Existing Arabic OCR datasets (Table 1),
like KHATT (Mahmoud et al., 2014) and
IFN/ENIT (Pechwitz et al., 2002) focus mainly on
handwritten text, whereas APTI (Slimane et al.,
2009) covers only specific aspects of printed text.
These efforts fail to address advanced document
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Figure 2: Overview of different tasks in our benchmark: Eight key components illustrating the task inputs and
outputs for table recognition, chart understanding, text recognition, diagram analysis, VQA, line detection, layout
analysis, and PDF-to-Markdown conversion, complete with input/output examples for each task.
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Table 1: Comparison of Arabic OCR Benchmarks
Across Different Domains. Benchmarks compared:
LaraBench (Abdelali et al.,, 2023), CamelBench
(Ghaboura et al., 2024), MIDAD (Bhatia et al., 2024),
KHATT (Mahmoud et al., 2014), and KITAB-Bench
(Ours). (x: Only the Arabic samples are considered.) (f:
The test set of the dataset is considered.)

processing challenges such as table parsing,
font detection, and numeral recognition. Arabic
benchmarks like CAMEL-Bench (Ghaboura et al.,
2024) and LAraBench (Abdelali et al., 2023)
evaluate large multimodal and language models,
but they give limited attention to document
understanding tasks. Consequently, there remains
a need for a more comprehensive framework to
systematically evaluate and compare Arabic OCR
solutions. Our benchmark addresses these gaps by
offering diverse document types and evaluation
tasks to facilitate in-depth assessments of modern
OCR systems.

We present KITAB-Bench, a comprehensive
Arabic OCR benchmark spanning 9 domains and
36 sub-domains. Our framework evaluates layout
detection (text blocks, tables, figures), multi-format

recognition (printed/handwritten text, charts, dia-
grams), and structured output generation (HTML
tables, DataFrame charts, markdown). This enables
rigorous assessment of both basic OCR capabilities
and advanced document understanding tasks.

The contributions of this work include (1) A
comprehensive Arabic OCR benchmark covering
multiple document types and recognition tasks. (2)
Detailed evaluation metrics for assessing perfor-
mance across different document understanding
challenges. We also propose CharTeX and CODM
metric to evaluate chart extraction and diagram ex-
traction respectively. (3) Baseline results for pop-
ular OCR systems and Vision Language Models
(VLMs), highlighting current limitations and areas
for improvement. (4) A standardized framework
for comparing Arabic OCR systems, facilitating
future research and development.

2 Related Work

The development of robust Optical Character
Recognition (OCR) systems has been extensively
studied across document layout analysis (Zhao
et al., 2024; Shen et al., 2021; Paruchuri, 2024b;
JaidedAl, 2020; Auer et al., 2024; Li et al., 2020),
table detection (Li et al., 2019; Paliwal et al., 2019;
Nassar et al., 2022; Li et al., 2021; Schreiber
et al., 2017), and document understanding (Staar
et al., 2018; Weber et al., 2023; Livathinos et al.,
2021). While English OCR benefits from rich
datasets like PubLayNet (Zhong et al., 2019b),
DocBank (Li et al., 2020), M6Doc (Cheng et al.,
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Figure 3: Comparison of model performance across four document understanding tasks (Table Recognition, Image
to Text, Diagram to JSON, and Layout Detection) showing successful and failed cases for different models including
Ground Truth, EasyOCR, GPT-4, Qwen, Surya, Tesseract, Yolo, and DETR on Arabic document benchmark data.

Domain Total Samples
PDF to Markdown 33
Layout 2,100
Line Detection 378
Line Recognition 378
Table Recognition 456
Image to Text 3,760
Charts to DataFrame 576
Diagram to Json 226
VQA 902
Total 8,809

Table 2: Distribution of samples across different do-
mains in our dataset. A more detailed count for different
sub-domains and data sources is in Appendix A.

2023), and DocLayNet (Pfitzmann et al., 2022),
Arabic lacks standardized benchmarks for diverse
fonts and layouts. Recent efforts like MIDAD
(Bhatia et al., 2024) curates extensive training
data for Arabic OCR and handwriting recogni-
tion, while Peacock (Alwajih et al., 2024) intro-
duces culturally-aware Arabic multimodal mod-
els. Existing resources such as CAMEL-Bench
(Ghaboura et al., 2024), LAraBench (Abdelali et al.,
2023), MADAR (Bouamor et al., 2018), OSACT
(Mubarak et al., 2022), and Tashkeela (Zerrouki
and Balla, 2017) focus on language modeling or
specific tasks rather than full-page OCR evaluation.
Handwriting datasets including HistoryAr (Pantke
et al., 2014), IFN/ENIT (Pechwitz et al., 2002),
KHATT (Mahmoud et al., 2014), APTI (Slimane
et al., 2009), and Muharaf (Saeed et al., 2024) em-
phasize word/line recognition over document struc-
ture analysis.

Arabic table recognition faces challenges from
merged cells and RTL formatting (Pantke et al.,
2014). While methods like GTE (Zheng et al.,
2021), GFTE (Li et al., 2021), CascadeTabNet
(Prasad et al., 2020), TableNet (Paliwal et al., 2019),
and TableFormer (Nassar et al., 2022) advance
Latin table detection, their effectiveness on Arabic

documents remains unproven. Document conver-
sion pipelines (CCS (Staar et al., 2018), Tesseract
(Smith, 2007), Docling (Auer et al., 2024), Surya
(Paruchuri, 2024b), Marker (Paruchuri, 2024a),
MinerU (Wang et al., 2024a), PaddleOCR (Du
et al., 2020)) lack Arabic-specific optimizations
for segmentation and diacritic handling (Mahmoud
et al., 2018; Kiessling et al., 2019). This highlights
the critical need for comprehensive Arabic OCR
benchmarks addressing text recognition, table de-
tection, and layout parsing.

3 KITAB-Bench

Our methodology offers a novel approach to bench-
marking Arabic OCR systems via a comprehensive
data collection strategy and a systematic evaluation
framework. We gather curated samples from exist-
ing Arabic document datasets, manually collected
and annotated PDFs, and employ a five-phase LLM-
assisted human-in-the-loop pipeline (Figure 4) to
generate diverse supplementary content. Our eval-
uation framework spans nine specialized tasks, en-
abling thorough assessment of OCR performance
across various document processing challenges and
providing a robust benchmark for Arabic document
understanding tasks.

3.1 PDF Data Collection

We curated 33 diverse PDFs from online sources in
academia, medicine, law, and literature. To ensure
challenging cases, we selected documents featuring
richly formatted tables with extensive color usage,
merged cells, Arabic numerals, historical texts, wa-
termarks, and handwritten annotations. Each PDF
averaged three pages, and we then manually an-
notated them. This dataset comprehensively cap-
tures real-world complexities, making it a valuable
benchmark for PDF-to-Markdown conversion.
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Figure 4: Synthetic Data Generation Pipeline: A 5-stage process using LLMs to generate topics, create raw data,
produce visualization code, render charts, and perform human evaluation for quality control.

3.2 LLM-Assisted Data Generation Pipeline

To generate data for charts, diagrams and tables, we
implemented a five-phase LLM-assisted generation
pipeline with human validation at critical stages,
as illustrated in Figure 4. In Phase I (Topic Gen-
eration), our system employs an LLLM to generate
diverse topic names across multiple domains. This
phase incorporates various personas (academic, le-
gal, medical, technical) to ensure broad coverage
of document types. Phase Il (Data Generation)
transforms the validated topics into structured raw
data. The LLM generates content following Arabic
linguistic and formatting conventions across vari-
ous domains. In Phase III (Code Generation), the
system converts the validated raw data into plotting
code, with special attention to Arabic text rendering
requirements and RTL content management. Phase
1V (Image Rendering) utilizes specialized render-
ing engines (Mermaid, Plotly, Vegalite, HTML)
to create visual representations while maintaining
Arabic text integrity.

The final phase (Human Evaluation) implements
rigorous quality control through expert validation.
Evaluators filter charts, tables and diagrams based
on detected anomalies and ensure adherence to
Arabic-specific document conventions. This phase
is crucial for maintaining the high quality of our
benchmark dataset.

3.3 Dataset Statistics

Our benchmark dataset comprises over 8,809 sam-
ples across 9 major domains and 36 sub-domains,
representing a comprehensive collection of Arabic
document types for OCR evaluation. As detailed
in Table 8, the dataset combines carefully curated
samples from established datasets, manually anno-
tation PDFs, and synthetically generated content
created through our LLM-assisted pipeline (Figure
4). The Image-to-Text portion (3,760 samples) in-
cludes data from historical documents (HistoryAr
(Pantke et al., 2014)), handwritten text collections
(Khatt (Mahmoud et al., 2014), ADAB (Boubaker
et al., 2021), Muharaf (Saeed et al., 2024)), and
scene text (EVAREST (Hassan et al., 2021)), while
layout detection comprises 2,100 samples from
BCE-Arabic-v1 (Saad et al., 2016) and DocLayNet
(Pfitzmann et al., 2022).

For layout analysis, we incorporated 1,700 samples
from BCE-Arabic-v1 dataset (Saad et al., 2016),
400 samples from DocLayNet dataset (Pfitzmann
et al., 2022) focusing on financial, academic, le-
gal, and patent documents. The line detection
and recognition tasks contains 378 samples each
from self-developed dataset. We further enriched
the dataset with 500 samples from PATS-AO1 (El-
Muhtaseb, 2010) benchmark to ensure diverse rep-
resentation.  For handwritten text recognition,
we assembled a comprehensive collection of 1,000



Task Metric Surya Tesseract EasyOCR

Detecti mAP@50 79.67  46.39 68.02
ctection 1 AP@0.5:0.95 27.40  14.30 32.74

R ion WER .01 1.00 0.53
ecogniion ~pp 087  0.66 0.20

Table 3: Performance of different models on Line De-
tection and Line Recognition Task on our Benchmark

samples combining datasets from Khatt (Mahmoud
et al., 2014) (both paragraph and line-level anno-
tations), Adab (Boubaker et al., 2021), Muharaf
(Saeed et al., 2024), and OnlineKhatt (Mahmoud
et al., 2018). The benchmark also includes spe-
cialized content from ISI-PPT (Wu and Natarajan,
2017) (500 samples), and Hindawi (Elfilali, 2023)
(200 samples) for various document types. Scene
text understanding is supported by 800 samples
from EvArest (Hassan et al., 2021), providing real-
world context diversity. A detailed table showing
all the dataset is provided in the Appendix A.

A significant portion of our dataset consists of syn-
thetically generated content, including 576 sam-
ples for Charts-to-DataFrame (spanning 16 differ-
ent chart types), 422 samples for Diagram-to-Code
(covering sequence diagrams, flowcharts, and tree
maps), 456 samples for Tables-to-CSV/HTML, and
902 samples for VQA tasks. These synthetic sam-
ples were generated through our five-phase LLM-
assisted human-in-the-loop pipeline (Figure 4). Ev-
ery sample in our dataset - whether from existing
sources or newly generated - underwent valida-
tion by native Arabic speakers before inclusion in
the final benchmark. This rigorous validation, re-
inforced by expert review and automated checks,
ensures high quality and authenticity across all do-
mains. A detailed analysis is in Appendix C.

4 Experiments

Our experimental evaluation comprehensively as-
sesses the capabilities of current OCR systems and
state-of-the-art vision-language models (VLMs)
across different Arabic and multilingual document
understanding tasks. Figure 2 illustrates the nine
distinct tasks in our evaluation framework.

We evaluate three categories of systems: VLMs,
traditional OCR systems, and specialized docu-
ment processing tools. For VLMs, we include both
closed-source models like gpt-40-2024-08-06,
gpt-40-mini-2024-07-18 (Hurst et al., 2024,
Achiam et al., 2023), and gemini-2.0-flash
(Georgiev et al., 2024; Google DeepMind,

2025), as well as open-source alternatives
such as Qwen2-VL-7B (Wang et al., 2024b),
Qwen2.5-VL-7B (Team, 2025), and the AIN-7B
(Heakl et al., 2025). Traditional OCR approaches
in our evaluation include Surya (Paruchuri, 2024b),
Tesseract (Smith, 2007), EasyOCR (JaidedAl,
2020), and Padd1eOCR (Li et al., 2022; Du et al.,
2021). For specialized document processing tasks,
we employ systems like Docling (Auer et al.,
2024), and Marker (Paruchuri, 2024a). Layout
detection capabilities are evaluated using methods
implemented in Surya-layout (Paruchuri, 2024b),
Yolo-doclaynet (Zhao et al., 2024) from MinerU
(Wang et al., 2024a), and RT-DETR (Zhao et al.,
2023) based method in Docling (Auer et al., 2024).

4.1 Evaluation Frameworks and Metrics

Our evaluation framework comprises nine special-
ized tasks designed to assess different aspects of
Arabic OCR systems, as demonstrated in Figure 2.
Each task addresses specific challenges in Arabic
document processing. For this reason, we employ
task-specific metrics to evaluate different aspects
of document understanding.

PDF-to-Markdown: It evaluates the conversion
of Arabic PDFs to structured markdown while pre-
serving the text and table structure. Since both
table and text structure are important, for evalu-
ating PDF to Markdown conversion quality, we
propose MARS (Markdown Recognition Score),
which combines chrF (Popovié, 2015) with Tree-
Edit-Distance-based Similarity (TEDS) (Zhong
et al., 2020) :

MARS = «-chrFs + (1 —a) - TEDS(T,, T3) (1)

where o (0 < o < 1) is the weight. T}, represent

Dataset Metric Surya Yolo-doc- Detr
laynet (docling)
mAP@0.5 0.506  0.470 0.750
mAP@0.5:0.95| 0.381  0.369 0.566
BCE Precision 0.751 0.608 0.626
Recall 0.593  0.592 0.725
F1 Score 0.635  0.585 0.654
mAP@0.5 0.675 0.404 0.758
mAP@0.5:0.95| 0.469  0.335 0.541
DocLayNet Precision 0.782  0.527 0.635
Recall 0.856  0.503 0.770
F1 Score 0.799  0.499 0.670

Table 4: Performance comparison of layout detection
models using different evaluation metrics



predicted table structure and 7 the ground truth
structure.

Table Recognition: We evaluate table extraction
using both HTML and CSV formats, where HTML
format (evaluated using TEDS (Zhong et al., 2020))
preserves rich structural information including cell
spans and hierarchical relationships crucial for
complex Arabic tables, while CSV format (evalu-
ated using Jaccard Index 2) focuses on raw data
extraction optimized for machine processing and
data analysis pipelines. This dual-format evalua-
tion ensures systems can both maintain complex
table structures for human readability and provide
clean, structured data for automated processing,
specifically important for RAG based systems.

_|Pn@| IPNG]
T [PUG| T [P[+|G] - PNG]
)

J(P,G)

where |P N G| represents the number of exact
matching cells between predicted and ground truth
tables, and | P U G| represents the total number of
unique cells across both tables.

Chart-to-Dataframe: This task evaluates ex-
tracting structured data from Arabic charts into
machine-readable dataframes. Systems must accu-
rately parse numerical values, text labels, and pre-
serve data relationships across chart types (bar, line,
pie). We use the Structuring Chart-oriented Repre-
sentation Metric (SCRM) (Xia et al., 2024)—which
combines type recognition, topic understanding,
and structural numerical fidelity (see Appendix
D)—and also propose our own CharTeX (Chart
Extraction Score) metric. CharTeX combines the
cHrf scores for chart type and topic with the jac-
cord index for the dataframe, using fuzzy matching
(80% threshold) when columns do not exactly align.

Metl‘lC - OZJtype"‘ﬂJtopic—i_ (1 —a_ﬁ)t]data (3)

Here, Jiype and Jiopic denote the chrF scores be-
tween the predicted and ground-truth chart type and
topic, while Jj,¢, measures the structural similarity
of the predicted and ground-truth JSON data.
Diagram-to-JSON: This task evaluates the con-
version of Arabic flowcharts and technical dia-
grams into JSON while preserving semantic rela-
tionships and technical specifications. We propose
CODM (Code-Oriented Diagram Metric), extend-
ing SCRM (Xia et al., 2024), with the same fomu-
lation as in Eq 3. More detail about this metric is
provided in Appendix E

Image-to-Text: This task assess the basic text

recognition capabilities across different Arabic
fonts and styles, including the handling of cursive
script connections, diacritical marks, and various
text orientations. We use we use Character Error
Rate (CER) and Word Error Rate (WER). For a pre-
dicted text sequence ¢ and ground truth sequence vy,
CER is computed as: CER = L(|yT’|yA), where L(y, 3)
is the Levenshtein distance between character se-
quences and |y| is the ground truth length. WER is
calculated the same way with words as the unit of
error.

Visual Question Answering: Tests the ability of
models to understand and reason about Arabic doc-
ument content, we evaluate using standard accuracy
for MCQ questions and exact word match.

Line Detection: Focuses on the accurate iden-
tification and processing of individual text lines
in Arabic documents. We evaluate using mean
Average Precision (mAP) at different Intersec-
tion over Union (IoU) thresholds: mAP@0.5 and
mAP@0.5:0.95, which assess the localization ac-
curacy of detected text lines.

Layout Detection: Assesses document structure
analysis capabilities, including the identification of
headers, paragraphs, and complex layout elements
in Arabic documents. Performance is measured us-
ing mAP@0.5 and mAP@0.5:0.95 for localization
accuracy, complemented by Precision, Recall, and
F1 scores to evaluate the overall detection quality
across different layout components.

All metrics are computed on our diverse bench-
mark dataset, which encompasses various docu-
ment types and complexity levels in both Arabic
and multilingual contexts. Table 10 provides a
detailed mapping of tasks, metrics, and evaluated
systems.

4.2 Experimental Setup

We implement our evaluation pipeline with care-
ful consideration of hyperparameters for different
metric. All experiments use NVIDIA A100 GPUs.
For VLMs, we use their official implementations
or API endpoints. Traditional OCR systems are
evaluated using pre-trained models provided by
the frameworks. For PDF-to-Markdown evaluation
metric MARS 1, we choose @ = 0.5 and o = 0.5
and 8 = 0.2 for Diagram-to-JSON evaluation met-
ric CODM. We average the results over multiple
runs, with performance comparisons shown in dif-
ferent tables [ 3, 6, 5, 7, and 4].



Table Extraction

End-to-End PDF

Model Group Models TEDS (HTML) Jaccard (CSV) CHrF (Text) TEDS (Table) MARS
GPT-40 85.76 66.36 69.62 60.61 65.12
Closed GPT-40-mini 69.32 49.50 56.59 52.69 54.64
Gemini-2.0-Flash 83.08 65.55 75.75 55.55 65.65
Qwen2-VL-7B 57.83 40.20 40.30 2.54 21.42
Open Qwen2.5-VL-7B 59.31 59.58 69.21 11.65 40.43
AIN-7B 75.94 64.83 56.52 49.32 52.92
28.23° 14.85° D D D
Tesseract 38 647 16.047 59.91 45.44 52.68
Framework 49.10° 23.830 D D D
EasyOCR 39097 17.887 57.46 51.12 54.29
Surya 50.15M 70.42M 58.38M 44.20M 51.34M

PDocling (Auer et al., 2024) pipeline

TImg2Table (Cattan, 2021) pipeline

MMarker (Paruchuri, 2024a) pipeline

Table 5: Performance comparison of different models for table extraction and end-to-end PDF to markdown

conversion tasks on our benchmark.

Group Models CHrF1 CER| WER]
GPT-40 61.01 0.31 0.55
Closed GPT-40-mini 47.21 0.43 0.71
Gemini-2.0-Flash ~ 77.95 0.13 0.32
Qwen2VL-7B 33.94 1.48 1.55
Open Qwen2.5VL-7B 49.23 1.20 1.41
AIN-7B 78.33 0.20 0.28
Tesseract 39.62 0.54 0.84
Framework EasyOCR 45.47 0.58 0.89
Paddle 16.73 0.79 1.02
Surya 20.61 4.95 5.61

Table 6: Performance comparison of models for OCR
(image to text) tasks on our benchmark. A detailed
performance comparison among different open-source
dataset is available in Appendix B

5 Results and Discussion

In this section, we present a comprehensive evalua-
tion of different models across different tasks of our
framework. The results provide a clear distinction
between the performance of closed-source models,
open-source models, and framework-based solu-
tions, revealing both their strengths and limitations.
We observe very clear performance gap between
closed and open-source solutions. While closed-
source models like Gemini-2.0-Flash consistently
outperform other models almost all the tasks.

5.1 Charts, Diagrams, and VQA

Table [7] presents model performance across dif-
ferent chart and diagram understanding tasks, eval-
uated using SCRM and CharTeX (for charts), and
VQA-based accuracy metrics. Among closed-
source models, Gemini-2.0 achieves the highest
performance on chart understanding metrics, scor-

ing 71.4% on SCRM and 56.28% on CharTeX. The
performance gap between Gemini-2.0 and GPT-40
is particularly pronounced in CharTeX evaluation
(10.33%) compared to SCRM (2.8%). Open-source
models shows a significant limitation in complex
chart understanding. While their SCRM scores re-
main competitive, both Qwen variants score below
23% on CharTeX evaluation. The visual question-
answering results reveal an important exception to
the general closed-source advantage. AIN achieves
87% on PATDVQA, surpassing Gemini-2.0 by
11.5%. AIN also shows competitive performance
on MTVQA (31.50%), which is similar to GPT-
40 and 4% better than GPT-40-mini. This shows
that open-source models can be competitive with
closed-source alternatives.

5.2 Layout and Lines: Document Structure

Our evaluation of document structure understand-
ing reveals distinct performance patterns across
layout detection and line processing tasks. In lay-
out detection (Table 4), RT-DETR (Zhao et al.,
2023) achieves superior overall performance with
mAPO.5 scores of 0.750 and 0.758 on BCE (arabic
only) and DocLayNet (english) datset respectively.
However, Surya (Paruchuri, 2024b) demonstrates
higher precision (0.782 on DocLayNet, 0.751 on
BCE), despite lower recall rates. This trade-off
suggests that different architectures optimize for
different aspects of layout detection.

The line processing results (Table 3) highlight a
clear contrast between detection and recognition
capabilities. While Surya excels in detection with a
mAP@0.50 of 79.67%, EasyOCR demonstrates su-
perior recognition performance (WER: 0.53, CER:



Chart Diagram

Group Model

Visual QA

SCRM CharTeX CODM MTVQA® ChartsVQA™ DiagramsVQA™ PATDVQA™  Average

GPT-40 68.6 45.95 61.6 32.00 77.00 85.29 82.50 69.19
Closed GPT-40-mini 67.2 43.33 61.4 26.80 58.00 83.33 80.00 62.03
Gemini-2.0-Flash ~ 71.4 56.28 71.8 35.00 72.00 88.24 75.50 67.68
Qwen2-VL-7B 56.6 21.59 63.0 19.60 59.00 82.35 77.50 59.61

Open  Qwen2.5-VL-7B  36.2 22.08 59.2 23.00 74.00 79.41 74.50 62.72
AIN-7B 66.6 34.61 66.40 31.50 75.00 85.29 87.00 69.69

Table 7: Model Performance on Chart Understanding, Diagram Parsing, and Visual Question Answering Tasks. For
VQA tasks, O denotes open-ended question type from MTVQA (Tang et al., 2024) dataset and M denotes MCQ

type questions.

0.20). This inverse relationship between detec-
tion and recognition performance across models
indicates a fundamental challenge in optimizing
both capabilities simultaneously. Notably, Tesser-
act shows consistent but lower performance across
both metrics, suggesting that newer architectures
have made significant improvements over tradi-
tional approaches. We also observe that no sin-
gle model excels at both detection and recognition,
which requires for hybrid solutions.

5.3 Tables, OCR, and PDF-to-Markdown

Across table extraction tasks (Table 5), closed-
source models maintain a clear advantage, with
GPT-40 achieving 85.76% TEDS and 66.36%
Jaccard scores. Among open-source models,
AIN (75.94% TEDS) significantly outperforms
Qwen variants, while specialized frameworks like
Surya achieve competitive results (70.42% Jaccard)
through targeted pipelines. In OCR evaluation (Ta-
ble 6), Gemini-2.0-Flash leads with the lowest er-
ror rates (CER: 0.13, WER: 0.32). Notably, AIN
matches this performance level (WER: 0.28), while
traditional OCR frameworks like EasyOCR and
Tesseract show moderate performance (CER: 0.58,
0.54). The significant performance drop in Paddle
(CER: 0.79) and Surya (CER: 4.95) highlights the
challenges in developing robust OCR systems.
End-to-end document processing (Table 5) reveals
the largest gaps between approaches. Closed-
source models maintain consistent performance
(GPT-40: 65.12% MARS, Gemini-2.0: 65.65%
MARS), while open-source models show substan-
tial degradation (Qwen2-VL-7B: 21.42% MARS).
Framework approaches achieve better stability,
with Tesseract and EasyOCR scoring above 50%
MARS, suggesting that specialized pipelines can
partially bridge the gap with larger models in com-
plete document processing tasks.

Our comprehensive evaluation demonstrates that
while closed-source models maintain superior per-
formance over open-source models across most
tasks, specialized frameworks like Surya, RT-
DETR Layout, and EasyOCR achieve competitive
performance in targeted scenarios like table extrac-
tion, layout detection, and text recognition respec-
tively. However, this framework advantage signifi-
cantly diminishes in end-to-end pdf-to-markdown
tasks where the integration capabilities of large
models prove crucial, as evidenced by the perfor-
mance gaps between commercial VLMs and tradi-
tional systems like EasyOCR, Surya and Tesseract
in End-to-End PDF task (Table 5).

6 Conclusion

We introduce a comprehensive benchmark for Ara-
bic OCR that fills the gap in standardized evalu-
ation frameworks for Arabic document process-
ing. Our dataset of 8,809 samples across nine
major domains is the most diverse collection as-
sembled for OCR evaluation, incorporating hand-
written, scanned, synthetic, and scene text, as well
as complex tables, charts, and end-to-end pdf-to-
markdown. This framework extends beyond sim-
ple text recognition to include structural document
analysis and enables systematic assessment of OCR
performance across various fonts, styles, and lay-
outs.

7 Limitations and Future Directions

Despite its contributions, this benchmark has lim-
itations. While it covers diverse Arabic docu-
ment types, it lacks full representation of histor-
ical manuscripts and low-resource dialects. Future
work should expand to include these, along with
scanned records from government, academic, and
financial institutions.



Another key limitation is in table and chart recog-
nition, where OCR models struggle with struc-
ture preservation, header detection, and merged
cell parsing. Though our benchmark introduces
challenges in these areas, further refinements are
needed for robust multimodal OCR capable of
jointly processing text, tables, and figures. Fu-
ture advancements should focus on dataset expan-
sion, novel evaluation metrics, deep learning re-
finements, and cross-lingual OCR innovations to
enhance Arabic VLMs.
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A Source of the Existing Dataset
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Our benchmark integrates diverse data sources to
ensure comprehensive coverage of Arabic docu-
ment types. As detailed in Table 2, the dataset
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combines manually curated samples, synthetic data
generated through our LLM-assisted pipeline (Fig-
ure 4), and existing publicly available datasets. Key
sources include:

* Handwritten Text: KHATT (paragraph and
line-level annotations), ADAB, Muharaf, and
OnlineKhatt.

* Historical Documents: HistoryAr and Histori-
calBooks.

¢ Scene Text: EVAREST for real-world context
diversity.

* Layout Analysis: BCE-Arabic-vl and Do-
cLayNet.

* Synthetic Content: 576 chart samples (16
types) and 422 diagram samples generated
via our five-phase pipeline (Section 3.2).

The dataset emphasizes domain diversity, covering
academic, medical, legal, financial, and technical
documents. All samples underwent rigorous valida-
tion by native Arabic speakers to ensure linguistic
and structural accuracy.

B Detailed Performance Comparison

Table 9 provides granular performance metrics for
VLMs and OCR frameworks across 12 Arabic text
recognition datasets. Gemini-2.0-Flash demon-
strates exceptional robustness on synthetic datasets
(CER: 0.01 on PATS), while AIN-7B excels in his-
torical manuscript recognition (CER: 0.26 on His-
toryAr). Traditional OCR systems like Tesseract
show limitations in handwritten text (CER: 1.26 on
HistoryAr), highlighting the need for script-specific
optimizations.

C Data Analysis

Our data generation pipeline (Figure 4) enabled
the creation of 1,502 synthetic samples (576 charts,
422 diagrams, 456 tables). The pipeline’s human
validation phase rejected 18% of initial outputs
due to RTL formatting errors or semantic incon-
sistencies. As shown in Figure 5 and 6, domain-
specific prompts ensured adherence to Arabic lin-
guistic conventions during LL.M-assisted genera-
tion. The final dataset exhibits balanced represen-
tation across:

» Font Styles: 21 Arabic calligraphic styles
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* Document Types: 36 sub-domains including
financial reports and technical manuals

* Structural Complexity: 43% of tables contain
merged cells; 29% of charts use dual-axis con-
figurations

D Tasks Models and Metrics

Table 10 maps evaluation tasks to corresponding
models and metrics. The framework evaluates nine
core capabilities:

* Structural Understanding: Layout detection
(mAP), line detection (IoU)

* Content Extraction: Text recognition (CER),
table parsing (TEDS)

* Semantic Reasoning: VQA accuracy, chart-
to-dataframe conversion (SCRM)

* Specialized metrics like MARS ( a=0.5) ad-
dress the dual requirements of text fidelity and
structural preservation in PDF-to-Markdown
conversion.

E SCRM and CODM

The Structuring Chart-oriented Representation Met-
ric (SCRM) evaluates chart understanding through
three components:

SCRM = O4Jtype + O.SJtopic + 0-3Jdata (4)

where Jiype, and Jyopic are chrF scores, and Jgq4,
measures JSON structural similarity.

The Code-Oriented Diagram Metric (CODM) ex-
tends SCRM for flowcharts and technical diagrams:

CODM = 0.5Jiopology + 0-5Jsemantics ~ (5)

assessing both node-edge relationships and seman-
tic labels. As shown in Figure 5 and 6, domain-
specific prompts guided model responses for metric
calculation. For instance, sequence diagrams re-
quired strict adherence to Arabic UML notation
standards during evaluation.



Domain Sub-Domain Dataset Source Original Selected Total
PDF to Markdown  General Manual 33 33 33
Layout Detection Docs BCE-Arabic-v1 (Saad et al., 2016) 1.9k 1,700 2100
DocLayNet (Pfitzmann et al., 2022) 80k 400 ’
Line Detection Docs Manual 375 378 378
Line Recognition Docs Manual 375 378 378
Table Recognition Financial Pixmo (Deitke et al., 2024) 490 456 456
Synthetic PATS (El-Muhtaseb, 2010) 21.6k 500
SythenAR 39.1k 500
L HistoryAr (Pantke et al., 2014) 1.5k 200
Historical HistoricalBooks 40 10
Hand. Paragraph Khatt (Mahmoud et al., 2014) 2.72k 200
Hand. Word ADAB (Boubaker et al., 2021) 15k 200
Image to Text Mubharaf (Saeed et al., 2024) 24.5k 200 3,760
Hand. Line OnlineKhatt (Mahmoud et al., 2018) 8.5k 200
Khatt (Mahmoud et al., 2014) 13.4k 200
PPT ISI-PPT (Wu and Natarajan, 2017) 86.5k 500
Blogs A.rabicO.CR . 20.3k 50
Hindawi (Elfilali, 2023) 79k 200
Scene EvAREST (Hassan et al., 2021) 5.59k 800
Bar Synthetic 100 61
Line Synthetic 100 43
Pie Synthetic 100 56
Box Synthetic 100 31
Violin Synthetic 100 36
Area Synthetic 50 29
SunBurst Synthetic 30 15
Dot Synthetic 30 15
Charts to DataFrame Dual Axis Siflnthetic 20 2% 576
Density Curve Synthetic 10 5
Bubble Synthetic 20 13
Grouped Bar Synthetic 50 60
Stacked Bar Synthetic 50 82
Histogram Synthetic 100 70
HeatMap Synthetic 10 11
Scatter Synthetic 100 23
Sequence Synthetic 50 46
Funnel Synthetic 20 52
Class Synthetic 20 30
Diagram to Json Network Synthetic 20 18 226
Venn Synthetic 20 7
FlowChart Synthetic 100 112
TreeMap Synthetic 100 157
Diagrams Manual 102 102
VOA Charts Manual 105 100 902
News Letter PATD (Bouressace and Csirik, 2019) 2.42k 200
Scene MTVQA 818 500
Total Dataset Size — 8,809

Table 8: Dataset Distribution Across Different Domains, sub-domains and Data Source
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. GPT-40 GPT-40-mini  Gemini-2.0-Flash Qwen2-VL
Dataset Size
CER WER CER WER CER WER CER WER
PATS 500 | 023 030 053 0.71 0.01 0.02 1.02 1.02
SythenAR 500 | 0.09 020 0.14 032 0.07 0.17 0.59 1.13
HistoryAr 200 | 051 0.82 067 096 0.28 0.64 346  2.86
HistoricalBooks 10 | 041 076 059 0.88 0.05 0.22 190 2.16
Khatt 200 | 045 074 064 091 0.19 0.45 .12 5.04
Adab 200 | 030 0.73 035 083 0.19 0.56 0.63 1.08
Muharaf 200 | 0.56 090 063 094 033 0.69 357 287
OnlineKhatt 200 | 029 0.63 041 076 0.17 0.44 1.30 2.01
ISI-PPT 500 | 0.08 0.18 0.15 031 0.06 0.15 1.03 1.06
ArabicOCR 50 | 0.06 026 0.16 046 0.00 0.02 1.25 1.50
Hindawi 200 | 0.34 056 048 0.71 0.01 0.04 1.82  2.05
EvArest 800 | 0.20 0.38 025 0.51 0.18 0.36 041 095
3,760 ‘ 031 055 043 071 0.13 0.32 1.48 1.20
Dataset Size Qwen2.5-VL AIN Tesseract Surya
CER WER CER WER | CER WER CER WER
PATS 500 | 026 036 000 0.00 | 0.14 0.28 4.66 4.67
SythenAR 500 | 0.21 040 0.04 0.16 | 0.31 0.72 4.82 7.90
HistoryAr 200 | 047 083 026 054 | 0.72 1.26 1032 12.78
HistoricalBooks 10 | 0.33 0.72 0.84 0.88 0.74  0.99 6.81 6.30
Khatt 200 | 0.07 022 0.61 1.12 | 0.67 1.06 4.25 3.77
Adab 200 | 0.00 0.01 1.00  1.00 1.00 1.14 7.28 8.71
Muharaf 200 | 0.61 096 038 054 | 077 1.22 6.19 7.48
OnlineKhatt 200 | 036 0.70 0.03 0.12 | 0.59 1.20 6.71 6.95
ISI-PPT 500 | 0.36 054 052 053 | 031  0.64 4.25 3.77
ArabicOCR 50 | 1.00 1.00 0.01 0.01 0.01  0.01 2.75 3.58
Hindawi 200 | 1.00  1.00 0.11 0.15 | 031 0.72 0.15 0.20
EvArest 800 | 0.19 036 030 032 | 0.85 1.02 591 3.86

3,760 | 028 054 020 058 | 089 079 495 5.61

Table 9: Performance comparison of Large Vision-Language Models on KITAB-Bench (lower is better).
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Task Metrics Open LLMs Closed LLMs OCR Systems
Document Understanding Tasks
PDF to Markdown chrF + TEDS - - Docling
Marker
MinerU
PDF-Extract-Kit
Layout Detection mAP@0.5 - - Surya
mAP@0.5:0.95 Yolo-doclaynet (MinerU)
Precision Detr (docling)
Recall
F1
Line Detection mAP@0.5 - - Surya
mAP@0.5:0.95 Tesseract
EasyOCR
Line Recognition WER, CER - - Surya
Tesseract
EasyOCR
Table Understanding Tasks
Tables Recognition = TEDS (Zhong et al., 2019a) Qwen2-VL GPT-40 Docling[EasyOCR]
(HTML) Qwen2.5-VL GPT-40-mini Docling[Tesseract]
AIN Gemini-2.0-Flash Marker
PaliGemma Img2Table[EasyOCR]
Img2Table[Tesseract]
Tables Recognition  Jaccard Index Qwen2-VL GPT-40 Docling[EasyOCR]
(CSV) Qwen2.5-VL GPT-40-mini Docling[Tesseract]
AIN Gemini-2.0-Flash Marker
PaliGemma Img2Table[EasyOCR]
Img2Table[Tesseract]
Visual Understanding Tasks
Image to Text CER, WER Qwen2-VL GPT-40 Docling[EasyOCR]
chrF, BLEU Qwen2.5-VL GPT-40-mini Docling[Tesseract]
METEOR AIN-7B Gemini-2.0-Flash Marker
PaliGemma Img2Table[EasyOCR]
Img2Table[Tesseract]
Charts to SCRM (Xia et al., 2024, 2023) Qwen2-VL GPT-40 -
DataFrame Qwen2.5-VL GPT-40-mini
AIN Gemini-2.0-Flash
PaliGemma
Diagram to Json SCRM Qwen2-VL GPT-40 -
Qwen2.5-VL GPT-40-mini
AIN-7B Gemini-2.0-Flash
PaliGemma
VQA Accuracy + Qwen2-VL GPT-40 -
‘Word Match Score Qwen2.5-VL GPT-40-mini
AIN-7b Gemini-2.0-Flash
PaliGemma

Table 10: Comprehensive evaluation metrics and models for document understanding tasks. The table is organized
into three main categories: document understanding, table understanding, and visual understanding tasks. Each task

is evaluated using specific metrics and implemented across various models and OCR systems.
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Charts: Type Prompt

""You are an expert in detecting chart types. Below are examples of
the expected output format:

Example 1:
bar chart

Example 2:
scatter chart

Example 3:
histogram

Your task is to determine the type of chart shown in the given
image.

**Instructions:**

- **Respond with only the chart type** (e.g., 'bar chart’, 'scatter
chart’).

- **Do not include any additional text, explanations, or descrip-
tions.**

- **Ensure the output matches the format in the examples exactly.**

Provide only the chart type in **single quotes** as shown in the
examples above.

What type of chart is shown in the image? Don't output any extra

Charts: Topic Prompt

""" Bkl Y Geas o5 el by b a5l Olabid) s JuloS § sl

FHL gealF*

GV gl i Ton SV CaSUl 558

D ek

I G Jaal 82k Olesdobl Jgo Slasll o]

**QWI:**

= F* g Gl sl ggime 5l gsdse s XK

= FK g gy ell Bl BleY) S XK

- FHELo) il ol b o BLo] 95 suml Bewit) gl FF

QJI bkl ggma ol 950 98 Lo /
Charts: Data Prompt

""You are an expert in chart data extraction. You are given a chart image and
you should provide the chart data in CSV format.
Here are some examples.

Example 1:

“esv

(Y3L) ClablysVl 530

You,oblsy

Wepals Jbs

WA L3l

Sgle

Vet

Ve gl

70,01,Sia

oIy

£0,05:5

¥ Jlibl

Example 2:

“esv

Al Mas) dasydplondl Mas)) duay 9050
£4,15,081 § dulul

0,10, Sl ol

00,60, dslizll i sl

YoV cnalll § Caisll

04,04, 3,31 byl

Tyt gelazz¥l aadl

10,0, Judtackly L s)giS

Not give me the results as in the previous CSV format.

)

Figure 5: Prompts for Different Task Categories.

PDF to Markdown Prompt

Extract the text from the document in
Markdown format, and extract the tables in
HTML format.

Do not add style or anything, just the text. Do
not ever generate tables in markdown format.
Give me the output, nothing else."

- J

OCR Prompt

""Extract the text in the image. Give me the
final text, nothing else.""

Diagrams: Type Prompt

""You are an expert in detecting chart types. Below are exam-
ples of the expected output format:

Example 1:
treemap

Example 2:
flowchart

Example 3:
diagram

Your task is to determine the type of chart shown in the given
image.

**Instructions:**

- **Respond with only the chart type** (e.g., 'flowchart’,
'sequence’).

- **Do not provide any explanations, descriptions, or additional
text.x*

- **Ensure the output strictly follows the format shown in the
examples.**

@at type of chart is shown in the image?™ /
Diagrams: Topic Prompt

You are an expert in detecting chart types. Below are exam-
ples of the expected output format:

Example 1:
treemap

Example 2:
flowchart

Example 3:
diagram

Your task is to determine the type of chart shown in the given
image.

**Instructions:**

- **Respond with only the chart type** (e.g., 'flowchart’,
'sequence’).

- **Do not provide any explanations, descriptions, or additional
text.**

- **Ensure the output strictly follows the format shown in the
examples.**

@at type of chart is shown in the image?™" /




Diagrams: Data Prompt Table: HTML Prompt

""You are an expert in diagram data extraction. Your task is to
analyze the given diagram and generate structured data in JSON
format that captures nodes (entities) and edges (relationships).

## Output Format Example:
for flowchart:
“json

"nodes”: [

{
"id": "1",
"text": "ol ses,
"description”: "& as gblil g dlall CLLY ges”
"id": "2",
"text": "culy 55",

"description”: "aus s sl saley ALG slse J] Sbladt 53"

h
"idr v

"text": "ol ",

"description”: " sl @she J) 90l AL e oblad "

}
1
"edges”: [

"from": "1",
"o 12"
"text"s ;5"
h
"from": "2",
"to": "3"

"text": " s

"from": "3",
"to": "4",
"text": "aies"
}
]
}
treemap:
“json
{
”omuls oSl bsadl! M":
"gyslazsyl del”:
sl Y1 s Mall mlall ges”,
RERMURSR IR

" 5 Olslis]

"aoal apd"{
"Syliailly Bl s plall Ja) s’
"5 pall olue dadlas” I"oldly Gall Gpall”

class diagram:

“json

{

"des st {
"t

"ol
Mg
DN

ode L pepdly
" Lo "
des_ddyy D dlog
}
}

""Extract the data from the table below and provide the output
in HTML format. Output only the data as HTML and nothing else.
Here is one example:
““html
<table>
<thead>
<tr>
<th>zui</th>
<th>a,4l1 2.a</th>
<th>yoti</th>
</tr>
</thead>
<tbody>
<tr>
<td>atd) epi</td>
<td>vor</td>
<td>ssal)l @S0 disgnadl VLY &5, eble 25,2</td>
</tr>
<tr>
<td>auessou LU alsv</td>
<td>v.z</td>
<>yl desSo dissnadl dasso</td>
</tr>
<tr>
<td>asur claai</td>
<td>voz</td>
<td>oesss 3 oz iy pg s cly</td>
</tr>
<tr>
<td>a,la oyasi</td>
<td>\oz</td>
<td>aatl b ) ,go</td>
</tr>
<tr>
<td>auad ohliyi</td>
<td>y.z</td>
<td> Lol @isto Lol i) ko</td>
</tr>
<tr>
<td>dsley Lg wai</td>
<td>or</td>
<t sl ey sl g oyl elu</td>
</tr>
</tbody>
</table>

QW generate the data for the provided table."" /
Table: Dataframe Prompt

""Extract the data from the table below and
provide the output in CSV format. Output
only the data as CSV and nothing else. Here
is one example:

csv

Ll £ 55,38V g5, (1950 Osele) Akl flue, 422l 35,301 gl
dolonad! dewse),15-06-28,2023, 5,00 &2 s Slsoadl, JS1)sh
gl diodly

fihiase 85 ga 818 sudaw s 03l

&gl 220, 20-04-15,2023, 5.

3o, 10-03-12,2023, Solesss 30 ma 318, S5m0 ,S0le
gl

i23a2,01-09-35,2023, 515550 0550 8,5 ¢l 8,596 Uz
E

otz 855 go WSS § poshel g of

doslyn dws>,05-05-18,2023, 555

Now generate the data for the provided
table.™

)

Figure 6: Prompts for Different Task Categories (Con-
tinued).
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