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Abstract

Motivated by real-world settings where data collection and policy deployment—
whether for a single agent or across multiple agents—are costly, we study the
problem of on-policy single-agent reinforcement learning (RL) and federated RL
(FRL) with a focus on minimizing burn-in costs (the sample sizes needed to reach
near-optimal regret) and policy switching or communication costs. In parallel
finite-horizon episodic Markov Decision Processes (MDPs) with S states and A
actions, existing methods either require superlinear burn-in costs in .S and A or
fail to achieve logarithmic switching or communication costs. We propose two
novel model-free RL algorithms—Q-EarlySettled-LowCost and FedQ-EarlySettled-
LowCost—that are the first in the literature to simultaneously achieve: (i) the best
near-optimal regret among all known model-free RL or FRL algorithms, (ii) low
burn-in cost that scales linearly with .S and A, and (iii) logarithmic policy switching
cost for single-agent RL or communication cost for FRL. Additionally, we establish
gap-dependent theoretical guarantees for both regret and switching/communication
costs, improving or matching the best-known gap-dependent bounds.

1 Introduction

Reinforcement Learning (RL) [78] is a subfield of machine learning focused on sequential decision-
making. Often modeled as a Markov Decision Process (MDP), RL tries to obtain an optimal policy
through sequential interactions with the environment. It finds applications in various fields, such as
games [73, 74, 75, 82], robotics [32, 45], and autonomous driving [101]. Wwe assume the presence
of a central server and M local agents in the system. Each agent interacts independently with an
episodic MDP consisting of S states, A actions, and H steps per episode.

In this paper, we focus on model-free online RL and federated RL for tabular episodic Markov
Decision Processes (MDPs) with inhomogeneous transition kernels, consisting of S states, A actions,
and H steps per episode. It is known that the regret information-theoretic lower bound for any
tabular MDP and any learning algorithm is Q(v H2SAT'), where T denotes the total number of
steps [37]. The model-based algorithm UCBVI [9] first reaches this lower bound up to a logarithmic
factor. Model-free algorithms—commonly called Q-learning—are widely used in practice due to
their simplicity of implementation and lower memory requirements [37]. Specifically, model-based
methods typically require memory that scales quadratically with the number of states S for storing
the estimated transition kernel. Model-free methods require memory that only scales linearly with S
but generally face greater challenges in achieving comparable regret.

[37] proposed the first two model-free algorithms with theoretical guarantees: both attaining subopti-
mal regrets compared with the information-theoretic lower bound. [10] modified their algorithms
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and further reduced the number of policy updates, also known as the switching cost, to a logarithmic
dependency on T'. Later, [110] proposed UCB-Advantage that reaches the near-optimal regret of

O(\/ H2SAT) and a logarithmic switching cost, but it comes with a large burn-in cost: the regret

upper bound is valid only when T' > O(S%A*H?8). Here, O hides logarithmic factors. To mitigate
this, [50] introduced the near-optimal Q-EarlySettled-Advantage algorithm, which significantly re-
duces the burn-in cost to O(SAH'?), scaling linearly with S and A. However, this improvement
comes at the expense of a high switching cost that scales linearly with 7". Thus, UCB-Advantage and
Q-EarlySettled-Advantage suffer notable limitations: the former requires a large burn-in cost, and the
latter fails to achieve logarithmic switching cost. This raises the following open question:

Is it possible that a model-free RL algorithm achieves the near-optimal regret O(\/ H2SAT) with a
burn-in cost that scales linearly with S, A and a logarithmic switching cost simultaneously?

In many real-world scenarios, an individual agent faces significant limitations in data collection,
and agents can jointly learn an optimal policy, thereby improving the sample efficiency. This
naturally motivates the framework of Federated Reinforcement Learning (FRL) that leverages parallel
explorations across multiple agents coordinated by a central server. FRL enables faster learning
while preserving data privacy and maintaining low communication costs, defined as the total number
of scalars shared among the central server and the local agents. The regret information-theoretic
lower bound for any tabular MDP and any FRL algorithm with M agents naturally extends to
Q(VMH?SAT), where T denotes the average number of steps per agent. Among existing methods,
the only model-based FRL algorithm that matches this lower bound (up to logarithmic factors) is
Fed-UCBVI [46]. In the following, we review model-free algorithms for which the communication
cost scales logarithmically with 7". [112] proposed the first two model-free FRL algorithms with
suboptimal regrets. [113] introduced FedQ-Advantage that attains the near-optimal regret bound of

O(V'M H2S AT) with a high burn-in cost of O (M S3 A2 H'?). Thus, it is natural to ask the following
question for the federated setting:

Is it possible that a model-free FRL algorithm attains the near-optimal regret O(\/ MH?SAT) with
a burn-in cost that scales linearly with S, A and a logarithmic communication cost simultaneously?

These two questions are challenging due to several non-trivial difficulties. First, the Q-EarlySettled-
Advantage algorithm [50] updates its policy after each episode, incurring a switching cost that scales
linearly with 7. While this algorithm demonstrates low burn-in cost in single-agent scenarios, its
effectiveness in federated learning settings remains unknown in the literature. Second, while UCB-
Advantage [110] and its federated extension FedQ-Advantage [113] leverage reference-advantage
decomposition to reach near-optimal regrets, neither incorporates Lower Confidence Bounds (LCB)
to settle the reference function like Q-EarlySettled-Advantage. Thus, their burn-in costs exhibit a
superlinear dependence on S and A.

To simultaneously achieve logarithmic switching/communication costs while maintaining low burn-in
costs, an algorithm must satisfy two requirements: (1) infrequent policy updates rather than per-
episode updates, and (2) proper incorporation of LCB methods. This creates a fundamental trade-oft:
while delayed updates reduce switching and communication costs, their combination with LCB
methods inevitably introduces additional regret and reference function settling errors. Bounding
them with the reference functions introduced in [50, 110] involves controlling a weighted sum of a
sequence of random variables, where neither the weights nor the random variables adapt to the data
generation process. As a result, standard concentration inequalities cannot be directly applied to this
type of non-martingale sum, presenting a key challenge in extending the framework to simultaneously
achieve low burn-in costs and logarithmic switching/communication costs. Prior techniques, such
as the empirical process [50] that accommodates non-adaptive random variables and round-wise
approximation methods [105, 112, 113] that handle non-adaptive weights, are insufficient when both
forms of non-adaptiveness coexist.

Summary of Our Contributions. We answer the two open questions affirmatively by proposing
the FRL algorithm FedQ-EarlySettled-LowCost and its single-agent counterpart Q-EarlySettled-
LowCost for the case when M = 1. Our main contributions are summarized as follows:

(i) Algorithm Design: We propose the first round-based algorithm for single-agent RL that achieves
logarithmic switching cost, advancing beyond traditional per-episode updates. For FRL, we in-
troduce the LCB technique for the first time to attain a low burn-in cost. While the logarithmic



switching/communication cost entails a trade-off that slightly increases regret, our use of a refined
bonus term—while maintaining optimism—yields improved regret performance over Q-EarlySettled-
Advantage [50] and FedQ-Advantage [113], the current state-of-the-art algorithms for provable
model-free single-agent RL and FRL, respectively.

(ii) Best Regret Performance: In both single-agent RL and FRL scenarios, our algorithms achieve
the best-known regret bounds among existing model-free approaches. In the single-agent RL set-
ting, Q-EarlySettled-LowCost improves upon Q-EarlySettled-Advantage—the best method in the
literature—Dby a factor of log(SAT'). This is a significant advancement, as logarithmic factors in
T are known to be crucial for practical performance [68, 108]. For the FRL setting, compared
with the existing state-of-the-art algorithm FedQ-Advantage, FedQ-EarlySettled-LowCost eliminates
superlinear dependence on S and A. It is significant for large-scale applications such as text-based
games [13] and recommender systems [19]. Numerical results in Appendix B demonstrate that our
algorithms consistently achieve the lowest regret.

(iii) Simultaneous Low Burn-in Costs and Logarithmic Switching/Communication Costs: Our
algorithms achieve low burn-in costs that scale linearly with S and A, while maintaining logarithmic
switching/communication costs. In single-agent RL, Q-EarlySettled-LowCost simultaneously (1)
reduces the burn-in cost to O(SAH'?), which linearly depends on S and A, representing a significant
improvement over the burn-in cost O(S° A% H?8) of UCB-Advantage; and (2) maintains a logarithmic
switching cost that outperforms the linearly scaling cost of Q-EarlySettled-Advantage. Similarly, in
the FRL setting, FedQ-EarlySettled-LowCost (1) reduces the burn-in cost to O(M S AH'*) compared
with O(M S A2 H'?) for FedQ-Advantage; and (2) maintains a logarithmic communication cost.

In Table 1 and Table 2, we compare Q-EarlySettled-LowCost with existing model-free single-agent
RL algorithms, and FedQ-EarlySettled-LowCost with other model-free FRL approaches. The results
further demonstrate that our algorithms are the first to simultaneously achieve the near-optimal regret,
low burn-in costs, and logarithmic switching/communication costs in both single-agent RL and FRL.

Table 1: Comparison of model-free single-agent RL algorithms.

Algorithm (Reference) Near-optimal |- Logarithmic -y oy 0o oo
regret switching cost

UCB-Hoeffding [37] X X X
UCB-Bernstein [37] X X X
UCB2-Hoeffding [10] X v X
UCB2-Bernstein [10] X v X
UCB-Advantage [110] v v X
Q-EarlySettled-Advantage [50] v X v
Q-EarlySettled-LowCost (this work) v v v

Table 2: Comparison of model-free FRL algorithms.

Algorithm (Reference) Near-optimal Loga.rith.mic Low burn-in
regret communication cost cost
FedQ-Hoeffding [112] X v X
FedQ-Bernstein [112] X v X
FedQ-Advantage [113] v v X
FedQ-EarlySettled-LowCost (this work) v v v

(iv) Gap-Dependent Results: We present gap-dependent analyses in both single-agent RL and FRL
settings for MDPs with positive suboptimality gaps [84, 102]. For the single-agent RL setting, we
establish the first gap-dependent switching cost bound for algorithms employing LCB techniques,
while simultaneously achieving the best gap-dependent regret matching that of Q-EarlySettled-
Advantage [114]. In the FRL setting, our algorithm not only matches the best known communication
cost bound of FedQ-Hoeffding [105], but also provides improved gap-dependent regret guarantees,
advancing beyond the only existing results in [105].



(v) Technical Novelty: To integrate the LCB technique with the round-based design for achieving
simultaneous low burn-in costs and logarithmic switching/communication costs, we address the
challenge of non-adaptiveness in controlling the weighted sum through the surrogate reference
function used in Lemma 1.3 when approximating the non-adaptive random variables. It simplifies the
problem to the case that only the weights show non-adaptiveness, allowing us to apply round-wise
approximations to bound the weighted sum. It facilitates the proof of the regret theoretical guarantees
while yielding strictly improved regret bounds. Details can be found in Appendix C.

2 Background and Problem Formulation

2.1 Preliminaries

Tabular Episodic Markov Decision Process (MDP). A tabular episodic MDP is denoted as M :=
(S, A, H,P,r), where S is the set of states with |S| = S, A is the set of actions with | A| = A, H is
the number of steps in each episode, P := {Ph}hH:1 is the heterogeneous transition kernel so that
Pi(- | s, a) characterizes the distribution over the next state given the state action pair (s, a) at step h
and r := {r, }/L | collects deterministic reward functions on S x A with each bounded by [0, 1].

In each episode, an initial state s; is selected arbitrarily by an adversary. At each step h € [H] =
{1,2,..., H}, an agent observes a state s, € S, picks an action a, € A, receives the reward
ry, = (S, ap) and then transits to the next state sj,1. The episode ends when an absorbing state
sp41 is reached. For convenience, we denote P o . f = E, ., ~p, (|s,0)(f (5141)]81n = 8,an = a),
1,f = f(s)and Vg o n(f) = Peonf?— (Ps7a7hf)2 for any function f : § — R and triple (s, a, h).

Policies and Value Functions. A policy 7 is a collection of H functions {ﬂ'h S — AA}hE[ )’

where A is the set of probability distributions over .A. A policy is deterministic if for any s € S,
7 (s) concentrates all the probability mass on an action a € A. In this case, we denote 7 (s) = a.

Denote state value functions V;" : § — R by

H
Vir(s) = Z Es,/ ap)~@®,m) [Ph (Shrsan) [ sn = s
h'=h
and state-action value functions Q7 : & x A — R by
H
Qp(s,a) :==rh(s,a) + Z E(s, an)~(®,m) [rh (Swsan) | sn = s,an = a] .
h'/=h+1

For tabular episodic MDP, there exists an optimal policy 7* such that V;*(s) := sup, V7 (s) =
Vi7" (s) for all (s, h) € S x [H] [9]. Then for any (s,a,h) € S x A x [H], the Bellman Equation
and the Bellman Optimality Equation can be expressed as:

Vii(8) = Earom, () [QF (5, 0")] Vix(s) = maxaea Q(s,a")
Qr(s,a) :=rn(s,a) + PsanViTy and { Qj(s,a) :=7n(s,a) + PsanViyy (1)
Vi1(s) =0,9(s,a,h) Vii1(s) =0,Y(s,a,h).

Suboptimality Gap. For any given MDP, we can formally define the suboptimality gap as follows.
Definition 2.1. For any (s, a, h), the suboptimality gap is defined as Ay (s, a) := V;*(s) — Q% (s, a).
(1) implies that for any (s, a, h), Ap(s,a) > 0. We then define the following minimum gap:
Definition 2.2. We define the minimum gap as Ay, := inf{Ay(s,a) | Ap(s,a) > 0,Y(s,a, h)}.

We remark that if {Ay(s,a) | Ap(s,a) > 0,¥(s,a,h)} = 0, then all actions are optimal, leading
to a degenerate MDP. Therefore, we assume that the set is nonempty and Ay > 0. Definitions 2.1
and 2.2 and the non-degeneration are standard in the literature on gap-dependent analysis [76, 96, 98].

Switching Cost. Similar to [68], the switching cost® is defined as follows:

Definition 2.3. The switching cost for an algorithm with U episodes is Ngyitch = g:_ll I[rut! £
m*]. Here, " is the implemented policy for generating the u—th episode.

3Some works names it global switching cost and also analyzes the local switching cost defined as Nswnch =
vl >oen H[ﬂ';t+1 (s) # 7 (s)]. [10, 110] proved the same cost upper bound under both definitions.

u=1



2.2 The Federated Reinforcement Learning (FRL) Framework

We consider an FRL setting similar to [112, 113], where a central server coordinates M agents, each
interacting with an independent MDP. For agent m, let U,,, be the number of episodes, 7™ " the
policy used in episode u, and s7"* the initial state. The regret over 7' = H 2117\/1[:1 U,, total steps is
M Uy
Regret(T) = > 3 (W (1) = ™" (7)) - o)
m=1u=1
Here, T := 1T /M is the average total steps for M agents. When M = 1, Equation (2) also defines
the regret for single-agent RL, where 7" represents the total number of steps in the learning process.

The communication cost of an FRL algorithm as the number of scalars (integers or real numbers)
communicated between the server and agents.

3 Algorithm Design

3.1 Algorithm Details

Now we present FedQ-EarlySettled-LowCost, our model-free FRL algorithm with M agents, along
with its single-agent variant (when M = 1), Q-EarlySettled-LowCost. FedQ-EarlySettled-LowCost
runs in rounds indexed by k € {1,2,..., K}, where each agent m performs n™" episodes in
round k (to be defined later). This formulation naturally accommodates a common form of system
heterogeneity [52], referred to as heterogeneous exploration speed. It allows agents to explore the
environment at different rates and generate varying numbers of episodes in each round. This type of
heterogeneity is commonly considered in model-free FRL studies [112, 113], which is distinct from
the environment heterogeneity considered in [46].

(57 ar R L
Let ;" "k (s, a) denote the number of tlmes that agent m visits (s, a) at step h in round k, nf (s, a) =

For episode j in round k, define the trajectory collected by agent m as {

Zf\f Ly *(s,a) and NE(s,a) = Zk, L ¥ (s,a). We omit (s, a) when there is no ambiguity.

Define V}¥, Q%, Vi--F and V}f " as the estimated V —function, the estimated Q—function, the lower
bound function and the reference function at step h at the beginning of round k. Specifically,
Q’ﬁI_H, VI]§+17 V;;fl, V};’_]:l = 0. We also define the advantage function as V,f’k =VF- Vf?’k. At
the beginning of round %, the central server maintains N}, policy 7% = {ﬂ'ﬁ}hH:l, and four other
quantities for any (s, a, h): ug’k(s, a), as’k(s, a), ,u/,?’k(s, a) and as’k(s, a) (all zero-initialized when
k = 1), which will be explained later. We then specify each component of the algorithms as follows.
Coordinated Exploration. At the beginning of round k, the server broadcasts ¥, along with
{Nk(s 75 (s)), ViE(s), ViEF (5), V¥ (8) } o to all agents. Here, Q) = Vil = VN = B, v =
N} = 0 for any (s,a,h) and 7! is an arbitrary deterministic policy. Each agent m will then collect

n™* trajectories under the policy 7*.

Event-Triggered Termination of Exploration. Similar to [112], in round k, for any agent m, at the
end of each episode, if any (s, a, h) has been visited by cf (s, a) times, then the exploration for all
agents will be terminated. This trigger condition guarantees

k
ny" k(S’ a) < cf(s,a) := max {1, {AMJ } ,V(s,a,h,m) 3)

and there exists at least one tuple (s, a, h, m) such that the equality holds.

Local Aggregation. For any visited (s,a,h) with a = 7% (s), agent m computes the follow-
ing six local sums over all next states of visits to (s, a, h) and send these local sums along with
{ra(s,mr(s)),ny" R (s, 77 (8)) }s,n to the central server at the end of round .

m,k  m,k k
[Uh U1 7Mhr’011r7ﬂhd7ahd](8’a)
m.k:

- Z (Vi Vi VISR, (A2 VN 2] ) - T (s, ) = (s, )] - @)



Central Aggregation. After receiving the information, for any visited (s, a, h) with a = 7¥(s), the

M K
central server computes nh =3 ok R+ —

k
me1 = N} + n¥ and six round-wise means:

M
k Lk 1k rk ak _ak 2: m,k mk m,k mk m,k _m,k k
|:vh7vh 7/j/h ’ h a/j/h 7Uh :| (S,CL) = |:Uh ) hl 7/’(‘hr ) hr a,uhd T :|/nh(8aa/)- (5)

m=1

Rk‘+1( Rk+1<

It also updates two global means, 1

(i R (s,0) = [NE - (b oRF) (s,0) 4 k- (5,030 (s,0) | /NE (5,00, ©)

which is the historical mean of the reference function and the squared reference function over all next
states of visits to (s, a, k) in the first k rounds.

s,a) and o s,a), as

Define 7, = g—_ﬁ and n! = ]_[] i1(L—mny) forany 1 < i <t e Ny, with n) = 1 and
nb = 0. We also define n°(n1,n2) = [[;2,, (1 —n;) for any n; < ny € Ny and the learning rate

No = 1 —n°(NF 4+ 1, NFT1). Here, n,, is a simplified notation depending on (s, a, h, k). Then, for
any visited (s, a, k) with a = 75 (s), the central server updates the estimated ()—function as follows:

Iffl(&a) = min{ 27’““(8, a), E’kﬂ(s, a), QZ(S, a)} . @)

Here, for each (s,a,h), the Hoeffding-type QQ—estimate QU #1137, 112] and the Reference-
Advantage-type (Q—estimate QR Lk [50, 110] are updated according to the following two cases:
Case 1: NJ¥(s,a) < 2M H(H + 1) =: ig. In this case, Equation (3) implies that each agent can visit
(s,a,h) at most once. Denote 1 < my < ... <m,s < M as the agent indices with n;’f’k(s,a) =1
The central server first updates the two global weighted means of the advantage function V}f ﬁ and
the squared advantage function (V,ﬁﬁ)? over all next states of visits to (s, a, h) as

n
h
Nk+1

(0 oR ) ) = (1 =m) G o) ) 3, (o) ) ®)

The UCB-type, LCB-type [50] and the reference-advantage-type () —estimates are updated as follows:

k

Nk +1
}f’kﬂ(s,a) (1 nQ)ng(s a) + narh(s,a +Z77Nk+t “*(s,a) + B (s,a). (9

k

FE s a) = (1= 1) Q" (s, a) 4 arn(s, a +ZT,N,‘HU}T;J@(S,Q) — Bi*Y(s,a).  (10)

7L h

k+1
W (s, 0) = (1=na) Q" +na (ratimy ™) JrZnN’wrt v */lhr ") +Br (s,a). (11)

Case 2: N, ,’“(s a) > ig. In this case, the server updates the two global weighted means as

(™ o ) (s,0) = (1= ma) (™, o *) (5,0) + ma (3*, 03 ) (s,0). (12)

Now the three (Q—estimates are updated as follows:
g’k"—l(s, a)=(1- na)Qg’k(s, a) + Ne (Th(s, a) + vﬁ(s, a)) —+ Bi"'l(s, a). (13)
Q%’kﬂ(s,a) (1 —1na) L, k(s, a) + Na (rh(s a) + vfl’k(s,a)) — B,’j“(s,a). (14)

R (s, a) = (1= na)Q (s, @)+ ma (rn + iy ™ of = 1) (s,0) + B (s,0). (15)

In both cases, the cumulative bonuses are given as:

Nk+1 N}]:+1
B (g N B i1 NFTL R
By E n " by, B (s,a) = 7, bh’t(s,a), (16)
t=NF+1 t=NF+1



where by = ¢,/ H31/t for a sufficiently large constant ¢, and a positive constant ¢ determined later,
and b} , (s, a) is computed as follows. For a sufficiently large constant c&, the central server calculates

R,k+1 R 2 Rk+1 R k+1 Ak+1 A k+1
h (s,a) *Cb”Nk.H <\/0h \/H ) ))
h

Then for a sufficiently large constant cj>> > O and ¢ € (NF, NFT1) 1et b , = % + N2 H?0/t and

bE,N,"L’“ = (1 - 1/771\7:“) F 5R k+1/7]N;’f+1 + CE’QHQL/N}’L“H.

After updating the estimated ()—function, the central server proceeds to update V}f (s), V, (s),

and 7y " (s) for each (s, h) € S x [H] as follows:

VitL(s) = n}ng L(s,a)), VhL"kH(s) = max { max Q; Qy AL (s,d) VhL’k(s)}, (17)
Tt (s) = arg max Q’;H (s,a’). (18)
a/

Finally, for any state-step pair (s, k), the central server updates the reference function as VR k1 (s) =

VEFL(s) if either: (1) VFF(s) — V- F1(s) > B, or (2) it is the first round where th“(s) -
V,i"kﬂ(s) < B for predefined 5 € (0, H]. Otherwise, the server settles the reference function
by V; A (s) = Vhllz’k(s). In this case, the settlement is triggered after the condition V;**!(s) —
V,l"kH (s) < B first holds for some round k, as guaranteed by the monotonically non-increasing
property of th+1 (s) — VhL okl (s) established in Equation (7) and Equation (17). The algorithm then
proceeds to round k + 1. Algorithm 1 and Algorithm 2 formally present the algorithms. For reader’s
convenience, we provide graphical illustrations and two notation tables in Appendix D.

Algorithm 1 FedQ-EarlySettled-LowCost (Central Server)
1: Input: T € N,
2: Initialize &k = 1 QUl( a) = Qi’l(s a) = Qj(s,a) = V}(s) = Rl( )=H, Qk’l(s a) =
VhLl( )= Nl(s,a) =0, ul; '(s) = True, ¥(s,a,h) € S x A X [H] and an abitrary policy 7.
3: while thl ZS)Q NF(s,a) < Tp do
4: Broadcast 7%, {NJ (s, 75 (5)) Yo {VE(8) o {VI2F(8) Yo and {VF (5)}4.0 to all agents.
5:  Wait until receiving an abortion signal and send the signal to all agents.
6:  Receive the information from clients and compute round-wise means in Equation (5).
7
8

for any (s,a,h) € S x A x [H] do
if nf(s,a) =0, then Q¥ (s,a) + Q¥(s,a)
else Update Q)" (s, a) via Equation (7)
9:  end for
10:  for any (s,h) € S x [H] do

11: Update V5 +1(s), V"1 (s) and 7+ (s) via Equation (17) and Equation (18).
12: it VEL(s) — VPR (s) > B, then VR (s) = VEH(s).

else if ugk(s) = True, then V;’Hl(s) = VFitl(s), ug 1 (s) = False.

end if
13:  end for

14 k+k-+1.
15: end while

3.2 Intuition behind the Algorithm Design

UCB and Reference-Advantage Decomposition with Refined Bonus. Similar to [50, 113], we
adopt two techniques—upper confidence bound (UCB) exploration with the bonuses in the esti-
mated (Q—function and reference-advantage decomposition—to attain the near-optimal regret bound.

To further improve regret performance, we refine the bonus term B,l:’k used to update the esti-
mated ()—function by removing its dependence on (IV, }’f)g’/ 450, 113]. This refinement enables



Algorithm 2 FedQ-EarlySettled-LowCost (Agent m in Round k)

1: Initialize n}’ = v} = v, = pp', = op', = pp', = o', = 0,Y(s,a,h) € S x A x [H].

2: Receive 78, {NF (s, £ (5)) o ns {ViF (5) bo s {V, " () Fo,n and {V3" (5) b

3: while no abortion signal from the central server do

kg

4:  while n(s,a) < max{l, {%J }, Y(s,a,h) € S x A x [H] do

5: Collect a new trajectory {(sp, an, ) }iL | with aj, = 75 (sp).

6: For any h € [H], n}*(sh,an) £ land (U}T,vgfl,u’gfr, Oh'es s a}[fa)(smah) +
Lk 1/RE 1Rk Ak 1Ak

(th+1’ Vi Vit (Vh+1)27 Vitts (Vh+1)2)(5h+1)

7:  end while

8:  Send an abortion signal to the central server.

9: end while

10: For any (s,h) € S x [H] with a = 7¥(s),

m,k m,k mk mk _mk mk _mk m ..m ..m m m m m
(ny, ", vy yUnt sHhy vOhy sHha v%hna )(s,a) « (nj, vy, vvh,pNh,rvgh,raﬂmavgh,a)(svCL)-

11: Forany (s,h) € S x [H], send {(rmnzl’k,v;l”’k,v;fl’k, uz;k,aﬁ;k,uﬁék, a%k)(s, ()}

our algorithms to outperform both Q-EarlySettled-Advantage in the single-agent RL setting and
FedQ-Advantage in the FRL setting.

LCB for Early Settlement of the Reference Function. Compared with UCB-Advantage and
FedQ-Advantage, our algorithms incorporate a Lower Confidence Bound (LCB)-type estimate Q,LL]‘
VhL ¥ derived accordingly serves as a lower bound of V¥, while V}* is an upper bound for V}* since
Qﬁ > @} by the UCB-design. To obtain an accurate reference function VX, we aim to settle the
reference function V,f * by V;¥ when V¥ — V¥ < 3 for the first time. Both UCB-Advantage and

FedQ-Advantage settle the reference function at a given (s, h) after it has been visited sufficiently
often—when the number of visits reaches a threshold Ny (). This is a rather conservative condition,

resulting in a large burn-in cost. In contrast, the LCB technique guarantees that V" € [V;“ ’k, th],
enabling a early settlement when V¥ — V,}’k < f3, which consequently achieves a low burn-in cost.
Event-Triggered Termination and Infrequent Policy Updates. Our algorithms switches policies
infrequently, as estimated Q—function and policies are updated only after each round ends due to

condition (3). This design ensures that visits to each (s, a, h) grow at a controlled exponential rate
across rounds, enabling logarithmic bounds on switching/communication costs.

4 Theoretical Guarantees

When M = 1, the FedQ-EarlySettled-LowCost algorithm reduces to its single-agent variant, Q-
EarlySettled-LowCost, by eliminating the central server and the agent-server communication process.
In this section, we present the theoretical performance of our algorithms in both single-agent RL and
FRL settings. We first set the constant ¢ = log(28S5 AT} /p), where p € (0, 1) is the failure rate and

T3 is an known upper bound of the total steps T as defined in (b) of Lemma F.1.

4.1 Worst-Case Guarantees of Q-EarlySettled-LowCost

We now present the worst-case results for Q-EarlySettled-LowCost. It achieves the best regret among
all model-free single-agent RL algorithms with a low burn-in cost and a logarithmic switching cost.

Theorem 4.1. For any p € (0,1), let 1o = log(SAT/p). Then for Q-EarlySettled-LowCost
(Algorithms 1 and 2 with M = 1 and 3 € (0, H]), with probability at least 1 — p, we have

Regret(T) < 0((1 + B)\/H2SAT.2 + HOS AL /5).

Setting 3 = ©(1), when T' > O(SAH'), the regret bound matches the lower bound O (v H2SAT)
up to logarithmic factors. Next, we compare our algorithm’s performance with two near-optimal
algorithms: UCB-Advantage [110] and Q-EarlySettled-Advantage [50]. UCB-Advantage has a



regret of O(VH2SAT + H®S?A3/2T"/4) and a burn-in cost of O(S% A3 H?®), while our algorithm
achieves a lower regret with only linear dependence on S, A and a better dependence on H, and a
much smaller burn-in cost with only linear dependence on S, A. Compared with Q-EarlySettled-
Advantage, our algorithm further improves the regret bound by a factor of log(SAT/p) and shows
better regret in the numerical experiments in Appendix B.1 due to the refinement of the cumulative

bonus B,lj’kﬂ in Equation (16), and the use of the surrogate reference function in the proof.

Theorem 4.2. Let C = H*(H + 1)SA. For Q-EarlySettled-LowCost (Algorithms I and 2 with
M = 1and 8 € (0, H]), the switching cost is bounded by max{2C + 4C'log(T/C),3C}.

When T > e C, our algorithm achieves a logarithmic switching cost of O(H3SAlog(T/(HSA)).

4.2 Worst-Case Guarantees of FedQ-EarlySettled-LowCost

We now discuss the worst-case results for FedQ-EarlySettled-LowCost. It achieves the best regret
among all model-free FRL algorithms with a low burn-in cost and a logarithmic communication cost.

Theorem 4.3. For any p € (0, 1), let 11 = log(MSAT/p). Then for FedQ-EarlySettled-LowCost
(Algorithms 1 and 2 with B € (0, H]), with probability at least 1 — p, we have

HSS AL
Regret(T) < O ((1 + B)\/ MH2SAT.? + % + MH5SAL§) :

Appendix I provides a uniform proof for Theorem 4.1 and Theorem 4.3. Setting 8 = ©(1),
when T > O(MSAH?), the result becomes O(v/M H2SAT), matching the lower bound with
a total of MT steps. Compared with FedQ-Advantage [113] with a near-optimal regret bound
O(MH?SAT + MiH% SAT% + MH"S2A%), our method achieves lower regret with milder
dependence on H, S, A. Furthermore, FedQ-Advantage requires O(M S3 A2H'2) samples to reach
near-optimality, while our method only needs O(M SAHY), with a burn-in cost scaling linearly in
S, A. Numerical experiments in Appendix B.2 also demonstrate that FedQ-EarlySettled-LowCost
achieves the best regret performance among all model-free FRL algorithms.

Proving the worst-case regret bounds in Theorems 4.1 and 4.3 is challenging due to the technical
difficulty of double non-adaptiveness, and we overcome it by the novel use of a technical tool, the
surrogate reference function. Please refer to Appendix C for more details. Next, we discuss the
worst-case communication cost results of FedQ-EarlySettled-Advantage.

Theorem 4.4. For FedQ-EarlySettled-LowCost (Algorithm 1 and Algorithm 2 with 3 € (0, H)), the
number of rounds K is bounded by max{2MC + 4MC'log(T/C),3MC}.

Appendix J presents a uniform proof for Theorem 4.2 and Theorem 4.4. When 7" > eiC, we have
K < O(MH3SAlog(T)). As each round incurs O(M H S) communication cost, the total cost is
O(M?H*S? Alog(T)), growing logarithmically with 7. If agent waiting is permitted, synchroniza-
tion in each round can be delayed until all agents satisfy the trigger condition in Equation (3), similar
to the setting in [113] when the optimal forced synchronization is disabled. In this case, the number
of rounds K can be bounded by max{2C' + 4C'log(T'/C'), 3M C'}. which is independent of M.

4.3 Gap-Dependent Guarantees

This section provides gap-dependent results under both single-agent and federated settings. We define
the maximal conditional variance Q* := max a.n {Vs.an(Vi'11)} € [0, H?] [102]. Theorem 4.5
establishes the best-known gap-dependent regret for model-free RL, matching that of Q-EarlySettled-
Advantage in [114], while maintaining a logarithmic switching cost.

Theorem 4.5. For Q-EarlySettled-LowCost (Algorithms I and 2 with M = 1 and 8 € (0, H)),
(Q* + B2H)H?S Alog(SAT) N H7SA 1og2(SAT)>
Amin B )

E (Regret(T)) < O(

Next, we present the gap-dependent switching cost results under the same assumptions as [105]: full
synchronization, random initialization, and G-MDPs. We first review the initial two assumptions:



(I) Full synchronization. Similar to [112], we assume that there is no latency during communications,
and the agents and server are fully synchronized [60]. This means n™* = n* for each agent m.

(II) Random initializations. We assume that the initial states { slf’j "} ;,m are randomly generated
with some distribution on S, and the generation is not affected by any result in the learning process.
Assumption (I) implies that all agents have the same exploration speed. We now introduce G-MDPs.
Definition 4.6. A G-MDP satisfies the following two conditions:

(a) The stationary visiting probabilities under optimal policies are unique: if both 7' and 72 are
optimal policies, then we have P (s, = s|m*t) =P (s, = s|7*?) = P} .

(b) Let Aj(s) = {a | a = argmaxy Q}(s,a’)}. Forany (s,h) € S x [H], if P}, > 0, then
| A} (s)| = 1, which means that the optimal action is unique.

G-MDPs represent MDPs with generally unique optimal policies. Compared to requiring a unique
optimal policy, G-MDPs allow the optimal actions to vary outside the support under optimal policies,
L.e., the state-step pairs with P’ , = 0.

For any G-MDP, we define Cs; = min{P; ;, | s € S,h € [H], P}, > 0}, which reflects the
minimum visiting probability over the support of the optimal policy.

With these assumptions, we now present a gap-dependent switching cost bound for the Q-EarlySettled-
LowCost algorithm. This result fills a notable gap by providing the first such bound for LCB-based
algorithms, and it matches the best-known gap-dependent switching cost guarantee of the single-agent
FedQ-Hoeffding algorithm [105], which, however, suffers from a higher and suboptimal regret.

Theorem 4.7. For any p € (0,1), let 1o = log(24L ‘ET) Then for Q-EarlySettled-LowCost (Algo-

rithms 1 and 2 with M = 1 and 8 € (0, H]), under the random initialization assumption and a
G-MDP, with probability at least 1 — p, the switching cost is bounded by

HAS A 1 T
H3S5A1 H3S51 H?1
O( S og( >+ Sog(cst)—&- Og(HSA))

BAL
Theorem 4.8 and Theorem 4.9 present gap-dependent results for FedQ-EarlySettled-LowCost.

Theorem 4.8. For FedQ-EarlySettled-LowCost (Algorithms 1 and 2 with 8 € (0, H]), let 15 =
log(M S AT), then we have

* 2 3 v 2
E (Regret(T) < O ((Q +PH)H S A1y | H'SAL3

Amin 5
Appendix K gives a uniform proof for Theorem 4.5 and Theorem 4.8. Compared with the only
federated gap-dependent regret bound O(H®S Aty /Apin + M H?SA\/1) established for FedQ-

Hoeffding in [105], Theorem 4.8 improves the dependence on A, by a factor of H for the worst
scenario, where Q* = ©(H?). Furthermore, in the best scenario when the MDP is deterministic and

Q* = 0, our bound scales as O(Amm) for specific 3, improving upon the linear dependency.

Theorem 4.9. For any p € (0,1), let 1; = log(XM54T SAT). Then for FedQ-EarlySettled-LowCost

(Algorithms 1 and 2 with § € (0, H]), under a G- MDP and the assumptions of full synchronization
and random initialization, with probability at least 1 — p, the number of rounds K is bounded by:

HASA 1 T
MH3SAlog (MH H3SAl - H3S51 H?1
O( SAlog ( 1)+ H°S 0g<5A >+ S g<CSt)+ Og(HSA))

min

+ MHGSA@) :

Appendix L gives a uniform proof for Theorem 4.7 and Theorem 4.9. This result matches the only
gap-dependent upper bound on the number of communication rounds, established for FedQ-Hoeffding
[105], while our algorithm simultaneously achieves a better and near-optimal regret.

5 Conclusion

We propose two novel model-free algorithms, Q-EarlySettled-LowCost and FedQ-EarlySettled-
LowCost, that simultaneously achieves the near-optimal regret, a low burn-in cost that scales linearly
with S and A, and a logarithmic switching/communication cost. Technically, we combine LCB and
UCB with reference-advantage decomposition for more efficient reference function learning.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly and accurately summarize the paper’s
contribution and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Please refer to the details in Section 3.1, we discuss the different types of
heterogeneity in federated learning.
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Please refer to the details in our paper.
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* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have discussed the hyper-parameter choice to replicate the result and
provided the code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code that can exactly replicate the numerical results is uploaded in
supplementary materials.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The choice of hyper-parameters has been provided in the numerical section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report medians and two other quantiles based on multiple replications in
the numerical section.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We have included a description of related computational resources in the
footnotes of numerical section.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We review and follow the code of ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical work.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This is a theoretical work and there is no such risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have cited the source of the publicly available code we referred to.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Organization of the appendix. Appendix A reviews related works. Appendix B presents the
results of our numerical experiments, demonstrating the best regret performance and showing the
log T'—type switching/communication cost. Appendix C analyzes our technical novelty that leads to
the regret improvement. Appendix D provides graphical illustrations and two notation tables for our
algorithms. Appendix E and Appendix F include some useful theorems and lemmas. Appendix G
proves some probability events and Appendix H explores the properties of estimated value functions.
Appendix I contains the proof of the worst-case regret bounds (Theorem 4.1 and Theorem 4.3).
Appendix J contains the proof of the worst-case switching/communication cost bounds (Theorem 4.2
and Theorem 4.4). Appendix K provides the proof of the gap-dependent regret bounds (Theorem 4.5
and Theorem 4.8). Appendix L presents the proof of the gap-dependent switching/communication
cost bounds (Theorem 4.7 and Theorem 4.9).

A Related Work

On-Policy RL for Finite-Horizon Tabular MDPs with Worst-Case Regret. There are mainly two
types of algorithms for reinforcement learning: model-based and model-free learning. Model-based
algorithms learn a model from past experience and make decisions based on this model, while
model-free algorithms only maintain a group of value functions and take the induced optimal actions.
Due to these differences, model-free algorithms are usually more space-efficient and time-efficient
compared with model-based algorithms. However, model-based algorithms may achieve better
learning performance by leveraging the learned model.

Next, we discuss the literature on model-based and model-free algorithms for finite-horizon tabular
MDPs with worst-case regret. [1, 3, 7, 9, 20, 42, 102, 106, 107, 115] worked on model-based

algorithms. Notably, [106] provided an algorithm that achieves a regret of O(min{v/SAH?T, T}),
which matches the information-theoretic lower bound. [37, 50, 61, 98, 110] work on model-free

algorithms. Three of them [50, 61, 110] achieved the near-optimal regret of O(v/SAH?2T).

Suboptimality Gap. When there is a strictly positive suboptimality gap, it is possible to achieve
logarithmic regret bounds. In RL, earlier work obtained asymptotic logarithmic regret bounds [8, 79].
Recently, non-asymptotic logarithmic regret bounds were obtained [34, 36, 66, 76]. Specifically,
[36] developed a model-based algorithm, and their bound depends on the policy gap instead of the
action gap studied in this paper. [66] derived problem-specific logarithmic type lower bounds for
both structured and unstructured MDPs. [76] extended the model-based algorithm proposed by
[102] and obtained logarithmic regret bounds. More recently, [14] further improved model-based
gap-dependent results. Logarithmic regret bounds have also been established in the linear function
approximation setting [34], and [65] provided gap-dependent guarantees for offline RL with linear
function approximation.

Specifically, for model free algorithms, [98] showed that the optimistic ()—learning algorithm in
[37] enjoyed a logarithmic regret O(%ﬂf), which was subsequently refined by [95]. In their work,
[95] introduced the Adaptive Multi-step Bootstrap (AMB) algorithm. [114] further improved the
logarithmic regret bound by leveraging the analysis of the UCB-Advantage algorithm [110] and
Q-EarlySettled-Advantage algorithm [50]. XXX provides the first fine-grained, gap-dependent regret
upper bound for a UCB-based algorithm, specifically UCB-Hoeffding. In the federated setting, [105]
further establishes the first gap-dependent bounds for both regret and communication cost.

Several other studies have also investigated gap-dependent sample complexity bounds [4, 41, 59, 80,
81, 83, 85, 91].

Variance Reduction in RL. The reference-advantage decomposition used in [50] and [110] is a
technique of variance reduction that was originally proposed for finite-sum stochastic optimization
[31, 40, 64]. Later on, model-free RL algorithms also used variance reduction to improve the sample
efficiency. For example, it was used in learning with generative models [71, 72, 88], policy evaluation
[23, 43, 87, 96], offline RL [70, 100], and @)—learning [50, 51, 97, 110].

RL with Low Switching Costs and Batched RL. Research in RL with low switching costs aims
to minimize the number of policy switches while maintaining comparable regret bounds to fully
adaptive counterparts, and it can be applied to federated RL. In batched RL [29, 67], the agent sets
the number of batches and the length of each batch upfront, implementing an unchanged policy in a
batch and aiming for fewer batches and lower regret. [10] first introduced the problem of RL with low
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switching cost and proposed a (Q—learning algorithm with lazy updates, achieving O(H 3SAlogT)
switching cost. This work was advanced by [110], which improved the regret upper bound and
the switching cost simultaneously. Additionally, [90] studied RL under the adaptivity constraint.
Recently, [68] proposed a model-based algorithm with O(log log T') switching cost. [109] proposed
a batched RL algorithm that is well-suited for the federated setting.

Multi-Agent RL. (MARL) with Event-Triggered Communications. We review a few recent
works on on-policy MARL with linear function approximations. [24] introduced Coop-LSVI for
cooperative MARL. [62] proposed an asynchronous version of LSVI-UCB that originates from
[38], matching the same regret bound with improved communication complexity compared with
[24]. [35] developed two algorithms that incorporate randomized exploration, achieving the same
regret and communication complexity as [62]. [24, 35, 62] employed event-triggered communication
conditions based on determinants of certain quantities. Different from our federated algorithm, during
the synchronization in [24] and [62], local agents share original rewards or trajectories with the
server. On the other hand, [35] reduces communication cost by sharing compressed statistics in the
non-tabular setting with linear function approximation.

Federated and Distributed RL. Existing literature on federated and distributed RL algorithms
highlights various aspects. For value-based algorithms, [33], [92], and [112] focused on linear
speedup. [2] proposed a parallel RL algorithm with low communication cost. [92] and [93] discussed
the improved covering power of heterogeneity. [16] and [94] worked on robustness. Particularly, [16]
proposed algorithms in both offline and online settings, obtaining near-optimal sample complexities
and achieving superior robustness guarantees. In addition, several works have investigated value-
based algorithms such as (Q—learning in different settings, including [5, 12, 27, 39, 44, 92, 93, 99,
104, 111]. The convergence of decentralized temporal difference algorithms has been analyzed by
[18, 21,22, 53,77, 86, 89, 103].

Some other works focus on policy gradient-based algorithms. Communication-efficient policy
gradient algorithms have been studied by [15] and [26]. [48] further reduces the communication
complexity and also demonstrates a linear speedup in the synchronous setting. Optimal sample
complexity for global convergence in federated RL, even in the presence of adversaries, is studied in
[28]. [47] proposes an algorithm to address the challenge of lagged policies in asynchronous settings.

The convergence of distributed actor-critic algorithms has been analyzed by [17, 69]. Federated
actor-learner architectures have been explored by [6, 25, 63]. Distributed inverse reinforcement
learning has been examined by [11, 30, 54, 55, 56, 57, 58].

B Numerical Experiments

In this section, we present experiments conducted in a synthetic environment to demonstrate the
following two conclusions:

* When M = 1, Q-EarlySettled-LowCost achieves better regret compared with all other
single-agent model-free algorithms: UCB-Hoeffding and UCB-Bernstein [37], UCB2-
Hoeffding and UCB2B [10], UCB-Advantage [110] and Q-EarlySettled-Advantage [50],
while remaining logarithmic switching cost.

* FedQ-EarlySettled-LowCost achieves the best regret performance compared with other
federated model-free algorithms, including FedQ-Hoeffding and FedQ-Bernstein[112] and
FedQ-Advantage [113], while also maintaining logarithmic communication cost.

To evaluate the proposed algorithms, we simulate a synthetic tabular episodic Markov Decision
Process. Specifically, we consider two cases with (H, S, A) = (5,3,2) and (7, 10,5). The reward
rh(s, a) for each (s, a, h) is generated independently and uniformly at random from [0, 1]. Py (- | s, a)
is generated on the S—dimensional simplex independently and uniformly at random for (s, a, h).
Then we will discuss the experiment results for each conclusion separately.

B.1 Comparison of Single-Agent RL Algorithms

Under the given MDP, we set M = 1 and generate 3 * 10° episodes for (H, S, A) = (5,3,2) and
2 % 10° episodes for (H, S, A) = (7,10, 5). For each episode, we randomly choose the initial state
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uniformly from the S states*. For the other six single-agent algorithms, we use their hyperparameter
settings based on the publicly available code® in [114]. For FedQ-EarlySettled-LowCost algorithm,

we similarly set . = 1, the hyper-parameter ¢, = /2 in the bonus b;, & = 2 in the cumulative bonus
Rk R,2

w > G~ = lin the bonus b%t and 8 = 0.05.
To show error bars, we collect 10 sample paths for all algorithms under the same MDP environment
and show the relationship between Regret(T)/log(T/H + 1) and the total number of episodes for
each agent 7'/ H in Figure 1. For both panels, the solid line represents the median of the 10 sample
paths, while the shaded area shows the 10th and 90th percentiles.
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(a) Regret results for (H, S, A) = (5,3,2) (b) Regret results for (H, S, A) = (7,10, 5)

Figure 1: Numerical comparison of regrets for single-agent model-free algorithms

From the two figures, we observe that when M = 1, our Q-EarlySettled-LowCost algorithm enjoy
the best regret compared with the other six single-agent model-free algorithms. We also note that the
red curves for the Q-EarlySettled-LowCost algorithm approach horizontal lines as the total number
of episodes T/ H becomes sufficiently large. Since the y-axis is Regret(T")/log(T/H + 1), this
suggests that the regret grows logarithmically with 7", which matches our gap-dependent regret bound
result in Theorem 4.5. We also show the logarithmic switching cost results in the following Figure 2.
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Figure 2: Switching cost results for Q-EarlySettled-LowCost when M =1

From Figure 2, We note that the red curves for Q-EarlySettled-LowCost algorithm also approach
horizontal lines as the total number of episodes T/ H becomes sufficiently large. This suggests that
the switching cost grows logarithmically with 7, which matches our logarithmic switching cost
bound result in Theorem 4.2 and Theorem 4.7.

“All the experiments in this subsection are run on a server with Intel Xeon E5-2650v4 (2.2GHz) and 100
cores. Each replication is limited to a single core and 8GB of RAM. The total execution time is about 5 hours.
The code for the numerical experiments is included in the supplementary materials along with the submission.

5https ://openreview.net/attachment?id=6tyPSkshtF&name=supplementary_material
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B.2 Comparison of FRL Algorithms

Under the given MDP, we set M = 10 and generate 3 x 10° episodes for (H, S, A) = (5,3,2)
and 2 * 105 episodes for (H, S, A) = (7,10,5)°. For each episode, we randomly choose the initial
state uniformly from the S states. For the other three federated model-free algorithms, FedQ-
Hoeffding, FedQ-Bernstein, and FedQ-Advantage, we use their hyperparameter settings based on the
publicly available code’ in [113]. For the FedQ-EarlySettled-LowCost algorithm, we use the same
hyperparameter setting as specified in Appendix B.1.

To show error bars, we also collect 10 sample paths for all algorithms under the same MDP environ-
ment and show the relationship between Regret(T")/ log(T'/H + 1) and the total number of episodes
for each agent T'/H in Figure 3. For both panels, the solid line represents the median of the 10
sample paths, while the shaded area shows the 10th and 90th percentiles.
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Figure 3: Numerical comparison of regrets for federated model-free algorithms

From the two figures, we observe that our proposed FedQ-EarlySettled-LowCost algorithm enjoy the
best regret compared with the other three federated model-free algorithms. We also note that the red
curves for the FedQ-EarlySettled-LowCost algorithm approach horizontal lines as the total number
of episodes T'/ H becomes sufficiently large. This suggests that the regret grows logarithmically with
T, which matches our gap-dependent regret bound result in Theorem 4.8.
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Figure 4: Number of communication rounds for FedQ-EarlySettled-LowCost

SAll the experiments in this subsection are run on a server with Intel Xeon E5-2650v4 (2.2GHz) and 100
cores. Each replication is limited to five cores and 15GB of RAM. The total execution time is about 15 hours.
The code for the numerical experiments is included in the supplementary materials along with the submission.

7https ://openreview.net/attachment?id=FoUpv84hMw&name=supplementary_material
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From Figure 4, we find that the number of communication rounds curves for the FedQ-EarlySettled-
LowCost algorithm approach horizontal lines as the total number of episodes 7'/ H becomes suffi-
ciently large. This suggests that the number of communication rounds grows logarithmically with 7',
which matches our logarithmic gap-dependent communication cost bound result in Theorem 4.4 and
Theorem 4.9.

C Technical Novelty in Depth

In this section, we highlight our technical novelty for proving the worst-case regrets for both
Q-EarlySettled-LowCost and FedQ-EarlySettled-LowCost, where we overcome the challenge of
simultaneous non-adaptiveness by using the surrogate reference function.

We prove the worst-case regret bounds in Theorem 4.1 and Theorem 4.3 by relating the regret to the
estimation error of the optimal @) —functions that takes the form

> T(@F — Q) (spP™ gt ™.

k,j,m

It is common in the literature to bound the summation by recursions on hlin model free algorithms
[50, 98, 110, 112]. In more detail, for each individual error (QF — Q*)( kg m k. »7"™), by the update

rule in Equation (7), it can be upper bounded by (QR — Q})(sk7"™, Zj m) Furthermore, based
on the reference-advantage-type update given in Equation (11) and Equation (15), Equation (77) in

Appendix I shows that with high probability, (Q}’ F_Q P)(sy kg, m aﬁ DY < Go, where

“’Nh k™ R,kn k‘”,jn n Rk‘ ‘1 «
Z ( Vider = Vida ) (st ™ ) " = P g iy ) + C.

. k
Here, k™ represents the round index that the n—th visit to (s}, Ko m aﬁ’] "™ "h) happens. in" denotes

the cumulative weight for the n—th visit to this state- actron step triple under our delayed- pohcy-

switching scheme (see Equatlon (19) in Appendrx F for the definition), which approximates 7, i (the
exact weight in high burn-in cost algorithms requiring frequent policy updates [37, 50]). C'p collects
some constants and the cumulative bonuses. All three notations hide their dependency on (k, j, m, h).
We start from the decomposition of Gy, following the design in [50] for Q-EarlySettled-Advantage
with frequent policy switching, and then explain the challenges of non-adaptiveness therein and our
solution of surrogate reference function.

R,K+1

Decomposition. We use V, to denote the settled reference function. By applying the inequality

thll V,F +k1 < th_:l V,:i’}fﬂ, which follows directly from the monotonically non-increasing

property of Vh +1 as guaranteed by the reference function settling rule in line 12 of Algorithm 1, G
can be further upper bounded by the summation of C'z and the following terms:

NNZ n ¥ K™,
Gi = Z ' Vh+1 - Vh+1)(8h+{ )7

NF .
Go 1= Zﬁgh <]]‘5:i*ljn'mn - Psﬁ’j’m,a:’j’m,h) (V;-i-l V}F+Il(+1) ’
n=1
Ny iy Rk k',5tm! R, K41, k*j’m’
Gs —Zﬁnhwﬂ S (VAR - v EEA™),
n=1 =1
NPT

~Nh R, K+1, k' 5% m' ) ) R,K+1
G4 = E , NMH E , (Vh+1 (3h+1 )_Ps’;»%m,a’;dv’" Vh+1 :

i=1
This decomposmon follows the structure of the reference-advantage decomposition, where G; reflects
the V -value function estimation error, G, and G4 reflect the empirical estimation error for the settled
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advantage function and reference function respectively, and Gs reflects the reference settling error.
Thus, the estim.ation error ijm(QZ - QZ)(SZJm, aﬁ’j’m) can be upper bounded by the sum of
five corresponding summations with regard to C'g, Gy, G2, G3, G4.

Challenges: Simultaneous Non-Adaptiveness. However, the summations involving G» and G4
cannot be directly bounded using standard concentration inequalities. This limitation arises from the

k
non-adaptive nature of both the weights {f],jy "} and the settled reference function fo jff“ at the

next steps of historical visits to (sy 7", ay* "™ h).
k

The weights {ﬁiv "} exhibit non-adaptiveness due to our special aggregation scheme used in Case
2 of the estimated (Q—function updates (Equation (7)), which assigns identical weights to all visits
within a given round. Each weight depends on the total number of visits to the corresponding state-
action-step triple in that round, a quantity that is unknown during visitation due to our event-triggered
termination condition specified in Equation (3). This uncertainty results in the non-adaptiveness of
the weights. The non-adaptiveness of V,f J’FII(H is because the reference settling depends on all the
historical information in the learning process (see line 12 in Algorithm 1 for the reference function’s
update rule).

[112] addresses the non-adaptiveness of the weights through round-wise approximations, and [50]
tackles the non-adaptiveness related to the settled reference function via the empirical process.
However, neither approach simultaneously resolves both forms of non-adaptiveness, and their
direct combination presents significant technical challenges. The empirical process employed in [50]

introduces an additional logarithmic factor of 7' in the error bound when constructing e—nets to
R,K+1
Vvh—i—l

cover the function space induced by
Our Solution: Surrogate Reference Functions. To combine the round-based design (with equal
weight assignments in each round) and the LCB technique (used in the reference-advantage decompo-
sition) for simultaneous low burn-in costs and logarithmic switching/communication costs, we adapt
the surrogate reference function technique from [114]—originally developed for gap-dependent
analysis—and successfully incorporate it into our worst-case regret framework. There are two
benefits of this adaptation: (i) It resolves the fundamental challenge of simultaneous non-adaptiveness
in the learning process. (ii) By replacing the empirical process technique from [50], it eliminates the
additional logarithmic factor in the error bound, yielding tighter regret guarantees.

The surrogate reference function V,f’k in our framework is defined as:
SR,k * : * R,k
Vik(s) 1= ma { Vi (s), min { Vi () + B,V ()} } . W5, o ).

It naturally adapts to the learning process. In addition, building on the optimistic property demon-
strated in Lemma H.1, we can show that

Vit (s) = min { Vi (5) + 8, Vi (s) |

with high probability. Thus, it maintains the same monotonically non-increasing property as the

reference function Vf? ’k(s) and coincides with the settled reference function V,? HH once the
reference function is settled (see line 12 in Algorithm 1 for the update rule of reference functions). By
applying the inequality V}iﬁ:l — V,f_;kl < thjl — Vf?_fl , Go can be upper bounded by the summation
of Cg, G1,Gs, s, G4, where all the V,i’r}fﬂs are replaced by the surrogate reference function V,}f J’rkln.

In the new decomposition, the summation over Cp is well-controlled in Lemma I.1, following a
similar approach to [50, Appendix E.2]. The summation over G; can be bounded by

3 * k,j,m k,j,m
exp (H> Z (Ql;f,ﬂ - Qh+1) (Shi1 aah_t,j_1 )

k,3,m

and an additional constant term as shown in Equation (82) of Appendix I, establishing the error
recursion for step h. This step relies on a double-sum rearrangement, a standard technique in model-
free RL analysis [37, 50, 112]. The summation for G3 can be bounded in the term R3 3 of Lemma 1.3,
using the technique from [50, Lemma 3] for controlling the reference settling error. Furthermore,
the revised G, and G, introduce non-adaptiveness only through their weights, allowing us to apply
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round-wise approximation methods [112] to bound them. For the revised G, we approximate it with

R k'll
Z?’]n (]]. k™, mn — ]P) kJm k J,m h) (V};_l Vh+1 ) ’

where all elements adapt to the data generation process. The approximation error can be controlled
via round-wise concentration inequalities (see Lemma F.5). The summation with regard to the revised
G4 can be bounded through decomposition into four terms R3 1, R3 2, R34 and R3 5 in Lemma 1.3
following the same idea. For more technical details, we refer readers to Lemma 1.2 for the analysis of
the summation of G, and to Lemma 1.3 for the detailed treatment of the summation of G4.

Using the surrogate reference functions not only solves the challenge of simultaneous non-
adaptiveness but also yields a log(SAT/p) improvement over the current state-of-the-art Q-
EarlySettled-Advantage [50] in single-agent RL by avoiding using the empirical process.

To our knowledge, this work represents the first successful integration of the surrogate reference
functions and round-wise approximation to handle both forms of non-adaptiveness of the weights and
the settled reference function. This methodological advancement significantly expands the analytical
tools available for federated reinforcement learning and overcomes limitations present in previous
approaches.

D Graphical Illustrations and Notation Tables

In this section, we provide graphical illustrations and notational reference tables to enhance compre-
hension of our algorithms.

D.1 Graphical Illustrations

In this subsection, we present some graphical illustrations of our FRL framework and round-based
design. Figure 5 presents the central server’s initialization phase, where the central server broadcast
key parameters to all agents at the start of each training round.

Agent 1

Central Server > Agent 2

Agent M

Figure 5: Central server broadcast protocol. At the beginning of round k, for any state-step pair
(s,h) € S x [H], the central server broadcasts the current policy 7%, the total number of visits before

round k N (s, 75 (s)), the V —estimates V¥ (s, 7 (s)), the lower bound function V}f"k(s, 7 (s)) and
the reference function V,F F (s, 7F(s)) to each agent.

The following Figure 6 illustrates the agent-to-server data transmission phase. After exploration
terminates in round k£ (when condition (3) is met), each agent transmits the rewards and some local
summary statistics to the central server.
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2,k .
1,1, and six local sums

Central Server -« Agent 2

Agent M

Figure 6: Agent-to-server data transmission. At the end of each round k, for any state-step pair
(s,h) € S x [H], the agent m sends the reward 74, (s, 75 (s)), the number of visits in round &

nZL’k(s7 77 (s)) and six local sums in Equation (4) to the central server.

The following Figure 7 explains our round-based design for infrequent policy and value function
estimate updates. Unlike conventional per-episode updates, our algorithms accumulate trajectory data
across multiple episodes within each round, updating both the value function estimates and policy
only at the end of each round.

li Initialize %, Q} = Vi{ = V' = H, V' = 0

Round 1

Update 2, Q2, V2, V2, V2
Round 2

Update 73, Q3, V3, V3, Vi3

Update 7%, QX, VK, v 1K, yRE
Round K

K+1 y7K+1 yyLK+1 {yRK+1
Update n&*1, Q4 v+t v, Vi

Figure 7: Round-based design. At the beginning of the learning process, the central server initializes
Qi =V} = V' = Hand V;»" = 0 and chooses an arbitrary policy '. At the end of round

k, the central server updates the policy 7#+! and (QZH, V}f“, V,i‘ ’kH, V,f ’kﬂ) for any visited
state-action-step triple (s, a,h) € S x A x [H].
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D.2 Notation Tables
In this subsection, we provide two notation tables of FedQ-EarlySettled-LowCost to enhance the

readability of the paper. One of the table consists of global variables utilized for central server
aggregation, while the other table presents local variables employed for agent local training.

Table 3: Global Variables

Variable Definition
Q’g the estimated ()Q—value function of step h at the beginning of round &
[}f’k the UCB-type (Q—estimates of step h at the beginning of round %
%’k the LCB-type (Q—estimates of step & at the beginning of round &
i’k the reference-advantage-type (Q—estimates of step h at the beginning of round &
1% the estimated V' —value function of step & at the beginning of round &
V,fk the lower bound function of step h at the beginning of round &
Vf? * the reference function of step h at the beginning of round %
VhA’k the advantage function V;f’ — V,? Fof step h at the beginning of round &
B ’}f the Hoeffding-type cumulative bonus in round &
B,lf’k the reference-advantage-type cumulative bonus in round %

NF(s,a) | the total number of visits to (s, a, h) before round k

n¥(s,a) | the total number of visits to (s, a, k) in round k

the mean of the reference function at all next states of the visits to (s, a, h) before

iy (s, a)
h A round k

R,k the mean of the squared reference function at all next states of the visits to (s, a, h)
o, (s,a)
before round &

the weighted sum of the advantage function at all next states of the visits to (s, a, h)

py" (s, a)
ho A% before round k

Ak (s,a) the weighted sum of the squared advantage function at all next states of the visits to
’ (s, a, h) before round k

vF(s,a) | the mean of V}¥ at all next states of the visits to (s, a, k) in round k

the mean of VhL ¥ at all next states of the visits to (s,a,h)inround k

vy, (s,a)

u%’k(s, a) | the mean of V,f’k at all next states of the visits to (s, a, h) in round k

J;L’k(s, a) | the mean of (V,?k)2 at all next states of the visits to (s, a, h) in round k
,uz;;k(s, a) | the mean of V}f ¥ at all next states of the visits to (s, a, k) in round k
of‘;k(s, a) | the mean of (V}?’k)2 at all next states of the visits to (s, a, k) in round k

uf the indicator used to terminate the reference function update.
Table 4: Local Variables

Variable Definition
nZ“k(s, a) | the total number of visits to (s, a, h) of agent m in round k
UZL’k s,a) | the mean of V}* at all next states of the visits to (s, a, k) of agent m in round &
vg”l’k s,a) | the mean of VhL " at all next states of the visits to (s, a, h) of agent m in round k

m,k
Mt

the mean of (V,Fk)2 at all next states of the visits to (s, a, k) of agent m in round %

the mean of fo ¥ at all next states of the visits to (s,a, h) of agent m in round k

)
)
)
s,a) | the mean of V,?’k at all next states of the visits to (s, a, k) of agent m in round &
)
)
)

the mean of (V" )2 at all next states of the visits to (s, a, h) of agent mn in round &
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E General Theorems

Theorem E.1. (Azuma-Hoeffding Inequality). Suppose { X }:io is a martingale and | X, — X 1| <
¢k, Vk € Ny, almost surely. Then for any N € N and € > 0, it holds that:

2
P00 /2 0 < 2o ().
23 k1 Ch
Theorem E.2. (Freedman’s inequality, [49, Theorem EC.1]). Consider a filtration Fy C F1 C Fo C
-+, and let By, stand for the expectation conditioned on Fy. Suppose thatY,, = Y ,_, X, € R,
where {X}.} is a real-valued scalar sequence obeying

| Xix| <R and Ep_1[Xg)=0 forallk>1
for some quantity R < co. We also define W,, := >_}'_ Ex_1[X?]. In addition, suppose that

W,, < o2 holds deterministically for some given quantity o> < oco. Then for any positive integer
m > 1, with probability at least 1 — §, one has

2 2 4 2
V.| < \/Smax {Wn, zam} log Tm + gRlog Tm

Theorem E.3. ([108, Lemma 10]). Let X1, Xo, ... be a sequence of random variables taking value
in [0,1]. Define Fi, = 0(X1,Xo,...,Xk) and Yy, = E[Xy|Fi_1] for k > 1. Forany § > 0, we
have that

P [Hn,ZXk >3> Y+ llog(l/S)] <4
k=1 k=1
and

P [ﬂn, > V=3 X+ llog(l/a)] < 4.

k=1 k=1
F Key Lemmas

In this section, we introduce some useful lemmas. Before starting, we rank the visits to any given
triple (s, a, h) based on the “round first, episode second, step third, agent fourth” rule (time order)
and use k'(s,a, h), j*(s,a, h), m‘(s,a, h) to denote the the round, episode and agent index for the
i—th visit, respectively. When there is no ambiguity, we use k*, m?, and j* for short.

Let X = (S, A, H,T, ). The notation f(X) < g(X') means that there exists a universal constant
Cy > 0 such that f(X) < C1¢(X). In the following sections, we assume that 0/0 = 0. For any
C € N4, we use [C] to denote the set {1,2, ..., C'}. We also use I[[z] to denote the indicator function,
which equals 1 when the event x is true and O otherwise.

We now begin to introduce lemmas. Lemma F.1 establishes key relationships between certain
quantities used in Algorithm 1 and Algorithm 2.
Lemma F.1. The following relationships hold for Algorithm I and Algorithm 2.

(a) Forany (s,a,h, k) € S x A x [H] x [K], we have

N,’f(s,a)

m,k
'th ’ (S,a) S maX{17 m

},Vm € [M].

and

nk(s,a) < max{M, M}

I‘f‘N}]f(S?a) 2 7:0:
N}lf(s,a)
H(H+1)

npy(s,a) <

(b) Let Ty = (14 gy ) To + MSAH, then T < Ty < 27 + MSAH.
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(c) K<t
(d) Forany (s,a,h) € S x Ax [H], Nf“(s,a) < %

Proof. (a) is obvious given Equation (3).

(b) According to (a) and the definition of Tj in Algorithm 2, we have:

T = Z NEF(s,a) < Z NE(s,a) + Z n¥ (s, a)

s,a,h s,a,h s,a,h

1
<T —— _NK M) =T.
= 0+sza:h(H(H+1) w(5a)+ ) !

The right side is obvious by noting that T < T given the Algorithm 1.
(c) Itis proved by K < % < %

(d) It is because N,f(ﬂ(s,a) < Z&a Nf“(s,a) — % < % O

In the following Lemma F.2, we will present some properties of the weight 7?.

Lemma F.2. The following properties hold for all t € N :
(a) For L <a <1, 1/t* <! nt/ic <2/t
(b) max;eyn; < 2H/t.
(c) .t =1+1/H.
(d) Foranyt e Ny andie [t —1), nl /ol =1+ H/i> 1.
(e) Foranyt € Ny andany (s,a,h) € Sx Ax[H], ift < i, k'(s,a,h) = k and Nf(s,a) > i,
we have that ntN’If/ni <exp(l/H).

Proof. Here (a) is proved in [50, Lemma 1]. (b), (c) and (d) are directly from [112, Lemma B.2], so
here we need to prove property (d). Note that

k k
Np,

N : ) —(i—NJ) (1) . -
U _ h H(H+1)
B = T =)' < (1= nypa) < (1-my) < exp(1/H).
Nt g=NF41
h

Here (1) is because 7, is monotonically decreasing. (II) is because i — Nf(s,a) < nk(s,a) <

Ny (s,a)
H(H+1)

for NJ(s,a) > ig by (a) of Lemma F.1. The last inequality uses the definition of NEt1- O

Next, we define the new weights 7){ (s, a, h) for any n; < i < ny <t € Ny and any (s,a,h) €
S x A x [H], where ny = N}F'(s,a) and ny = N;ftﬂ(s, a):
1- Uc(nl + 17n2) c

i (s,a,h) = nillny <do] + ——————=—="n"(n + 1, )l[n1 = io}- (19)
2 — 7

We will use the simplified notation 77} when there is no ambiguity. In Lemma F.3, we present some
key properties of the new weights 7j¢ and their relationship with the original weights 7?.

Lemma F.3. The following relationships hold for any (s,a,h, k) € S x A x [H] x [K] with
t = N[ (s,a).

(a) For any iy,is € [t], if k" (s,a,h) = k%(s,a, h) and N,]fil(s’a"h)(s7 a) > ig, we have that
ﬁfl (S, a, h) = ﬁztg (57 a, h)
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(b) Forany k' < k and k' € [k], we have that

k41 K41
Nh Nh
§ ~t 2 t
U (Sa a, h) = Ui
i'=N} +1 i/=N}F' +1

which indicates that Zz (=10t > 0].

(c) Forany i € [t], we have that
i /n; < exp(1/H).

(d) Fort, = N,’f“(s,a),

t1

PR CARAPERS Zn /Vi.

i=t+1 i=t+1

Proof. Here, (a) and (b) are directly from [112, Lemma B.3] and (d) is from [112, Equation
(19)], so we only prove (c) here. (d) of [112, Lemma B.3] proves that 77} < exp(1/H)n! when

N, : (s, h)(s a) > ip. Additionally, by the definition of 77! (see Equation (19)), we have 7} = n!
when N K (s,a,h) (s,a) < ig. Combining both cases, the proof is complete. O

Next, we develop an immediate corollary of Freedman’s inequality.
Lemma F4 Let v = log(234™1) for any § € (0,1). For any (s,a,h,k) € S x A x [H] x [K],

let {W, +1 € RY | 1 <i < Nf(s,a)} and {ui (s,a,NF(s,a)) € R |1 < i < Nf(s,a)} be
collections of vectors and scalars, which obey the followmg properties:

. Wh 1 is fully determined by the samples collected up to h—th step of j i—th episode of agent

m?® in round k', where the samples is ordered based on the “round first, episode second,
step third, agent fourth” rule (time order).

(Wil < Cur

. ul(s,a, N,’f) is fully determined by the episodes collected up to the h—th step of j'—th
episode of agent m' in round k', and a positive integer NJ° € [Ty/H]. The samples is
ordered based on the “round first, episode second, step third, agent fourth” rule.

« 0 <ul(s,a, NF) < C,(NF).
+0< ZN*’(g ,a) ul (s,a,NF) < 2.

With probability at least 1 — 0, the following inequality hold simultaneously for all (s,a, h, k) €
SxAx [H]X[K]

ZuhsaNh <IL ki i mi — sah)WhH

h+1

"o Cu(NFYC2
Cul NS (50, NEV, o (WEL) + 8 ( ik Cu(N;’f)Cw> .
i=1 L

Proof. For any N = N € [T} /H], it holds that

N
Zuh (s,a, NF) (Il ki Ps’a7h> W,’fH = Zu}'l(s,a,N) (IL Wi jimi — P57a7h> Wth
i=1

h+1

k5 m'
= Z X, )

(k.5 hym" ) S (BN ,j N ,h,m ™)
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where

k!5 m! ’

X;f/"j,’ml = uj, (s,a,N) (]l T Ps7a7h) W;f;_l(s,a)]l [(sﬁ d'm! aﬁl’j,’m ) = (s,a)} )

h+1
Here, (k',j',h,m’) < (kN3N h,m") means the sample at (k' j', h,m’) is collected before the
sample collected at (K, 5V, h, m™) with the order “round first, episode second, step third, agent
fourth”. i*"3"™" is the number of visits to (s, a) at step h before the sample (k’, j/, h, m’). We order
X7 tobe {Y1,Ya, ..., Yy, }. Then given (s, a, h,k, N) € S x A x [H] x [Ty /H] x [T /H], we

have E,_1[Y;] = 0. It also holds that:
Vol < g lloo - 21WHL [loe < 2C0Cu(N),
and

ZET Y2 —Z( (5,0, N)2Vo o n(WE ) < 2C,(N)C2.

i=1

Using Theorem E.2, with R = 2C,(N)C,,, m = logy(N), 0% = 2C,(N)C?

2, we have, with
probability at least 1 — §/SATE:

h+1

i(saavN) (]]- kt,jt,mt T eah) Wh+1

20, (N)C

v 2
< \/24 max {(uﬁl(s, a, N))2V37a7h(W}’L“;1), w } L+ 8C,(N)Cyt

N
) X N)C2
<5 OU(N)LE (5,0, N)Vyan(WE ) +8 /Cu(N)Cw + Cu(N)Cw> L.
=1

Consider all combinations of (s, a, h,k, N) € S x A x [H] x [£] x [

L] we finish the proof. [

m\%

Using Lemma F.4, we derive an upper bound for the summation of non-martingale differences
weighted by 7. The results are presented in the following Lemma F.5.

Lemma E.5. Forany (s,a,h,k) € S x Ax [H] x [K], let {W},, € R¥|1<i < Nf(s,a)} be
collections of vectors, which obey the following properties:

. W;’fil is fully determined by the samples collected up to h—th step of j'—th episode of agent

mt in round k', where the samples is ordered based on the “round first, episode second,
step third, agent fourth” rule.

* ”W}Izc-l&-l”oc < Cl.

Then with probability at least 1 — 0, the following inequality holds:

_NF ' W HCyt
Z " <]1le1 ymt T Sah> Wh+1 S h Zlm ; Sah h+1) + N;f
(2
Nk
Hi <& N} HC,
=\| = n. "V (Wkl )+ ——.
k2 Vsah Wiy k
Nh i=1 ’ ' Nh
Proof.
NE NE
~ _NF i ~ NF _NF NF i
Zm 1 sijimi —Psan | Wiy = Z n "t (0" = 1 ki gtm Psan | Wiyt
= Shtl = h+1
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We know max; ¢y n < 2H/N} and ZNhl n; i < 1 from (b) in Lemma F.2. Using Lemma F.4
with C,,(NF) = 2H/N, ’“, with probability at least 1 — §/2, it holds that:

k

N,
i Hi 5 Nk ; HCyt
k ki w
Z?’] <]1 ’;z:rlz i — Ps,a,h) Wh+1 ,S N}]f 2 7; th,a,h(Wh+1) + Ni}]f (20)

For the second term, let {k; < ko < ... < k;y < K} be the collection of round indices that

nﬁ (s,a) > 0 for any ¢ € [t]. Then we have:

h
_NF NF
Z(’h -~ ) (11 Wi jimi — Sah) W
N h+1
i=1
t NﬁnJrl kn+1 kn+1
kn+1 k Ny Ny k
= E n°(N," T+ 1,Ny) E <771 - " ]lskwi,mi —Psan Wy @21
ot =N ht1
kn+1 kn+1
kn+1 _ Ny
For N, ™" <ig, since 7; " =n"
NEntl
h
_Nknt1 NFntl ko
Z (nzh _nih ]lskny ,mt sah W 1—0-
* h+1
i=NFm 41

For N}’f“*l >idgandi € [N,{f" +1, N,’f”“], by (d) of Lemma F.2 and (a) and (b) in Lemma E.3, we
know

_NEnHl Nkntl NEntl yhnctl 4 _NEnt Nt - Nt Nt
; i € nNkn+1777Nkn+1 and thus |7, - > UN:nﬂ - 77N;fn+1-

Then for given N,’f"“ = Ny € [ip, T1/H], N,’f" = N; € [0,No], and (s,a, h,k,,n) € S x A X
[H] x [Ty /H] x [Ty / H], using Theorem E.2 with R = 2C., (7> —ny*,,) < 25, m = log,y(Na),

0? = 4HCW , with probability at least 1 — §/2S AT}, it holds that:

NEnt1
h
~N:n+1 N:fnJrl ko
Z <771 -1 lsﬁiﬁji’mi - s a,h Wh+1
i=NFm 41
N3
2
~N N k N, N
< 2 : (m e 2) Vs7a7h(Whil)L+ (an 777Nf+1) Cypt
i=Np+1

Consider all the possible combinations of N}* = N, € [Ty/H], Nj*™' = N, € [T}/H] and
(s,a,h, k) € S x Ax [H| x [T1/H], with probability at least 1 — §/2, it simultaneously hold for
all (s,a,h,kp,n) €S x Ax [H] x [T1/H] x [Ty /H]| that

Nkn+1
h N+l N+l X
="'h h
E , (771' - )(1 :11’7 smi _Psﬁayh)Whil
i=NFn 41
h
kp+1
N _NFntl NRat 2 ) NEntL NRnt
S E : n; " -1 Vs,a,h(Whil)LJr 77N}kn+1 *77N}kn+1 Cut
i=NFr 41
h
NEn+1 kn+1
h nNh NEnt1 NFnt1
1 h
5 E \/{z V57a3h<Wh+l)L+ ( Nkn+1 - nN"n+1)Cw["

’L:Nh +1

38



Here, the last inequality is by (d) of Lemma F.3. Applying this inequality to Equation (21), then

k

Nh
_Nf N
Z(m - h) (]1 R sah) W

i—1 h+1
kn 41
t N, N}’fnJrl — _—
< S (N 41, NE i Vean(W, N - e
~ n ( h +1, h) \[ : s,a, h( h+1)L+ Nk:n+1 "7Nkn+1 wl
n=1 =N g1 ! h
¢ N 77Nh t NF NF
kn
ZZ S Vean e+ 3 (0 =ik, ) G
— k \/,z —92 Nh h
= N n+1 n=

k

Ny N
+ (nN}%t+1 - UNZ+1) Cyt

Nj Nk
< z’% zwvsah (W) | o+ 0 e
5
< Ni’,f ;nﬁvs,a,aw,’:;l) +H]€,§’L. (22)

k
In the second last inequality, we use the Cauchy-Schwarz inequality and the monotonicity of nfv h

We also use N}]ff+1 = N because there is no visit to (s, a, h) from round k; + 1 to round k — 1. The
last inequality is by (a) and (b) in Lemma F.2. Combining Equation (20) and Equation (22), we prove
the first conclusion. Moreover, note that:

Nh t Nkn+1
NF i Ey,
Zni th,a,h(Wh-i-l) = Z Z 772 stavh(Wthl)
' n=L \i=N}Fr+1
t N}Ifn+1
_NF
= Z i " | Vean( h+1 Z’h s,a,h Wh+1)
n=1 \i=Nfnr1+1
The second equality is because of (b) in Lemma F.3. Then we finish the proof. O

Lemma F.6. For any non-negative weight sequence {wﬁjm\k € [K],m € [M],j € [n™F]} and
a € [0,1), it holds for any h € [H] that:

k,j,m
> =
k( Gk k.j,
k,j,m,N}>0 Ny (s, a0 ™)
k k
bt ] o

< Z Wh™" k Jmekjmy o + 1_ a(SA”W”oo,h) ||w||1’h

k,j,m,NF>0 Nh(sh cap ™)

(SAIleloo n) el 5

inax{w“ "Yand |l = Y wn” "

For a = 1,f0r any h € [H], we have the following conclusion:

Z 1 < 2MSA+2SA.

k kjm k,j,m
k,j,m,N};‘>0N( 2 @h )
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Proof.

k,j,m k,j,m

2 Nk<s;m R > UVLZ@WH[<SZ%%ZW>=<s,a>1.

k,j,m,NF>0 80 kjm,NF>0 \ P

We decompose the summation into two terms

> Nk;a I(sy”"™, @ ™) = (s,a)] (L[0 < Ny < M] + L[N = M]).

s,a k,jm

Let ko(s,a) = max{k | 1 <k < K, NF(s,a) < M}. Then for the first term, it holds that

k,j,m

W, k.jm _k,jm k
— L T[(sp?"™, a; ™) = (s,a)]1 |0 < Ny (s,a) < M
2 ¥ty 0= NG = M)
<wlloon D T(sp?™, ap?™) = (s,a)]1 [0 < Nf(s,a) < M]
k,j,m
k() . .
= |wlloon D D T((sy "™, ap?™) = (s,a)]
k=1 j,m
= [[wlloo,n NfO T (5, a) < 2M |||l oc,ns (23)

and thus

777 )
SN Nk oa) [(s’;ﬂ’m ap?™) = (s,a)]L[0 < Nff < M] < 2MSA|w|cop-  (24)

sak]m

For the second term, let

ch(s,a) = Z WM (s P ap ™) = (s, a)]T [Nj(s,a) > M]

k,j,m
K
= D DMl ™) = (s,a)].
k=ko+1 jm

Then we have > cn(s,a) <30, 5 wz’j’m = |lwl|1,»- Given the term

k,j,m

3 U\,}j@wﬂ[(s:m ™y = (5,a)),

k,3,m

when the weights w,’j’j "™ concentrates on smallest round indices with largest values of

NEGay Ve
F (s,
can obtain the largest value. Let ko(s,a) < k1 < ko < ... < k; < K be all round indices that satisfy

n}i(s,a) > 0. Then we have:

K t
en(s,0) < lwlloen Y D sy”™, ap ™) = (s,0)] = wlloon Y 17 (5, ).
i=1

k=ko+1 j,m

Let
q
¢ = max {q | 0<q<t, leloo,h Znii(&a) < Ch(87a)} )

i=1

and

q
= cn(s,0) = [Wlloon Yy (5, a).
i=1
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Then for g < ¢, we have the following inequality:

k,j,m
whi k,gom _k,j,m _ k
k;n N Gapye ™™ an”™) = (5, )L [Nii(s,0) 2 M]
d
< Z ||w||oo h nh ( S, ) + . 05)

Nyi(s, @)™ (Np** (s, a))e
Note that for any 0 < y < x and «@ € [0, 1), we have:
Ty 1
¢ T 1-«a

(2" = y'™). (26)
Then, for any i € [t], let z = N, (s,a) and y = N} "' (s, a), it holds that:

nE(s,0) o ni(s,0) S2a<<N’““(s 1) e QO by ) o

(N (s,@)™ = (Ny (s, a))e
Here the first inequality is because N,’f”l(s, a) = N;fi(s, a) + nfj (s,a) < 2N}Ifi(s, a) by (a) of
Lemma F.1. Summing up Equation (27) from 1 to ¢, we know

l—«

I /\

1 niis,a 1 Nkﬂsa1 Nksala
3 (( ) Z( (s,a)) =% — (N, (s, a))

— (N (s,0))® P l1-a
1 “’1 s,a Nk s,a))l™®
<9 2_: (s,a))! 1_O(( (s,a))
( q+1 l1—a B (N,’fl(s,a))l_o‘>
1—a 11—«
( i= 1?h_a ) (28)

The second inequality is because k; + 1 < k;41 and thus Ny ™ (s,a) < N,]f'i“ (s,a). The last
inequality is because for any x > 1 and 0 < a < 1, we have the following inequality

< (x4,

and we can let x = N,]:"“ (s, a)/N,]f1 (s,a). Applying Equation (28) to Equation (25), for ¢ < ¢, we
have

kj m ) )
Z WH[(sﬁd’mvai’]’m) — (s,a)]H [N}%(&Q) > M]
k,j,m ’
11—«

q k;

i=1 n;ﬁ(t‘*“)) d
< 2%wlloc,n +—

too (N3 (5,0))°
11—«

(Il Sy k(5. ) y

< (2||w||oo,h)a 4
1l -« (Nf’:q+l+1(37a)HwHoo,h)o‘

wlloo.n 3oy i (s, 0) o
< (2]|w]oo,n)® ( - 1_ ah ) + (ch(sda))a

o (enls,0)

11—«

< (2||w||oo,h) (29)
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Here the second inequality is because N:““H(s, a) < 2N,§“+1 (s,a) for g < tand N}’f"“ (s,a) >
M. the second last inequality is because cp,(s,a) < Nk"+1+1 (s,a)||w|loo,n bY the definition of ¢.
The last inequality is by Equation (26) with x = ¢, (s, a) and y = ||w|oon 3oL, 0 (s, a).

We can also prove the Equation (29) directly by Equation (28) for ¢ = ¢ with d = 0. Therefore, with
Equation (29), we can conclude that

7J7
Z Z Nk (s, a) [(S]Z]m aﬁ] ™ = (s,a)|l [N,]f(s,a) > M]
s,a k,jm
< 2a||w||oo,h 11—« < 204 SA @ « 1—a 30
< ﬁZ@h(sva» < T (SA) il allwl} 5 (30)

s,a

The last inequality is by Holder’s inequality, as >, ca(s, a)t=o < (SA)a||w||i_ha Combining the
results of Equation (23) and Equation (30), we prove the following conclusion:
> o < AMS Al + Lo (ATl 5
, i = W|loo,h — Wlloo,mllWll1,n -
kNS0 N;’f(shﬁ g™ 1—a

For oo = 1, it holds that:

ko
ZNk( T ZZ ZZ +Z Z
k,jym *'h s,a k= 1 5,a s,a k:l S, a s,a k= k0+1 5, a
Let wlg’j’m = 1. By Equation (23), we know
ko
(5 a) h
Z < 2M, ZZ NE( < 2MSA. (31)
k=1 N (S a s,a k=1 h
We also have
K K
Z nk(s,a) <9 Z nk(s,a)
k > EL1
k=ko+1 Ny (s,a) k= k0+1 Ny (s,a)
<2 Z (log( (N (s,a)) — log(N;’f(s,a)))
k=ko+1
< 2log(Ty). (32)

Here the first inequality is because for k& > ko(s,a), NF(s,a) > M, we have N (s,a) <
2NF(s,a). The second inequality is because for 0 < y < z,

— <log(x) — log(y).

The last inequality is because N, ,f( +1(s, a) < Ty. To summarize, combining the results of Equa-
tion (31) and Equation (32), we then prove that

1
Z NE(gFam  Rdm < MSA+2SAlog(Th) < MSA 4+ 25A..
B sy ap )

k,3,m

G Probability Events

In this section, we provide some probability events for FedQ-EarlySettled-LowCost.

Lemma G.1. Define ka(s) = max {V*(s), min{V;*(s) + 6,‘/,?]“(3)}} for any (s, h, k) €
S x [H] x [K]. Using ¥(s, a, h, k) as the simplified notation forV(s,a, h,k) € S x A x [H| x [K].

Then we have the following conclusions.
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(a) ([112, Lemma C.1]) With probability at least 1 — §, the following event holds:
& = {Q*(s.0) = Qi(s,0), W(s, 0, k) }

(b) With probability at least 1 — 0, the following event holds:

NF .
_NF n n
&= { " (]1 kMG, m™ IPS@JL) (Vthl - V}?fl )

h41
n=1

2

H. Ak Ak 2 H=
S W(% (ﬂh) +W’ V(s,a,h,k) .

h

(c) With probability at least 1 — 6, the following event holds:

) RO

Ny TNIN’L Ny ;

n R,k

53 = § NETFL § 1 kt,jt,mé ]P)s,a,h Vh+1
o1 Vn i=1 Sht1

Y ri\2) | H2
<\/Nk<a (,uh)>+Nk,V(sahk)}

(d) ([112, Lemma C.3]) With probability at least 1 — §, the following event holds:

H3
ZNNh (I]_ K J'n mn _Psah) Vh+1 N“Niil;’ V(s,a,h,k)

(e) With probability at least 1 — §, the following event holds:

H
3 \h— * -
55 = Z(GH )h 1 Z (Pslfb,j,mvai,ij’h — ]].s:i‘,lm) (Vh+1 — V;H-l) § 27\/ 2H2T1L
h=1 k,j,m
(f) With probability at least 1 — 9, the following event holds:
SN (11 . P h) v
77,:1 7L ’!'L NL/”‘ —_ s a h+1 2
&5 = Shai . < — ‘ , V(s,a,h, k)
Nii(s,a) Nii(s,a)
(g) With probability at least 1 — 6, the following event holds:
N (1 - P ) . )2
w1 (L gmomn = Poan ) (Vi) 2
& = htl <H? |——— V(s,a,hk
’ NF(s,a) - NF(s,a) (s,a )

(h) ([112, Lemma E.6])With probability at least 1 — 6, the following event holds:

H

k
& = Z Z st’j’Tn,aﬁ’j’m,}z(Vhﬂ+1) < HT) + H3.
h=1k,j,m )

(i) With probability at least 1 — 0, the following event holds:

k
§ E ] * _ YT \/ 2
( S}LJ rn)a’lz,g,m7h ]l 24{ nL) (Vh+1 Vh+1) S 2H TlL
h=1k,j,m
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(j) With probability at least 1 — 0, the following event holds:
H
0= 3 (Vi = Vit ) (ki) < HPV/SAT + MBS AV
h=1k,j,m
(k) With probability at least 1 — ¢, the following event holds:

L.k J,m L.k J,m
&n = { Z Psﬁ'j"m,aﬁ’j'm,h {<Vh{€+1 Vh+1)(3hi1 )H[(Viﬁrl - Vh+1)(8h—ij-1 ) > 5]}
h,k,j,m

H
<330 (Viba = Vi) (R [(Viby = Vish) (hEm) > 8] + Hu }
h=1k,j,m

(1) With probability at least 1 — 0, the following event holds:

Nk"+1

1 < ARE "
Eis ={ DY (11 gt ms —Ps,a,h> (Vs = vi)

h i—1 h+1

= ﬁ kn+17 V(S,(Lh, kvn)}
V h

(m) With probability at least 1 — §, the following event holds:

.
1 NZ*‘ H
_ - _ *
b13 = N;]fwrl i=1 (152111 " PS,G,h) Vit

Vean (Vi) TH.
< 4 N}’Z’"-‘rl + N}]fvu'_l: V(Sya,h,k,n) .

(n) With probability at least 1 — 6, the following event holds:

v}
_NF R, k™
514:{ > it (L =Py s ) (Vi = Viih
i,

Sh+1

n=1
SB ]I\il; + BNI?, V(s,a,h,k)}.
Proof. (b) Using the Lemma FE.5, with probability at least 1 — §/2, we know that for V(s, a, h, k):
all _NF k™ R,k™
nz::l??n (1 kg — Ps,a,h) (Vh+1 —Viia )
H. all _NF o R, k" H?
< NF 2 Voan (Vh+1 yRE )+N—’,:. (33)

Next we will bound the difference

Ny
_NF & R, k"™ Ak Ak A Ak Ak
L = Znn’ Vs,an (Vh+1 Vh+1 ) - (Uh - (,Uh )2) = Xa— (Uh (/Jh )2) )
n=1
where

Ny
_Nf k™ R,k™
Xa = E " V,an (Vh+1 — Vi > :
n=1
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Based on the update rule of Equation (8) and Equation (12), by recursion, we have:

k Nk
2
Ak R,k" k™" m" Ak R, k™ k™ 5™, m"
My = 77n (Vh+1 Viia ) (3h+1 )’Oh = 77n (Vh+1 Vit ) ( Sh+l )
=1 =1

- (34)

According to the definition of V , 5, we also have

n n n n 2 n n 2
Vsan (th+1 -Vl ) =Psan (th+1 -V ) - (Ps,a,h (th+1 -V )) .39
Combining the results of Equation (34) and Equation (35), we can decompose the difference /;:

Nk

h
_NF
L= " (]P)s,a,h - ]lsllinylj",m") (Vh+1 V}Srkl )
n=1 *
NF 2 9
RE™ k™ mm RE™
+ 77n (Vh+1 Vi1 ) (Sh+{ " ) Znn ( s,a,h Vh+1 Vit )) - (36)

n=1

For the first term of Equation (36), with Lemma F.5, with probability at least 1 — §/4, it holds for
Y(s,a, h, k) that:

Nk

- _NF Rk 2
>t (Buan = Lyzgeo ) (Vi = Vi)
n=1

2 H3y
n R,k
S S (T T
hnl h
Nk
H3 Nk R, k™ H3L
< A (vk" VR ) =t
~ Mn ™ Vs,a,h \ Vi h+1
\ M= wo )TN
H3, H3,
=4/ —XaA+ —. 37
Ny Ny

The last inequality is by Vo, (X?) < 4C?V, , ,(X) for | X| < C. For the second term of
Equation (36), since th:1 < V;fi , by Cauchy—Schwarz inequality, we reach

Nk
N} n R,k™ k™ 5" m" R,k™
n " (Vh+1 Vh+1 ) ( h+f " ) Znn ( s,a,h Vh+1 Vh+1 ))
n=1
NF 2 NF 2
- ~N;j n R,k™ k™ 5 m™ h ~N,]f o R k"
< Mn (Vh+1 Viia ) ( Shei ) o D (Vh+1 Vi )
n=1 —_
Nk .
_NF R,k™
<28 |3 i (Lgrgror = Poan) (Vi = Vislh)
n=1
H3, H3,
<y —=XaA+ —. 38

The last inequality holds for V(s, a, h, k) with probability at least 1 — § /4 by Lemma F.5. Combining
Equation (37) and Equation (38), back to Equation (36), with probability at least 1 — 6 /2, we know

H3, H3,
Il _ XA _ ( Ak (MA7k)2> XA )
Op h Nk N}If
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Solving the inequality, with probability at least 1 — ¢/2, we have

H3
Ny y
Xa S (Uﬁ (/fz )2> + W
Applying this inequality to Equation (33), with probability at least 1 — 6, the following relationship
holds for V(s, a, h, k):
k

h 2
~N’f n R, k™ H. Ak Ak 2 H=4
D i’ (1821‘1””””'" _]PS’“”J (‘hﬂ - Thl ) s \/N,f (U’L (“h ) ) TN

n=1

(c) To begin, note that

k . k™41
Ny . NF Ny

Tin R,k
E Nkn+1 E ]]-Sﬁ;ll mt T Ps,a,h Vthl
n=1 i=1
k—1 Nk’+1 N}/:’+1
_ "Nh 1 o R,k
= g N (]lsﬁ:ljl-l,ml - Ps,a7h> Vi
k'=1 n= Nkl+1 h i=1
_ Nk’+1 Nk’+1
k—1 h N;:" 1 h R K
= i k'+1 nski,ji,mi - ]P)s,a,h Vh+1
k=1 NF 41 Ny, i=1 ot
= n=Nk =

h
TTn .k
=D E 2 (]1 R PS’“’h) Vi >

For any given (s,a,h) and Nf"*! = N € [T} /H], using Lemma E.4 with C,,(N}") = 1/NF"*+1
and Cy, = 2H, with probability at least 1 — §/25 AT}, it holds that:

k™1 kM 41
Ny N

R,k
1 Rk’ L % Vs,a,h(vh_;_l ) H.
W § : (]l kigtmt T Pwﬁ) Vit1 | S N}l:”’+1 } : N}I;"Jrl + Nk”Jrl (40)

’ 1 .
i=1 ot i=1

Consider all the possible combinations (s, a, h, N) € S x Ax [H] x [£:], we know with probability at

least 1 — ¢/2, Equation (40) holds simultaneously for any (n, s, a, h, k™) and Nkn*'1 N € [Ty /H].
Therefore, applying this inequality to Equation (39), with probability at least 1 — §/2, we then have:

n
Ni ﬁNh Ny y
n R,
D CRERE
n=1""h i=1
NE NETE R,k
< a N}’f L < Veal:(vh+1 ) H. 41
~ E Tn Nkn+1 E Nkn+1 + Nkn+1 . ( )
n=1 h i=1 h h

For the first term of Equation (41), by Cauchy-Schwarz inequality,it holds that:

NETEE R,k NEo Nk N’“"“ R,k
\ Vs7a7h(Vh+1 ) < - 7771 L Z Nk Z s a,h Vh+1 )
Z n N;in+1 E_: NFTH = L NFHL Nk”+1
i=1 h n=1""h
(42)
By the definition of k", we know N f’fnﬂ > n and then by (a) of Lemma F.2 with oo = 1, we have
N;j nN}LL Nk ,r)Nh L L
n n
43)
AkT+L = Z (
n=1 N n N
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and

NE ) N},fw+1 v (VRJCi) N;AZ Nk N,’f 1
Ny s,a,h\ V41 Tin R,k* R,k*
domt Y BT > stxa,h(Vthl )S D ~F Vean(Vair). (44
= i=1 h i=1 C, "'h i=1""h

Here, C,, = {n: N, }’fnﬂ >i,m < NF}. Applying Equation (43) and Equation (44) to Equation (42),
then we can bound the first term of Equation (41):

N}]f ;j7l+1 R,k‘i N}L
nN}j L Vs,a,h(vh—i-l) < L 1 \ VR k‘)
E: n k741 Z kn+1 ~ kZ k Sv“ﬁ h+1
N Ny Ny p Ny

n=1 i=1

For the second term of Equation (41), same to Equation (43), we have:
k

N
Zh N;f H. < H.
™ —fni1 ~ k-
n=1 Nh Nh

Applying these two upper bounds to Equation (41), with probability at least 1 — 6/2, we know that

Ny ﬁNh Ny NE 0,
n R,k* R,E™
Nk”+1 Z (]l ::_11 ,mt ]Ps,a,h) Vh+1 S_, Nk Z Nk s a, h(Vh+1 ) Nk (45)
=1 h =1 h pn=1 h
Next we will bound the difference
Ni
~ 1 R k™ Rk Rkv2) & R,k Rk
Iy = Z NifchV&a’h(VhH ) — (Uh = (u, )2> = Xr — ( o = (, )2) ;
n=1
where
NF 1
R,k™
Xp=) 7 Vean(Vid1 )-
n=1 h
Based on the update rule of Equation (6), by recursion, we have:
Nk 1 NE 1 )
Rk _ no (k" Rk _ k™,
Hp o = Z J\T}thH ( h+f )» Oh Z Nk (Vh+1) (3h+f ) (46)
n=1 4 n=1

According to the definition of V , ;,, we also have

n n o\ 2 n o\ 2
Vo (Vi) = Poan (Vi) = (PoanVia) - (47)

Combining the results of Equation (46) and Equation (47), we can decompose the difference I5:
k

L1 n\2
b= 3 g (Bran = Ly ) (V1)

n=1
k 2 k
h n h 1 N 2
+ Z Nk Vh+1 (Sh_‘_’{ ) - Z W (Ps,a,thJrl) . (48)
n=1 h

For the first term of Equation (48), with Lemma F.4, with probability at least 1 — §/4, it holds for
Y(s,a, h, k) that:

NF NE
! )2 2 H?%
- X — n_in gmn < kn
nz::l N}’f (Pa,mh ]lsi+1] s ) (Vh+1) ~ \ N’]f nz:l Nk 5 a,h (Vthl) N;f
H?,
5 sah V;fnl)
h nzl Nk + Nh
H?, H2%
=\ NF AR T 49
NFORTNE “49)
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The last inequality is by Vo 4(X?) < 4C?V, , ,(X) for | X| < C. For the second term of
Equation (48), by Cauchy-Schwarz inquality, we reach

k 2 NF
h ]_ kn -n n Z’L ]_ ]P) an 2
—V (s m ) — — ( h )
Ak h+1 }L+1 k s,a,h Vh41
nzl N n=1 Nh
2 2
Nh 1 & N;‘f 1
n ’fL m’ﬂ kﬂ'
= Z Nk: Vh+1 ( h+1 ) - Z Wps,a,hwl_t,_l
= h
n=1 n=1
NF 1
S 2H ngl Ni}]f (]ls::— jn,mn — P&a,h) Vh'+1
H2LX n H?, 50)
NETCRTONE

The last inequality holds for V(s, a, h, k) with probability at least 1 — § /4 by Lemma F.4. Combining
Equation (49) and Equation (50), back to Equation (48), with probability at least 1 — 6/2, we know

H?, H?,

Il = XR — (O’E’k — (Mzk)2> < Nk XA =+ 7Nk .
h

Solving the inequality, with probability at least 1 — ¢/2, we have
H%
Rk R,k
Xr S (Uh = (k, )2) + W
Applying this inequality to Equation (45), with probability at least 1 — &, the following relationship
holds for V(s, a, h, k):

NF R NFTH
N "N ' VRE | < H. oR _ Rk 2 H*
Ni]fn—H Z s;”;:_’{l’ml —Psan h+1 | ~ Nk ty’ + W
n=1 !
(e) For &5, the sequence

3 \h—1 ( ) ( * ok
eH Porjm ki — 1 xjm V -V
{( ) sh'J m7ahJ'm,h Shilm h+1 h+1 k.jhm

can be reordered to a martingale sequence based on the “round first, episode second, step third, agent
fourth” rule. The absolute values of the sequence are bounded by 27H. After appending multiple
Os to the summation such that there are 7T} terms, the sequence is still a martingale. According to
Azuma-Hoeffding inequality, for any § € (0, 1), with probability at least 1 — §, it holds that:

H
S (et S (Psﬁ,j,m,a:,,-,mﬁ 1 k]m) (V,;*+1 - V,;;’fl) < 27\/2H?T}..

Shi1

h=1 k,j,m
®)

Lygrgrmr = Poan) Vit |
{(zgr —Pran) Vi)

is a martingale sequence bounded by H. Then according to Azuma—Hoeffdmg inequality, for any
§ € (0,1), with probability at least 1 — §/S AT, it holds for a given Nf(s,a) = N € N, that:

N
! <H,/

N Z <]].S:i,lj“,m” - I[Dg ,a,h Vh+1
i=1
For any k € [K], we have Nf(s,a) € [£]. Considering all the possible combinations (s, a, h, N) €
S x A x [H] x [%2t], with probability at least 1 — 4, it holds simultaneously for all (s, a, h, k) €

H
S x A x [H] x [K] that:
1 i 2L
— 1 i gmmn — Py )V* <H|—2 .
N Z;( rd @n) e =T N (s, )
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(g) The proof is similar to (f) with
{(1rsmm = Poan) (Vin)?}

h+1 neNt

being a martingale sequence bounded by H?2.

(1): The proof is similar to (e).

(G): The proof is provided in section C.3 of [112] when bounding the term Zszl SF

(k) It follows by Theorem E.3 with [ = H.

0y
{ <]15ki,j",m7" - Ps,a,h) (V}?J,.kl V}T—i-l) }
ht1 neN+

is a martingale sequence bounded by 3 . Then according to Azuma-Hoeffding inequality, for any
d € (0,1), with probability at least 1 — 6 /S AT, it holds for a given N]~C t(s,a) = N € N, that:

1 N
Z (11 ki, jt,mi Ps,a,h) (VfiLl Vh+1 < BV
1

N P Sh+1
For any k" € [K]|, we have N, kn“(s a) € [%] Considering all the possible combinations
(s,a,h,N) € 8 x A x [H] x [%], with probability at least 1 — 4, it holds simultaneously for all
(s,a,h, k") € S x Ax [H] x [K] that:

Nk"+1

1 \ R K . 2t
N ; (1 i gm —Ps,a,h) (Vh,+1 - Vh+1> <p NFT
()]
Shi neN+

is a martingale sequence bounded by 2H . Then according to Freedman’s inequality Theorem E.2, for
any § € (0, 1), with probability at least 1 — §/S AT}, it holds for a given N} T (s,a) = N € N

that:
N Z (]1 kt,jt,mt IP>s,a,h) V};—l

h+1

(m)

Vs.a h(V};kJrl)[/ TH.
<4 - .
- N + N
Here we set Wy = NVSVQV;L(V;H), R = H, m =log,(T}) and 0® = T\ H.

For any k" € [K], we have N kn“(s a) € [1:]. Considering all the possible combinations

H
(s,a,h,N) € § x A x ], with probability at least 1 — ¢, it holds simultaneously for all

(sahkn)ESx.Ax ﬁ( [T1] that:

NETHL

1 < Vsah(V}* )L TH.
_ 1 i yimi —P Vire | S 4y =i ——
N,’f +1 ; < i+1 s7a7h> h+1| = N;’f ‘41 Nf]f +1

(n) By Lemma E.5, since 0 < V}?Jrkln (s) = Viy 1 (s) < B, then with probability at least 1 — /S AT,
it holds for a given NF(s,a) = N € [Ty/H] that

Z (]l K mm _Ps,a,h) (Vi;k+1 Viitkl )

N .
H. . Riny | BHL () H. BH.
N Z MY Voan (Vi — Vi) + N = g ~ T

n=1

N

Here, (i) is because V _x.jm rim (Vi — V,irkln) % and § " < 1. Considering all the
h Ay, )
T

possible combinations (s,a,h, N) € S x A x [H] x [7+], we finish the proof. O
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H Key Properties of estimated ()—functions and V' —functions

We first prove the optimism property of the estimated Q—function Q¥ (s, a).

Lemma H.1. Under the event ﬂ?zl &; in Lemma G.1, it holds that for any (s,a,h, k) € S x A x
[H] x [K]:
Qh(s,a) > Q. (s,a) and Vi (s) > Vi (s).

Proof. We use mathematical induction on k to prove Q¥ (s,a) > Q7 (s, a) and V;¥(s) > V;*(s) for
any (s,a,h, k) € S x A x [H] x [K].

Fork =1,Q}(s,a) = H > Qj(s,a) and V,! (s) = H > V;*(s) for any (s,a,h) € S x A x [H].

)
For k > 2, assume we already have Q¥ (s, a) > Q% (s, a) forany (s, a, h, k') € Sx Ax [H|x [k—1],
then we will prove for any (s,a,h) € S x A x [H], Qﬁ(s,a) > Qi (s, a).

It is sufficient to show that
min { Q)" (s,0), @} (s.0) } = Qi (s, ).
The event & in Lemma G.1 shows that Qg’k(s, a) > Qi (s, a). Then it is sufficient to prove that

Qr¥(s,a) > Qi (s, a). (51)
To begin with, according to the update rule Equation (11) and Equation (15), we obtain

Ni
k ~Nk ~Nk n k‘n k". - n k" k
s a) =i H S (ru(s,a) + (Vi = VERT) (sid ™) + ) + Bt
n=1

Ny

+ Z 77Nh bh n:

k
Since Z 20 mjyh = 1 by (b) of Lemma F.3, it leads to

Q80 Gt = (- G50 + 3,

+ Znn (rh s, a) (Vh;1 — Vfi,rkl") (s’;:{ ) +M1;L kel Q2(87Q)> . (52)

To continue, invoking the Bellman optimality equation (1),
QZ(Sa CL) = Th(S, a) + ]P)S,a,hv};—la

and using the update rule of u];’kH in Equation (6), we reach

n R,k™ k™, R,k™+1
ru(s.a) + (Vi = Vi) (™) + i = Qilsa)

NF"H YRES (Bt m!
n R.E" AL j'n m" Zi:l h+1 S}L-‘rl *
= (Vh+1 Vh+1 ) (3h+1 ) + NFH - Ps,a,hvh+1
h
NFTH VR,k"' _ R
7]P> Vk:" V* =1 ( h+1 h+1 ) k
= Us,a,h h+1— Vh+1 + Nk”—i—l + fh'
h
where we have introduced the following quantity
Nk“’+1
k._ _ R, k" 1 B R A
k= (11 g Ps,a,h) (ViE = VREYY + N § 1 (1 gt P57a7h> VRE
i=
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Since k" < k — 1, we know V", — V¥, | > 0. We also have V,ffl - V,fﬁn > 0 for k' < k"

because the reference function V,?’k (s) is monotonically non-increasing in view of the monotonicity
of V;¥(s). Back to Equation (52), we know that

N (s,0) = Qi (s,a) < Zﬁfzvhfh‘f‘Z??th

Therefore, we only need to prove that

Nh Nh

ZT;N"fk < Zn,llvhb

Let {k1, ks, ..., k:} be the collection of round indices that 7} (s,a) > 0 for any i € [t] and k; <
ky < ... < ki < k. Let kg = 0 and k41 = k, then for any ¢ € [t + 1], we have 55’1“(5,(1) =

55””’1“(3, a) (ko = 0) and N,f” (s,a) = N,]f""lﬂ(s, a) with kg since there is no visit to (s, a, h)
from round k;_; + 1 to round k; — 1. Then it holds that (Here, 77°(n + 1,n) = 1 for any n € N ):

NF k i1
h
NP r
" bﬁ, Z Z Tin h bi,n
n=1 =1 n—Nhl-‘rl
t Nyt y N Ny
—Z Z MM l_‘_nN’ Riki+1 +thb UnhH2
N 77 M rrki+1 nNk’+1 1) ki1
i=1 n=nNi 11 Ny Ny
t Np R2 NhHg
=3 (e + LRS- e (N LN BT > o
i=1
t Ny R277Nh
=3 (T LN AT (V1 N ) e
i=1 n=1
Ny R2 NF .o R,2 772
& ¢, " H L v G H<L
=By ’;L > Bk + ka : (53)
n=1 h

The last inequality is because of the property (a) of Lemma F.2 with & = 1. Under the event ﬂf=2 &,

NF 2
_Nk H. ) 2 L 2 H=,
E nnlhf}]i’ < \/Nk (Uﬁk (Mﬁ’k) ) + \/Nk (UEk (us,k) > + ~E
h h h

n=1

Then for some sufficiently large constant cj, cb 2 >0, by Equation (53):

Nk'
2L h Nk
S Z 7771 " b%,n
n=1
Now we finish the proof of Equation (51) and thus Q% (s, a) > Q} (s, a). Then we can conclude that

Vi (s) = max{Q}(s.0)} > max{Qj(s.a)} = Vi (s).

We have thus concluded the proof of Lemma H.1. [

Nh
Nk o "H
S ek < Bt 4 2

n=1

Next, we will present the pessimism property of the ()—estimates QI,‘L’k(s, a).
Lemma H.2. Under the event €4 in Lemma G.1, it holds that for any (s, a, h, k) € Sx Ax [H] x [K]:

Q" (s,a) < Q(s,a) and  Vy*(s) < Vi (s).
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Proof. We use mathematical induction on k to prove Q%’k(s, a) < Q;(s,a) and V,i"k(s) < Vi (s)
forany (s,a,h. k) € S x A x [H] x [K].

For k =1, Q,Ll’l(s,a) =0<Qj(s,a)and VhL’l(s) =0>Vy(s)forany (s,a,h) € S x A x [H].

For k > 2, assume we already have Qlﬁ’k/(s,a) < Q5 (s,a) and VhL’k’(s) < Vi (s) for any
(s,a,h, k') € 8§ x A x [H] x [k — 1], then we will prove for any (s,a,h) € S x A x [H],
Q];L’k(s, a) < Q7 (s,a)and Vth(s) < V;(s). Based on the updating rules Equation (10) and
Equation (14), by recursion, since Q,Ll’l(s a) = 0, we have:

Ny,
n Nk
@i, = znm<w+v,m)fznnhbn
n=1
To continue, by invoking the Bellman optimality equation Equation (1),

QZ(Sa a) = T'h(S, (I) + Ps,a,hvi;k—&-l’
we have

L k
( a) — Qj(s,a)
Ny
_NF n " NF
< Z " (Vfb-kl 524-’{ )_ IEDs,a,thJrl) - " bn

n=1

Nlc
NE NEF N NE
N} * "m" ~Np ) _ * h
= § : ( ht1 Vh+1) 5h+1 )+ E : (]ls:if"‘m" Ps,a,h) Vit E :77% bn
n=1

h
~N NF
< § h (ﬂsﬁiﬁn,mn _J}Ds,a,h) Vi — > lnnhbn <0.
=

The last inequality is by event 54 and

Nh HSL
nz:lﬂn bn = VH 27>Cb NF
by (a) of Lemma F.2 with a = 5. Now we have proved that Qh (s,a) < Q7 (s,a) < Vi*(s). Then

1
5
by definition Equation (17) of V ¥(s), we know
VA (s) = max {ma Q5 (50) VI 00 < 150
O

In the following lemma, we will bound the error between two ()—estimates Q¥ (s, a) and Q,Ll’k(s7 a).

Lemma H.3. Under the event ﬂ?:l &; in Lemma G.1, for FedQ-EarlySettled-LowCost algorithm
and any non-negative weight sequence {wZ’]’m}h_k j.mo it holds for any h € [H| that:

) ; k.3,
ZW},Jm(Qh )( Jm»ahjm)

k.j,m

k]m k]m
=h k,j,m ,
where forany h < h' < H — 1
wp P (R) =
Ny
wh}il Z w ,’J m [Nh, (s, a)];,’] s io} ZﬁiN’f/]I (K, §",m") = (k,j,m)],
k7,50 m/ i=1
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and
k,7,m k, m k,jm H3 ,m ,m
Y, "= Mol 4 HIJ0 < NE(sF5™ akdmy < ig] + NF I[0 < NE (s ap? ™) < M.
h/

Proof. To begin with, according to the update rule Equation (9) and Equation (13) we obtain
k NP al NP i NP
U, ~ K gt mt
B (&a)znohH—i-Znih(Th(s,a)+th+1( h+31 )—!—Zr] "b;.

i=1
Similarly, according to the update rule Equation (10) and Equation (14), we obtaln

m? NF
Q}lesa, an (Thsa +Vh+1(h¥]1 ) ZU " i
and

Zw’”(czh ) (s al )

k,j,m

2Jsm L,k k,jm _k,j,m
< E:W ( h h )(Sh sa ™)
k.j,m
Ny
k.jm, Ni kg m _NE 1ok Lk'y (o kgt m!
< E wy, e " H + E 3 E ; h(Vh+1 Vh+1)( h+1 )
k,j,m k,j,m,NF>0 i

2 Y ’“”ZUN’L « (54

k,j,m,NF>0

For the last term of Equation (54), by (a) of Lemma F.2, we have

NF NF 3 3
N,’f N;’f H3. < H3.

2771' bi = Zm Co\ 7 S\ R

i=1 im1 v Ny

Then by Lemma F.6, it holds that

NE
k,j,m ~ NF 3 k,j,m 1
E wy,” Enl- by SVH3. E wy, T ~
Nk(s g 7J7m)
h\°h

k,j,m,NF>0 i=1 k,j,m,NF>0 »h
k,j,m H3 3
DI VIEREREI [0 < Nf < M] + /I35 Awlsonlwli. (55
k.j,m ) ap,

Next, we will bound the second term of Equation (54). We can decompose the term into two parts as

Nf N
k,j,m ~ Ny i L,k%y, k%5t m’
E: Wh E ; (Vh+1_Vh+1)(5h+1 )
=1

k,j,m,NE>0
=2 w,ﬂmZ Vi = VDA ([0 < N <] + 1[N > o))
k,j,m

For the first part of the second term in Equation (54), because ZZ LT N < 1by (b) of Lemma F.3,
we have

Nk
PIEAD I i (Vi = Vi (s L [0 < NEGR™, b ™) < i
k,j,m =1
<H Z thGmH [0 < N}I:(S§7j7m’a27j7m) < io} (56)

k.j,m
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For the second part of the second term in Equation (54), we regroup the summations as follows:

5 ofr S R VN [ ) 2 )

k,j,m i=1

_ ~ k5" m’ v, L VLJC/ ( klvj/ﬂnl) 57)

= Wh h+1 ht1 ) Shi ) (
k’.37m’

where

NF
Y} ’ . . . k . . .
@ = 3 L [NEGRI ) = o] WS L[ m) = (W7

k.j,m

~ ~ Nf NP
Let [|©]loo,n = II€11a7X{wh’J "} and [[Oflin = Yop @ @™ Since Zl M < 1 by (b) of

Lemma F.3, we have the followmg property:

C Y G < 3 L[N ™) 2 i) b <

k', m’ 5’ k,j,m

If we have proved that:

[©][oo,n < exp(3/H)|w|loo,n (58)
then combining the results of Equation (55), Equation (56) and Equation (57) together with
Equation (54), we reach

k,j,m k L.k k,jom _k,j,m
th (Qh— h)(sh sap”™)

k,j,m
~ K 5 m ’ Lk, K, k, Nf
S @ VL V) R ES Al el + Y Wbt
k’,5',m/’ k,j,m
+ D Wit HI[0 < NF <) Z wrdm 1/ ]1 [0 < NF < M]
k,j,m k.j,m h
~k’ i’ g K5,
S Z o (Qh+1 Qthl)( h+J1 ’ath]l " )+ \/HSSA”W”oo,hHWHl,hL
k/7j/,m/
+ Z wﬁ’j’mY}fJ’m. (59)
k,j,m

with ||@||1,n < ||wl1,5 and H@Hooh < exp(3/H)||w|lso,n- Here, the last inequality is because

VK ( K',j"m’ Yl m! kLG m! dVLK gl m! > ghm' K m!
1 (spa ) = Qh+1( h+1 ah+1 )a ht1 ( Spaa’ ) Qh+1(sh+1 ’ah+1 )-

With Equation (59), we develop a recursive relationship for the weighted sum of Q — Q7 between
step h and step i + 1. By recursions with regard to h, h + 1, ..., H, we finish the proof.

Proof of Equation (58): Now we have

Nk:
(:)}k; g m’ _ Z I |:Nk(shg,7m aid m) > ZO:| wh’jmznl h]I (ki,ji,mi) — (k/,j/,m/)]
k.j,m i=1

Ny
< wlloon 37 T[NEGE™, 0k ) > io] 3 M [k, 57, m) = (K, 5, m)]
2

k,j,m

We only need to prove for any triple (&', j/,m’) and any h € [H],

S NEGRTT af ) ] S a5 mt) = (' m)] < exp(3/H).  (60)

k,j,m i=1
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By definition of k¢, j and m?, for any given triple (', j', m'),

> I[( m) = (K, m)] > 0
if and only if
(Sivjym,alf?j,m) _ (354177”/7 a):‘/,j/ﬂn/)’ I{J/ < k and i/(k'/7j/, ml) S ]V’]lc7

where ¢/ (k', j', m’) is the global visiting number for (s]; Jm ,alfl TSm0y at (K, m/, j'). When there
is no ambiguity, we will use 4’ for short. Therefore

Ny
m im . N} Y i .
Z I [Nh (sp ™, ap ™) > ZO} > i L[k T mt) = (K5, m)]
k,j,m =1
k'3 m’ k m’ . k,jym _k,jm k' m’ k.5 m'\] ~<NJ
Z ZH[N}L e Y " )2107( hj ahd ):(Sh] h] ) 772/’ (61)
k=k'4+1 3,m
Let k' < k1 < ko < ... <k < K beall the round index such that nye (sKd"m" gkham'y 5 0 and

N:" (sfbl’j/’m , Z Al ) > i for any g € [t], then we can simplify Equation (61):

Z I |: ,J, kj m > 7/0:| ZnNhH ,ji,mi) — (k‘l,j/ym/)}

k,j,m

k

t
— kq,j,m qvjvm _ K m' k5 m! ~N;, ?
= E E [ )= (s, ) Ay, )| 7"
7,m

q=

—_

kq

Z (sh 7" ay )iy (62)

IN

For any ¢ € [t] and p € [n)*], by (e) of Lemma E2, the following relationship holds

kq

Ny,

Ui

N,
171/

Combining Equation (63) with the property (c) of Lemma F.3, for any p € [nﬁq], we have

<exp(l/H). (63)

kq

kq NFa
ﬁ;yh Sexp(l/H)nih < exp(2/H)n;, Ny .

and thus
t
e (sl <eHZZ LS g < exp@/H). (68
q=1p=1 r=i’

Here (i) is because k1 < ko < ... < k; < K and N,’fl > N,’f'“ > ¢'. The last inequality is by (c) of
Lemma F.2. Applying this inequality to Equation (62), we complete the proof of Equation (60), and
consequently, Equation (58). O

Lemma H.4. Under the event ﬂ?zl & in Lemma G.1, for all e € (0, H), we have the following two
conclusions

: HOSA.  MSAH®\/i
k m _k,jm koo k, ,m k,j,m
S 3 afb ) - g - 5 T MM
h=1k,j,m

and
Y (@ = Qi) (i ap ™[ (@k - QFF) (s ™) > €]
h=1k,j,m
< HgSAL

~

+ MSAH /L.
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Proof. Let N = [log,(H/e€)]. Forany i € [N — 1], k € [K] and given h € [H], let:

widm [Qﬁ(sﬁ,j7m7aﬁ,j,m) — QLE(skI™ iy ¢ [2i—1€72i6):| 7

and
wp k" =1 {@fL(si’f’m’ai*m) — Qi a ™) € (2N e H]
Then
o _ k,j,m @ _ ’a m
lellsc p = maxwy ™ <1, flwlly, = Z it
o k,j,m

Now for any i € [IN], we have the following relationship:

Sk (@ - QY) (R = 2 e ), (63)

k,3,m

Combining the results of Lemma H.3 and Equation (65), we have:

2 Lelwl|), < \/HOSAllw| )0 + Z > wpm(h)Y e, (66)

=hk,j,m
where forany h < h/ < H — 1,
Wit (h) = wp ™,
NE
k,j k)/,‘ / k/’»/} ’ . - ~Nk, o . .
Wby = 3w (IINE (s, @) =] S LK, 5 m) = (k, Gom)]
k'3’ m’ i=1

Therefore, for any triple (k, j,m) and h < b’ < H — 1, we have

N Ny
IEZAUEDY (Z il )“[Nf’ffZio]Zﬁ?hwwmw:<k7.7',m>]
i1 i=1

k', 3",m’

Then by mathematical induction on k" € [h, H], it is straightforward to prove that for any j € [K],
Zw,ﬂ.’” < (exp(3/H))" ™" < 27, (67)

given Equation (60) and the base case Z 1 w,lj 7™ (h) = ZN 1 (,ulhC 7™ < 1. Solving Equation (66),
we can derive the following relationship:

k,j,m k,j,m
H SAL Zh’—th,jmwh’J‘ (h)Yh,j

lwlli'h € 5z e (68)
We claim that
H
S vt < MHSAVL, (69)
h'=1k,j,m
which will be proved later. Therefore, by
L[(@F - Qi*) (i ap™) 2 o] = Zw’” "
we have
H H N
Z Z Q™ ™) = Qi ™ = e = Sl a0
h=1k,j,m h=1i=1
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By Equation (68), it holds that

N N k.j,m k.j,m
(i) H°SAu Sh—h 2, m @ ()Y
Z Hw”Lh S’ Z 4162 + Z = 21
i=1 i=1 i=1
54 L0, Zk.jmy}f;’j’m
LU S She
~ e P 2te
H5SA MH*SA
et Ve 71)
€ €

Here, the second inequality is because 0 < wh’J " (h) < 27 by Equation (67). The last inequality is
because of Equation (69). Combing the results of Equation (70) and Equation (71), we reach

; HSSAL MHSSAL
k m ¢ k Jmo kg,
S0 L6k abim) - QL (ki abom) » ] g HOSAL MIPSAVL
h=1k,j,m
Now we ﬁnish the proof of the first conclusion. Further, noting that

D3 (@k — Q") (k7 P mn [ (@h - Q5F) (sh? af ™) > €]

h=1k,jm

1S s e

h=1h'=h k,j,m
6
<HSAL

~

+ MH°SAVL.

Here, the second inequality is by Equation (68). The second last inequality is by Equation (67), and
the last inequality is because of Equation (69). Next, we only need to prove Equation (69).

Proof of Equation (69): By definition of V%™ we have the following equation

Zyk]m zné\’:’H+HZ 0<Nh/<7’0 +Z NS]I[O<Nh/<M] (72)

k,j,m k,j,m k,j,m k,j,m h
For the first term of Equation (72), we have

Z o hH<HZ > INF(s,a) =0, (7™, ap ™) = (s,a)] < MHSA.  (73)
k.j,m s,a k,jm

The last inequality is because if we let ko(s, a) be the round index such that N ;f,“ (s,a) = 0 and
N9 (s,a) > 0, then by (a) of Lemma E.1, it holds that

Z I[NF (s,a) = 0, (s¥7™, a™) = (s,a)] = n¥o(s,a) < M.

k,j,m

Let k1 (s,a) = max{k | 1 <k < K, N}.(s,a) < ig}. Then for the second term of Equation (72)
> HL[0 < Nis (s ah?™) < i

k,j,m

— 0 Y 1[0< NE(s.a) < o (5577 0™ = (5,0)]
sak]m

< HZZZ]I { sSSP gk = (s,a)] — HY NiT(s,a) S MHSA. (74)
s,a k=1 j,m s,a
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Here, the last inequality is because N} (s, a) < ig and thus n)} (s,a) < 2M by (a) of Lemma E.1.
Finally, for the last term of Equation (72), by Equation (24) with o = 1/2 and wZ’] ™ =1, we have

i3 ks :
N—,fﬂ [0 < NE(sE9™, akdimy < M} < 2MVH3SAVL. (75)
h'

k,j,m
By applying Equation (73), Equation (74) and Equation (75) to Equation (72), we finish the proof. [

In the next lemma, we will bound the difference between V"% (s) and V¥ (s).
Lemma H.5. Under ﬂ?zl & in Lemma G.1, it holds for any (s, h, k) € S x [H| x [K] that:
0 < VM (s) = Vii(s) < B.

Proof. 1f for any k € [K + 1], VF(s) — V& *(s) > B, then according to the update rule of the
reference function in Algorithm 1, we know V}? *_ Vik(s) =0.
Otherwise we can assume that there exists k € [K + 1] such that V}*(s) — V,i‘ #(s) < B. Define
ki = min{k | V¥(s) — V¥ (s) < 8.
Then for any k < ki, it holds that V;*(s) — V,i"k(s) > [ and thus V}?’k —Vik(s)=0.
Rk —1

We claim that u,, (s) = True. If ui’kl*l(s) = False, then there exists kg < k1 — 1 such that

ul,i’ko_l (s) = True and u%’ko (s) = False. Based on the update rule of the reference function, in this

case, we have V" (s) — VhL o (s) < B, which is contradictory to the minimality of k1 .
Since Vfl (s) — VhL’kl(s) < f and uﬁ’krl(s) = True, we know for any k > ki,
Vit (s) = Vit (s) = Vi (5) S VM () + B S Vil(s) + B S Vif(s) + 6
The last two inequalities are because V,i‘ M) < Vi*(s) < Vi¥(s) by Lemma H.2 and Lemma H.1.
For any k > k;, we also have Vg’k(s) = V}:{’kl (s) = V:l (s) > Vi¥(s) and thus finish the proof. [

Lemma H.6. Under the event ﬂ;l:l &i in Lemma G.1, for any (s, h, k) € S x [H| x [K], we have
the following two conclusions:

c IFVEL(s) = Vil (s) < B then VST (s) = VA (5) = Vi (s).

« IfVE L (s) — VhL_i_kl(s) > (3, then we have:

0 < VA () = Vi (), Vi (s) = Vi (s)] < Vil Ly (s) — Vil (s).

Proof. * If for given k € [K], VF, | (s) — Vthﬁ(s) < B, then there exists k1 € [K] such that:

ko = min {k Vi (s) = Vi (o) < 8.
Then according the analysis in Lemma H.5, we have ul}tfi -1 (s) = True, or itis contradictory
to the minimality of k. Therefore, in this case, we have:
R,K+1 R,k R,k L,k
Vh+1 - (s) = Vh+1(s) = Vh+1 (s) = V}fjﬂ(s) < Vh+1 (s)+p< Vh*+1(5) + 8,
and
R,k R,k k *
Vig1(s) = Vi3 (s) = Vi (s) = Vi (s).

According to the definition of V,E’ﬁ (s), we have V,ﬁkl (s) = V;:’kl (s) = Vit (s).

* Moreover, if V¥, (s) — ‘/I;}LL+kl (s) > g according to the alg]:)rithm, we have V}?_Lkl (s) =
R, 7R, L,k
V}fﬂ(s) and then 0 < V; 25 (s) — V}, 73 (s) < Vifﬂ(s) — Viia(s).

In this case, we also have Vthl(s) < Via(s) < ijff“(s) < Vf];’kl(s) = V¥ (s) and

then V,ifl(s) <Via(s) < V,S’r]i(s) < V,E’rkl(s) = V}¥.(s). These two inequalities imply
that |V, () = Vi ()] < Vi () = Vi (s):
O
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I Proof of the Worst-Case Regret (Theorem 4.1 and Theorem 4.3)

I.1 Proof Sketch

In this section, we bound the worst-case regret under the event ﬂﬁl &; in Lemma G.1.
For h € [H + 1], denote:

n M M
> (V- i) (o > (v =)
m=1 m=1

SE=>
J :
Because V;*(s) = sup,. V;™(s), we have §F < (¥ forany h € [H +1]. In
)

m,k Jk

n

=2

Here, 6§, = {4y = 0.
addition, as V¥ (s) > V;*(s

Regret(T) = Z (Vl*(sllw’ ) — VTr (57 Jm)) < Z (V"( Fogmy _ V” Fogm ) ch

k,j,m k,j,m

=1
forall (s,h,k) € S x [H] [K} according to Lemma H.1, we have:

Thus, we only need to bound Zkl,(zl Cr.

K
Sk = (@ - Q) (spm af iy
k=1

k,j,m

= > (QF — QR (s al ™+ 3@ - QF (s af ™)

k,j,m k.j,m
< R,k * k,j,m _k,jm P .. ) v Vﬂ‘k 76
= Z (Qh - Qh)(sh aah )+ Z sz*-7=’"7a’h“=]*m,h( h+1 h+1)' ( )
k.j,m k.j,m '

In the last inequality, we use Q% (s, a) < Ql;’k(s, a) and Equation (1):

k k
QZ(S’G) = Th(sﬂ a) + Ps,a,hv}jJrl» QZ (s,a) = Th(sﬂ a) + Ps,a,hvﬁr

Next, we will bound the first term of Equation (76). Back to Equation (52), since V}f +kl < V,? +k1 ,
we have the following relationship (Here we use the shorthand P = P _x,jm  x.5m 1,):
h "h ’

R,k , k.j,
(Qy _Qh)(shjm apy”™)

NE X _NF R,E™ k™, R,k"+1 * N
S770hH+z:’7"h((Vh+1 Vh+1)(5h+f DR _PVhH) Z" "bh,

n=1

~N n N ,kt" k'rL,47L7n'rL ,k" % N
<n0hH+Z b ( VEL = VREY sl ™) —th+1) Znnhbhn, (17)

n=1
and thus
R,k k.j, k.j,
> @y =@ (st ap™)
k,j,m
_N¥ n ~R,k" k™ 5" m" R,k™+1 Nk
<> {”ohHJFZ ' ( Vi = Vign ) (st ™ ) T _PV;H) Z?? " }
k,j,m
NF Rk, k,j, k.7, R,2H2L
<Y mrH+ Y (h (s ap™) + 20, Nk)
kojom kj.m N >0 h

Nf .
+ Z Z ﬁfzvh (fo+1 - Vﬁ+1)(82+’f o )

k,j,m,NF>0n=1

~Nh * R,E™ k™,j R,k™ 41 ) ) *
+ § E Vh+1 Vh+1 )(5h+1 )+Nh _]P)s;id’m,a:d’m,th+1)' (78)
k,j,m,NF>0n=1
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The last inequality is because

Nh

c nhH2 H?%,
Z R = Rk Z L < Byt 20y S (79)
h

n=1

by Equation (53) and (a) of Lemma F.2. For the first term of Equation (78), similar to Equation (73),
we have

Z o H = HY SN, (sEPm al3™) = (5,a)] < MHSA. (80)

k,j,m s,a k,j,m

For the second term of Equation (78), by Lemma F.6, it holds that
H2
3 2c‘,}v2N—,f < 2 RAIMH?S AL + 22 HS A2, 81)
k,j,m, NE>0 h
For the third term of Equation (78), similar to the proof of [112, Equation (25)], it holds that

Nk

K
- 3
g nn (Vhﬂ Vh*H)(SZJr’{ ) < exp (H) E 6';“ +2MH?3SA. (82)
k,j,m,Nk>0n=1 k=1

Taking the above results Equation (80), Equation (81) and Equation (82) together with Equation (78),
we can rearrange terms of Equation (76) to reach

K K
ZC,’f < exp (;) Z OF o1 + (260 + 3)MH3S AL + 2 2 H2S Al
=1 k=1

Ni
_Nf * RE™ k™, ™,m Rk +1 » , *
+ E E Tin ((Vh-i-l Vh+1 )(Sh+1 )+:U‘h _Ps’;‘-ﬁm,a’,?-?"",hvthl
k,j,m,N,’f>0 n=1

k
+ Z PSZ’j’7'L,a:’j’m,h (V;_;’_l - V}ZT+1> —+ Z /8 ( k,j,m ,,] m)

k.j,m k,ijk>O

K
3
< exp (H> D b+ (207 + 3)MH? S AL + 2y P H* S AL
k=1

Ni
* SRE™
+ Y YA (niifwm—uﬂm]mk]mh)(vhﬂfvhﬂ)

k,j,m,NF>0n=1

Nlc"+1
Nf \ R.k%/ kP54 mt R,k™

+ Z 277 Nk”Jrl Z (Vh (1) = Pk grosm, Vh+1)

k,j,m,NF>0n=1 i=1

k
) ) ) * T k,j,m k ,J,m

+ E : (Psi’“m,aﬁ’]’m,h - ls’gi{ﬂ) (Vh+1 - Vh+1) + E 5 ( )-

k,j,m k,j,m Nk>0

By recursion on h, since (¥ 41 = 0, we can get the following conclusion:

K
Regret(T) < Y ¢F < MH*SA® + Ry + Ry + Ry + Ry,

k=1
where
H
_ h—1 k,j,m ».7 m
R1 - 2 :CH E B ( , @ )
h=1 k,j,m,NF>0
H
h—1 y SR kT
Ro=Ydit S § (]1 o gmmn =P i ) (Vs = Vs )
h=1 k,j,m, Nl”>0" 1
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NET+1

B he1 _NE Rk, Ki,j¢m? R K™
- Z “H Z Z Nk”+1 E : (Vh (i) — Pokgm gkam , Viiy ) -

h=1 ]g7J,m’Nk>0n 1 i=1
H
— h—1 « ok
Re=Y it S (Psz,j,m,az,j,m’h - 11sﬁﬁ,lm) (Vh =V +1) .
h=1 kjsm, NF >0

and cy = exp(3/H). Under the event &5 in Lemma G.1, we can bound R4 by 27+/2H?T7.. Then,
we reach
Regret(T) < v/ H2T1. + MH*SA® + Ry + Ry + Rs.

By Lemma I.1, Lemma 1.2 and Lemma 1.3, we have:
1
Regret(T) < (1 + B)v/ H2SAT 2 + BH%AB + MHSSA.

By (b) of Lemma F.1, we have

. = log <2S?Tl> <O <log <2S;4T> + log <2M?SA>> =0 (log (MS(;AT>) .

Letp =0/14 and ¢; = log (MS AT) then with probability at least 1 — p, we have

Regret(T) < O ((1 + B)\/ MH2SAT .3 + %HGSAﬁ + MH5SAL§) :

The proof also holds for M = 1.

L2 Upper bounds of R, Ro, R3

Lemma 1.1. Under the event ﬂgil &; in Lemma G.1, we have

Ri S (1+ B)VH2SAT . + \/EH‘LSALZ + MH*SAZ

Proof. Since ﬂh (s ,a ” ™) >0, we have

H
R,k k,j, k.Js
Ry S Z Z By (™ ™)

=1k,j N >0

S (Ve = un e u o)) e
1L k,j,m,NF>0 h

For the second term, we make the observation that

Ak Ak & Nk n R,km\o, kn jm mn
o, = (")? < Us _ D ont 7] 77" (th+1 Vit )? (3h+f ") <3 BN 84)
NE(sp?™ ap?™) =\ Ny Nf - v

12
ﬁMm

n n k k
The last inequality is because 0 < V}::’Lkl — V;f;rl < B by Lemma H.5 and fo;l 777],\,[" < 1by (b) of

Lemma F.3. Therefore, we can bound the second term by Lemma F.6 with ws’m’j =landa = L:

S X farE et -uy)

h=1k,j,m,Nk>0 h

< BMH?SAV + B/ H2SAT . (85)
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Next, we will bound the first term of Equation (83). Since V), Jrl( 5) >V, Jrl( s), we have

2
R,k R,k
oy’ (Mh ) - J’J"W—JQ’Jm

N,]f(slfb’j’m, aﬁ’j’m) - N}Ilc(shdam’ aﬁ’j’m)’
where: ) )
Nf R,k k™57 m"™ Ni (R E™ KT,
Jhgm donli (Vm'-l (5h+f " )) D onli (Vh+1 (Sh-',-{ ))
Lh ]\/']llc(séﬂldﬂn7 aﬁd’ﬂﬂ) N}lf(slli,j7m7 a;?],m)
and )
NF (R E™ k™" m" n gmoan . n
g~ 2o (S GEAD) (5 Gt )
2;h k.j, k, 3J k,j,
NE@sp ™, a”™) NE (s 7™ ap ™)
Now we want to bound both ny’,{’m and Jf 7™, Note that
NP R,k" Rk™  {rRE™\ k™,
Jk,j,m _ Znil (Vh+1 Vh+1 )(Vh+1 - Vh 1 )( h+{ )
Lh .7, k.7,
Nk( \Jsm h] ’m,)
k.3, kg,
2H\IIZ(shj m ahj ™)
k.j, k,j,
N}]f(shj " a™)
where
N
\Ilk( k,j,m ku’,m)_z V ( " ) V ( " )
r\Sp" s ap h+1 Shtil h+1 Sh+i .
n=1

For the second term J2 I pecause of Cauchy’s Inequality, we have:

S 2
NF Rt jimé
ZNEI V ( " ) o > Vk+1 (qhk-f—l )
km n= h+1 h+1 N;f,(sh] ah] )
Jham —
2,h ko kdm k,jm
Ny (s, a ™)

gz(gﬁ?+5ﬂm)

where:
k .
NF 21\21 \% (s
s (VR = Vi) gy E e T
Jk,J,m _ T
2,h,1 — k,j, k.j,
Ni]f(shjmvah]m)
and
2
N k™ gm ZfV“V (sk3"mt
donti Vh*+1(5h+{ " )_ Nkl khﬂn’;gjm)
I = —
31 N}lzr(shdam’ah,.]’m)
Ng Vv k™™ ,m” 2 NF k™ 7 m™
B Yont (Vi (st ) Sk Vh+1(5h+’f )
- k.g,m _k, o dm kg,
Nf]f(shjm hjm) Nf]f(shjm’ah]m)
Since Vit 1 (s) < V&Y' (s) < Vir 1 (s) + B, it holds that:
N R,kl k,i’-i, 7
(V" = Vi) (i) it (Vs — Vi) ™)
ht1 — Va1 ) Spqd G o,
Ni’f(shjmvahjm)
N ki 7»i, i
BT PP e /[
h+1 h+1) Sh1 ’ gm kg,
Nilf(shjm’ah]m)
< 28.
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Therefore, applying this inequality to J;,{Tln, we have J, k’] T <4p2

Moreover, we claim that:

L

N}Izc(sllj,,j7m7 a:’j’m) ’

(89)

[LLS)

k,j,m ) ) * 2
Johe S Vs’;’”m,a’fb’]’mﬁ(vh—i-l) +H \/
This is because (Here we use the shorthand P = P x,jm  rx.5m 1)

h "h ?
k.j,m ) ) *
J27h72 - VS:,J,m’a;Z,J,m’h(VhH)

k
s (Lo —F) (i)’

* 2
= Nk( k.7, 7n’az,j,m) + (]P)Vh+1) -

< SN (1 i —IP) (Vi) - SN (1521,1,%,7,1" —P) Vi
< +
)

, k,j, k,j,
Ni]f(sh,jm Ni]f(shjmvahjm)

Nk kn7 »n7 n
Znil fo+1(sh+{ " )
kjom k,j
N}llc(shd,m’ ah,JM)

L
< H? :
~ k, k.7, :
\/N’“( S gy

The last inequality is because of the events & and £7 in Lemma G.1. Applying results of Equation (87)
and Equation (89) with J2 od " < 452 to Equation (86), we reach

R,k R,k 2 k.i k.j
Th (Mh, ) < \/H‘l]k (s 7™, a5 "™) Vrim grgm p (Viiiq)

k,jom _k,jmy\ ™~ k,jom _k,j,m k m _k,jm
Nk( 3Js ) h] ) Nk( 3Js , h] ) Nk( J ; hj )
32 H.x
N - (90)
¢M@?mﬁ“v (VA (s ™ ap?™)3

Note that by Lemma F.6 with o = } and 2, we have

H
Z Z .’82 — < BMHSA+ B/ HSATY,

k( kgm k,jm
h=1k,j,m,Nk>0 Ny (Sh ' )

and

H.% 1 5 .
Z Z k¢ kgm  k,jmyy3 SMHQSAUL +H2(SA)4<T1L)4.
h=1k,j,m,Nk>0 (N (s a )

Applying these two inequalities to Equation (90), it holds that
R,k R,k
Ty (Nh )

H
Z Z Nk( k,j,m ak,j,m)

h=1k,j,m,NF>0 > h
H
<
- ;;1 k,j, W;Vk>0
+ MH2SAT + H2(SA)T (Ty)7 +B\/m 91)
Now we claim the following two conclusions
DS

h=1k,j,m ,NF>0

K ( Fdm 7Jm
\/H\If sh ah

N]]_f( hJ ,m 777 + Z Z

h=1k,jm,NF>0

Vsﬁ,jﬂn’aﬁ,j,nz’h(vﬁz_l)
k.j, k,j,m
N (s, 7™ ap™™)

v, spodm glodm h(Vﬁkﬂ)

2 4
Nk( km%d’m) < VH2SAT, + MH*SAVL, (92)
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and

\/H\I/k kjm7 a.]m

k ,jm kjm
Nh(sh ap,

DS

h=1k,j,m NF>0

\/7 H*SA2 + MH?SA, (93)

which will be proved later. Combining the results of Equation (85), Equation (91), Equation (92) and
Equation (93), we have

3 1 1 7

Ry S (1+ B)VH2SAT L + H*(SAL)T(T))7 + /BH‘*SAL2 + MH*SAL*
1 4 2 4 2
S (14 B)VH2SAT L + BH SA”+ MH*S A~

The last inequality is because H2(SA.)% (Ty)7 < VH2SAT, 1+ H3S AL by AM-GM inequality.
Next, we will prove Equation (92) and Equation (93).
Proof of Equation (92):

Because of Equation (23) and Equation (29) with wk am— l,a= %, we know

s,a
( )} <M+ /NET (s, a). (94)

I [(Sﬁ,j7m7a27j,m) _

2.

k,j,m,NF>0 N;]f(sa a)

Then we can derive the following relationship

Vs:’j’m,az’j’m,h(Vl;k-i-l)

k.7, k.7,
N;Lc(shd m7ahj m)

DS

h=1k,j,m ,NF>0

H
Vs,a.n(V) ‘
Y S e = e
h=1 $,a k,jm,NF>0 h A

H
=D ) VAN CTERVEVE)
h=1 s,a
H
B25A+3° Y \/ NEH Y (s,a) Vi (Vi)

h=1 s,a
H
< MH?SA+VHSA, > ) Vpim g, (Viy)- (95)
h=1k,jm

The first inequality is because of Equation (94). The second inequality isby Vs o n(Vjy ) < H 2. The
last inequality is by the Cauchy-Schwarz inequality. Next, we will bound the term in Equation (95).

H
S>3 Vgamagmalin)

h=1 k:,jm
k
< Z Z V Bdym g, Vh+1 + Z Z ‘Vgi drm g kudm (‘/;;k+1) — Vs;i,j,m7ai,j,m7h(‘/}zr+1)
h=1k,j,m h=1k,jm ) ’
A k
SHT + H4 Y S Vi g (Vi) = Vi g, (Vi) (96)

h=1k,j,m
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The last inequality follows directly from & in Lemma G.1. The second term on the right-hand side
of Equation (96) can be bounded as follows (Here we use the shorthand P = P _x..m _k.5.m )
“h "h ?

H
k
* T
E E ‘Vsz,jﬂn)ai,j,m7h(Vh+1) _Vsﬁ’j‘m,a,’i‘j’mﬁ(Vthl)‘

h=1k,jm

H
* 7Tk ‘ﬂ'k
=" 3 [PV — BOAL)? = (BViiy)? + BV
h=1k,j,m

€3 Y (B (Vi = VIV Vi) + PR — iz}

h=1k,j,m

H
<4 S P (Vi - Vi)

h*lkjm

o k,j,m ok
- 4HZ Z {Vh+1 St = Vit (sl + (P - HSZﬁim) (Vi — Vh+1>}
h=1k,jm

<HZ Z ( h+1 Vh+1> Sh’ilm )+ H \/JT

h=1k,jm

(i)

< H*/SAT, .+ MHSSAVL, 97)
Here, (i) is because VhUﬁ > V. > V7, by Lemma H.1 and the event & in Lemma G.1. (ii)
follows the event &1 in Lemma G.1. Therefore, applying Equation (97) to Equation (96), we reach

H
> Viom geam 3 (Viy) S HTy + MHTS Au. (98)
h=1k,j,m

Here we use H*\/SAT. < HT, + MH"S A, by AM-GM inequality. Applying Equation (98) to
Equation (95), we finish the proof of Equation (92):

DS

h=1k,jm,NF>0

Vs i (Viey1)

k,j, k,j,
Nllf(shjmaahjm)

< MH?SA+VHSAHT, + MHTSAu

< VH2SAT, + MH*SAV/L.
Proof of Equation (93):

k,j,m

First, by Equation (24) with w;, =landa = % and Equation (32), we know

ZZ (s 1[0 < Nj(s,a) < M| < MSA. (99)
s,a k=1 Nh(s a)
Kk
m(5,0) g <
2 N (e [Vi(ora) = M] S log(Th). (100)

Because V¥ (s,a) < HN[(s,a), it holds that

zH: Z \/Hlllk sZ’j’m,aZ’j’m)

k(G kgm _k.j,m
h=1k,j,me>0 Ny (53,77, @)

I [0 < Nf(skdm gldmy < M}

<HZZZ _ma(s,a) 1[0 < NF(s,a) < M] S MH?SA. (101)
h=1 s,a k=1 Nh(s a)
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The last inequality is because of Equation (99). By Equation (100), We also have

H \/H\I,k ghdm gy 4
> X | [NEGRT a2

k(. k,jm _k,jm
h=1k,j,m,NF>0 Ny (s @)

H HU%(s,a) N .
:ZZ Z W]I {N,’f(s,a) > M, (shﬂm ahﬂm):(s,a)]

h=1 s, k,jm,NF>0

<ZZ\/H\IIKsaZ h ik N,’f(s,a)zM}

h=1 s,a 8, a

< log(T1) Z S JHYE (s,a)

h=1 s,a

<t SAHQZZ\I/ s,a) (102)

=1 s,a

Here, the first inequality is because of the monotonically increasing property of \I/ﬁ (s, a) with respect

to k (see its definition in Equation (88)) as guaranteed by V,Ffl( ) > V,irkl( ). The last inequality is

by the Cauchy-Schwarz inequality. To continue, by Lemma H.6, we reach

H
ZZ\I/hK(S,a)

h=1 s,a
H
S (VA VRS ()
h=1k,jm
< Z Z (Vh+1 h+1) (SZ’H”) ! |:(fo+1 - V;ﬁi) (Shilm) > 5]
h=1k,j,m
() K
< Z Z (Qh+1 Qh+1>( hi’l ; 211 )1 [(QZJA Qh+1)( hil ) hii )>B
h=1k,jm
< HGEAL + MHSAVL. (103)

Here, (i) is because

Jgm o _k,jm k ,J,m Jgm_k,jm L.k ; _k,jm
Qh+1(3h+1 » Ay ) = Vh+1(sh+1 )s Qh+1(8h+1 » AR ) < Vh+1(sh+1 )-
The last inequality is by Lemma H.4.

By applying Equation (103) to Equation (102), and combining the result of Equation (101), we
complete the proof of Equation (93). O

Lemma 1.2. Under the event ﬂgil &; in Lemma G.1, we have

Ry < B H2SAT,. + MH3SAZ.

Proof. By event £14 in Lemma G.1, we have

mesy Y My oy o

h=1k,j,m,NF>0 h=1kjm,Nk>0 = I
< BVHU(MHSA + \/m )+ BHL(MHSA + HSAL)
< BVH2SAT,. + MH?S A2,
The second inequality is by Lemma F.6 with o = % and a =1, O
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Lemma 1.3. Under the event ﬂ;il &; in Lemma G.1, we have
HSS A2 5 s 2
Rs S (1+ B)VH?2SAT .2 + 5 + MH>SA”.

Proof. We can decompose R3 into five terms:

H A Ny -
o h—1 ~ Ny R,k* / K*,5°,m" ) ) SR E™
Ry=Y it Y Z N’“"“ S (Vh (K™ = Py s, Vits )
h=1 k,j,m Nk>0n 1 i=1
=R31+ R3o+ R33+ R3a+ R3ps,
where
k™41
N Nh
Z h—1 Z Z - Z Rk
R3 1= c h kn_l,_l (]l kz z mz Psk Jjm ak,j,m, h) (Vh+1 V}Zk+1),
k NF>0n=1 Nh i=1 it " '
2Jym, NJ? =
H NFTH
_ Z _NF Z
R372 = E C}If[ 1 E h kn+1 (]]_ ki,jt, mi Ps’;"j’mr,a:"ﬂﬂHh) V;—‘rl?
h=1 k,jm,NF>0n=1 N i=1 “ne1 )
"
H Ny o S
=3 AV R KL Ghmiy R K m
R33 = crr E E Nkn+1 E (Vh+1( spi1™" ) = Vi (™) )
h=1 k,j,m,NF>0n=1 i=1
H Nh Nk”+1
- _Np R,k R,K+1
Roa=3 it v e § P kmh(vhh—VMvﬁ ,
k,j,m,N,’f>On*1
and
H
_ h—1 R,K+1 R,k"
Ros=> ciit S § P s o (VR VR
h=1 kjmNf>0n=1

Next, we will bound these five terms respectively:
Upper bound of 15 ;:

According to the event &5 in Lemma G.1, we know

NETHL
h
Z _NF Z SR K *
77?7, Nkn‘i’l (]152:_11 mi PS:,jﬁmr7aﬁﬁj=n1)h) (Vh+1 — Vh+1>
i=1

NG
Z Wi
Nh

Nh 11)
ﬁf Z Ay (104)

f

k ¢ n
Here, (i) is because ﬁrjy " <exp(1/H )77,];’ " by (c) of Lemma F.3 and IV} K"+ > 1 by the deﬁnition of

k™. (ii) directly follows (a) in Lemma F.2 with o = l . Therefore, by Lemma F.6 with a = 2 s

H
Rsn SBVEY . Y. L < BMHSAVi+ pHSAT,.. (105)

/ Nk
h=1 k,j,'rrL,N;f>O Nh
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Upper bound of 1 »:

According to the event &5 in Lemma G.1, we know

N N
Yk LS (1 —p vy

Tin N Z;f ,m shodim ghodm p | Vigl
n=1 h i=1

Nk

NNk Vam gkam  (Vig)e  7H,

= § :nn 4 NEH + NF

n=1 h h

k

() Ny 777]2[}’5 Nf N}

7’]n
< T \/Vk,m s (VthlL-f—HLZ

(i) \/V k,j,m k=.7%m7h(szk+1)L n H.
NF N

(106)

k k n
Here, (i) is because ﬁévh < exp(l/H)m]yh by (¢) of Lemma F.3, N,’f +1 > n by the definition of k™.

(i) directly follows (a) in Lemma F.2 with o = % and o = 1. Then according to the definition of
R3 2, we have

H V ,J,m sJ,m V
Ry 52 Z sp 7a’;f,N;f,h( )t HLZ Z ﬁ 107

h=1k,j,m,NF>0 h=1k,jm,NF>0 "

For the first term in Equation (112), by Cauchy-Schwarz inequality, we have

H ) ) *
Vsi’]’m,a:’]’m,h(vh-ﬁ-l)b
2 2 Ni

h=1k,j,m NF>0

m c,J,m V*
_Z S Voo maprrnViie)! (L]0 < Nf < M] +1[Nf > M])

h=1k,j,m N/f
1[0 < N <M &
< Z Yoo 2o D Ve gk (Vi )il [0 < N < M]
h=1k,j,m h=1k,jm
H I[N} > M H
|30 S TR Z M IS Sy e (Vi T [NE > ]
h=1k,jm h=1k,jm

H
<VMHSA- |H% I[0< NF< M| +VHSA.-/HTyv+ MHTSA2.  (108)
h

h=1k,j,m

Here, the last inequality is because Vsi,j,m’ai,j,m,h(vi+1) < H?,

ZZM<MHSA ZZ Nh* ]<HSAL

h=1k,jm h=1k,j,m
by Equation (24) and Equation (32), and

H

> 0 Vs gram (Vi) S HTy + MHTS AL
h *h ’
h=1k,jm
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by Equation (98). Next, we will bound the term ;7 37, . 1[0 < Nf < M]. Let ko(s,a) =
max{k |1 <k < K,NF(s,a) < M}. Then it holds that

iZH[O<N}§<M}

h*lkjm

=S S o< M) < M o) = )]

h=1 s,a k,j,m
ko(s,a)

S S [ < )

=1 s,a k=1 jm

= Z ZN,’j@H(s,a) < MHSA (109)

h=1 s,a

The last inequality is because V. ,’fo (s,a) < M and n’,jo (s,a) < M by (a) of Lemma F.1. Applying
this inequality to Equation (108), we can bound the first term in Equation (107):

H Vo kgom  kgm (V
oy o )t SVH?SATI2 + MH*SA®. (110)
h

h=1k,j,m,N}>0

For the second term in Equation (107), according to Lemma F.6 with a = 1, we reach
1
HiY > ~F S MH?SAL+ H?SA? < MH*SA2. (111)
h=1k,j,m,NF>0 I

Applying the results of Equation (110) and Equation (111) to Equation (107), we can bound I3 o:
R3o S VH2SAT 2 + MH*SA2. (112)
Upper bound of R3 3 and R 4:

R,k* R,k%\, k5% ,mby - _ v R,k* R,K+1
We first substitute the terms (V7 — Vthl )(sh s, )in Rg 3 or Pyrsm grgm g Vhle - Vi

in R34 by Wflf+1 (s h’J o afb 7™ and deal with the following general structure:
k™41
H Nk o Ny
h—1 ~ IV, k Jjm _k,jm
Dot > D LNk”Jrl Z e (s @ ™).
h=1 koj,m, NE>0n=1

i kgjm j R SREY Kt mt :
Here, 0 < W}, (s, a}”™) < H because H > Vhfl (sﬁfl > Vi (spgy™ ). Since

k k
Wh+1( Kagm a’fbj ") < H and Zgil fin™ < 1 by (b) of Lemma F.3, we first note that when
0< ]\f,’f(sh”’m7 mImy < M,

H N Nk'7l+1
h—1 _NF k,jm _k,jm k
ZCH Z Z”" Nk"+1 Z Wi sy ap M0 < NF < M]
h=1 k,jymn=1
Nk"+1

I A

H

Z kz 21~Nh — Z HI[0 < Nf < M]

h=1 ,J,mmn

H

Z Z HI[0 < NF < M] < MH?SA. (113)

k,j,m
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The last inequality is by Equation (109). Next, we consider the case when NN, }’f (s’;j s afL’j ™) > M:

H Nk"+1
§ E E SN § J m _k,j,m k
C Tn kn+1 h+1 » A, )]I [Nh 2 M]

h=1 k,jymn=1

H
— K’ k,jm _k,jm
= E E Wy (s ap”™)

h=1k’" 5" ,m’

122 Nkm ZH (k.5 mi) = (6,5 m)] | a1y

k,jymn=1 i=1
By the definitions of k¢, j¢ and m?, for any given triple (k’, j',m’),
Nkn+1

Z L[(k, 5" m") = (K.,j' ,m)] =1

if and only if
kgm  kgmy _ o kim!k 5 m! k™ +1 NN TANN
(sp ™ ap”™) = (sp ,a, ) and N} > (K, m'),

where ¢/ (k’, j',m') is the global visiting number for (sﬁ Jm ,aﬁ T b at (K, §',m’) with the
order “round first, episode second, agent third”. When there is no ambiguity, we will use 7’ for short.

Therefore, for the coefficient of W}f;l (s;jj o al,i’j ") in Equation (114), we can derive the following
upper bound:
Ny, k"+1
1 N’CH N > M] C . ;o ,
Z Z Nk“+1 H[(klajzvmz):(kvj am)]
k,jymn=1 h i=1
NE A
I 1 kjm o kjmy K3 m' k5 m! k Ny
<dpt X1 { ap ") = (s, s Gy, )’N’le}Zn”}W
k,j,m n=1 h
(i) . . Y ’ Y] ’ 1
k,gm _k,jgmy _ ( k',j'm k'3 m k
S D0 Lkt = (s e ) N = M
k,j;m h
K kK m' k5 m
ny (s a VAN ’o
—_ h( h/ _ /’ h/ _ ,)]I Nk( k',j ,m’ k'3 xm)>M
NE k.j'm! K0 m h\°h
=1 N (sn : )
(i)
<. (115)

Here, (i) is because
k

Jn 1 N 1
Zﬁflvh Nk"+1 ~ Z 77” Nk’

n=1

where the first inequality is because ﬁn " < nnh by (c) of Lemma F.3 and the last inequal-
ity is by (a) of Lemma F.2. (ii) is because of Equation (32). When the coefficient of
WE (sp™, ay»™) in Equation (114) is non-zero, we have (s, ay ™) = (sf 7™ ,a) 7™ )
and thus W,Hrl(sﬁ’j’m7 akimy = Wh+1(5h dhm" k3 m"y Therefore, by applying Equation (115)

to Equation (114), we know that

H Nk"+1
h—1 ~Nh »J m _k,jm k
§ Aty § knﬂ § WL (585 af P™I[Nf > M)
h=1 k,j,mn=1
< 1] m' K5 m’ 116
~ b h-‘rl ’a/h ) ( )
h=1k"j' m'
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Next, we will bound the term 31, 37, i Wi (si3™ 7Y By Lemma H.6, we have

Rk k,j,m R,k ,J,m
E E , (Vh+1 Sl ) = Vh+1(8h+1 ))
h= lkr,]m

, L.k k, k k L,k ,
S 3T (k) — VEA G SEE)E [V (s30T = Vi (i) > 8]
h=1k,j,m

(i) &
k L.k k,jm _k,j,m k L.k k,jm _k,j,m
< Z Z (Qh-H - Qh+1)(sh-ij-1 vah-yj-l ) [(Qh-&-l - Qh+1)(5h.|y.1 aah_t,j-l ) > B}
h=1k,jm
6
< H°S AL
B

Here, (i) is because

+ MH’SAVL. (117)

2Js k, , WJs 2Js WJs L,k WJs
Qthl(ShJJrl ) hil )= th+1(shi1 )s Qh+1( hi1 7ahi1 ) < Vh+1< hil )-

The last inequality is by Lemma H.4. Similarly, by Lemma H.6, we also have

H

_ _ R,k R,K+1
S PSZ,J,,,,L’GZ,J,W’VhH VR ’
h=1k,j,m

<30 37 B g { (Vi = Vi) R Vi (555 = Vi (s > 8]

() u m L.k k.j,m m L.k k.j,m
<> Y (Valspi™) = Vi (spm)T [fo-i-l(shil ) = Vi (spin™) > ﬂ} + Hu
h*lkjm

< Z Z (@1 — Qh+1)( hii ,ahi’l’”) [(Qh+1 Qh+1)( hiima hiﬁm) > 5} + Hu

h=1k,jm

H5SA
< 5 L L MHPSAVL. (118)

Here, (i) is because of the event £1; of Lemma G.1. Combining the results of Equation (117) and
Equation (118), we conclude that

H

im m HSS A,
D0 D0 Whia(sp? ™ a?™) S = o MHPSAVL.
h=1k,j,m

Back to Equation (116), we have the following conclusion:

H NFTH
=N kojm k,j,m k
ZC Z Z hNk"-H Z h+1 i cap™)I [Nh ZM]
h=1 k,j,mn=1 i=1
HSSA
< % + MHSSAZ2,
Together with Equation (113), we reach that:
H N} ~N, NFH . )
' ; H°S AL .
- a m k,j,m 5
PR S Y an Z Fa(spim ap ) M SA2 (119)
h=1 k]me>O7' 1
Therefore, we can bound R3 3, R3 4:
HSSA?
R33, R34 < TL + MH°SAZ. (120)
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Upper bound of 1; 5:

Nh

H
h—1 R, K41  ¢yRE™
s= Yt Y Y I B s, (VR VR
h=1

k,j,m,NF>0n=1

H
h—1 RE+1 _ pRE"
SZCH Z Zn” P’”“” ’”mh‘vhﬂ Viir |-
h=1

k,j,m, N’f>0 n=1

Since ’V,iff“( ) — V}Erkl (s )’ < H and Z o ﬁi\’” < 1 by (b) of Lemma FE.3, we first note that

when 0 < Nf(s k]m

k,3,m
’ h ) < ZOs
Ny,

H )

Z h—1 Z _Nf , _ R,K+1 R,k™ k _ .
CH ’r}n Psﬁ,‘ynn,a;i,y,m,’h Vh+1 Vh+1 I[ [O < Nh < ZO:I

h=1

k,j,mn=1

H
S>> HI[0 < NE <

h=1k,j,m
< MH*SA. (121)
The last inequality is because
Y1 [0 < Nf(skam ghimy < io} < MH?SA, (122)
k,j,m

by Equation (74). When N,’f(sﬁ’j’m, alfb’j’m) > i, we have:

H NF
E:hfIE:E:JVﬁ, v _ R,K+1 R,k" ko
Chy Nn Psﬁ”””,a,’i”’mﬁ Vh+1 Vh+1 [Nh > ZO}

h=1 k,j,mn=1

H

2: 2: R,K+1 Rk
ijm kJHLh‘VhJ’_l h+1’><

h=1

ity Zﬁﬁhﬂ NE > o] T[(k", j"m™) = (K, ', m")]

k,j,mn=1

R,K+1 R, E
E P k’ ¥ ’T'L,,aﬁ/’j/"'"l,h ‘Vh+1 — Vh+1
h 1k’,5/,m’

6
< H°S A
B
The first inequality is by Equation (60) and the last inequality is because of Equation (118). Together
with Equation (121), we can bound I3 5:

N

h—1 _Nf R,K+1 R,k™

Rs5 < E Cr E E Tn Psﬁ,j,m)aﬁ,j,m’h Viia Vth1
k,j,m,NF>0n=1

+ MHPSAVL. (123)

6
<HSAL

~

+ MHSSAVL. (124)
Combining Equations (105), (112), (120) and (124), since 8 < H, we can bound R3:
HSS5A.2

Ry < (1+ B)VH2SAT 2 + —5 MHPSA.
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J Proof of Worst-Case Switching/Communication Cost (Theorem 4.2 and
Theorem 4.4)

Proof. We first prove the Theorem 4.4. When T = T'/M < 3H?(H + 1)S A, the number of rounds
k is no more than 7' < 3M H?(H + 1)SA. Next, we consider the case when 7' > 3H?(H + 1)SA.

Since each round terminates when some triple (s, a, h) satisfies the trigger condition (see Equa-
tion (3)), the total number of communication rounds is upper bounded by the total number of times
the trigger condition is satisfied across all triples (s, a, k). In the following proof, we provide an
upper bound on the total number of such trigger events.

Let t5(s,a) denote the number of times the trigger condition is satisfied by the triple (s, a, h).
According to Equation (3), each time the trigger condition is satisfied during any round &, the number
of visits to (s, a, h) i 1ncreases by atleast 1 when N} < M H(H + 1) i(, and increases by at least
a factor of 1 + m when N} > i. Define the set C = {(s,a, h) | tp(s,a) > iy} . Then for

every (s,a, h) € C, after the trigger condition has been satisfied i(, times, the number of visits to
(s, a, h) is at least 4. Therefore, for (s,a, h) € C, we have:

1 th(sa)—ip  NEFT1(g5 q)
(1 n 7> <M " (s0)
2MH(H+1) - i
and thus Kt y
th(&a) < IOg(Nh (S’la)/ZO) + 7’6
If C = (), then

H
Z Zth(s,a) = Z th(s,a) < HSAi)) < MH?*(H + 1)SA.
h=1 s,a (s,a,h)¢C
Otherwise, the total number of trigger times is no more than

H
ZZth(s,a)z Z trh(s,a) + Z tn(s,a)

h=1 s,a (s,a,h)¢C (s,a,h)eC

1 NK+1 .

<OMH*(H+1)SA+ Y og(IV, (s7la)/@o)
log(1+7)

(sah)EC 2MH(H+1)

T
(H(H+1)|C\)

< 2
2MH*(H+1)SA+ |C| os (1 + 2MH%H+1))

log (m)
log (1 + 2MH%H+1))

< 2MH?(H + 1)SA + 4MH*(H + 1)SAlog (

<2MH?*H +1)SA+ HSA

Tosa)
H?(H +1)SA/"
The first inequality is because for (s, a, h) ¢ C, t(s,a) < if,. The second inequality follows from
Jensen’s inequality. The second last inequality is because the term in the previous line increases with
|C|whenT > 3H?(H+1)SAand 1 < |C\ < HSA. The last inequality is because log(1+z) > x/2
for x € (0, 1), which applies to x = m

For M = 1, the switching cost is no more than the number of communication rounds. Then we also
finish the proof of Theorem 4.2. O

K Proof of Gap-Dependent Regret (Theorem 4.5 and Theorem 4.8)

K.1 Proof Sketch

We now prove the gap-dependent regret upper bound under the event ﬂ;il &; in Lemma G.1.
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To begin, we point out that
* ok k.j,m *( J,0,m * k,jﬂn J, k k.jym _k,jm
(Vi = 1) 5 = vt = @i ab i) 4 (1 - Q1) (1 ah )
DA ) B (Ve =) (50T |5 e P st )]
-k [Al(slf’j’m,alf’j’m) + Az(sg,jm7af2€7j,7n) | sg’j’m ~ Pi(-| Sluﬂn a’f’j’m)}
E[(Q5-@5") (57 ab™) | 7™ ~ Pi(-| sﬁ’"vaﬁ’”)}

H
:"':E[ZAh (S;?jml ai]m)

h=1

SEIT s Py | sy ) e [H 11] .

Here (i) is by the Bellman Equation and Bellman Optimality Equation (1). Therefore, we can derive
the following expression of the expected regret

E (Regret(T E[Z(Vl )( } {ZZA (sp 7, l”m)}
k.j,m k,j,m h=1
Note that we have
Qh(sET™ al#™) = max{Qh(s57™ a)} > max{Qp (57, )} = Vi (s59™).
Thus, if we define clip[z | y] := 2 - I[x > y], then for any round-step pair (k, h),
Ap(sp™, ap ™) = clip [V;(s’;’j’m) — Qr(sp™ ap ™ | Amm}
< clip |:(Q];:L Qh) (s kjm» Z] m) | Amm} .
which further implies
H
E (Regret(T)) < E{Z > dlip [(Q,’j —Qp) (shm, akimy | Amm} }
h=1k,jm
Let £ = (12, & and § = 1/14T}, we have:
H
E (Regret(T)) < E[Z Z clip [(Qﬁ - Q) (sij m Zg ™) | Amm]

h=1k,jm

H
E| S0 Y i | (@ - Q1) (650l | A

h=1k,j,m

5} P(E)

50] P(£°)

O (Q* + B2H) H3SAu . H7S A2
Amin ﬁ
The last inequality is because under the event £, by Lemma K.2, we have
H
>3 dlin [(@F - Qi) (557 af ™) | A
h=1k,jm
* 2 3 TG A2
<0 (Q*+p*H)H SAL+H SAL
Amin ﬁ

+ MHﬁsAL2> .

+ MH6SAL2) .
and under the event £¢, we have
H .
>3 clin|[(Q — Qi) (i ap ™) | Awin| < HT
h=1k,j,m

Since ¢ = log(2SAT, /) = log(2SAT?), by (b) of Lemma F.1, we have « < O (log(MSAT)).
Therefore, let 1o = log(M SAT), we have

(Q* + B*H) H3SA1;  HTSA3
A T3

E (Regret(T)) < O ( + MH6SAL§> .
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K.2 Auxiliary Lemmas

Lemma K.1. Under the event ﬂ114 1 & in Lemma G.1, for FedQ-EarlySettled-LowCost algorithm

and any non-negative weight sequence {wh’] " Yhk.j.m> it holds for any h € [H] that:

> (@ = QR ) S H\(@ + B2H)S Allwlloe pllw]ls ne

k,j,m

3 1 m m
+ H?(SAfwlloo,nt) T (lwll1,n) T + Z > wn” W

=h k,jm
where forany h < h' < H — 1

k.j, kg,
wh] "(h) = whj m

m ! 'm . N7, i d i .
wh;i-l Z wh ! |:NII'L€’ ZZO}anhH[(kaj am):(k,jam)]a
k'3 ,m’ i=1
and
H?, + /HTk,
im k/ h' .
Z}lj}j’ :n(])VhH+T+HH[O<N;f/ <Zo]
h/

+< (@ +pPH) | Hib

k 3

Nh (NE)3
NF_NE, N
n " R,k R,k k' 5% m? R,k SR E™

+ NFL § : (Vh’+1 - Vh’+1)(sh’+1 )+ stj;j”",a:;j*m,h/ (Vh'+1 - Vh’+1) - (125)

n=1""h' i=1

)1[[0<N,’§,<M]

/ . .. ’ gt ! .
Here N, NF, is the abbreviation for N, (SZ, o7 m ,ai,” ™y, Nh,(SZ,J m aZ,J ), respectively.

Proof. To begin with, since QF (s¥7"™ al™) < QNF(sF7m ¢f3™) by Equation (77), we have
(Here we use the shorthand P = P sk gfim h)

(@~ Q™ ) < (@ — QeI i

NE N Nk n R . NF
<ng"H+Y it ((Vhﬂ—v}ﬁ’j )(spd ™y th+1) Zn bR L. (126)

Nf R,k R,2 % * k™,
<770hH+( n 2 ) Z Vh+1 Vh+1)(3h+f ")

k Nlc"+1
h h
_NF AR, K™ _NF
+) i (155,1-,1,” fp) (v}:‘+1 — PRk ) Z , Nkm Y (]1 gt i IP’) Vit
n=1 i=1 s
N}L N:7L+1
_NF AR, K
+ it er 3 (1 K i ]P>> (Vthl - V;H)
n=1 i=1 h+1
k7z+1
h
SN REk'  OREN K5 R E™
+ Z ’ Nk"—i-l Z ((Vh-H B Vh+1 )(sh+]1 " )+P(Vh+1 B Vh+1 )) : (127)
i=1

The last 1nequahty is by Equation (79). In the last inequality, we decompose the second term in
Equation (126) into the last five terms in Equation (127). We then claim the following five conclusions:

N
i (Vi = Viten) (sl ™ )L[0 < NE <iio] < HI[0 < NJ <io]

n=1
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»Mu

[ / k
R,k(s ,jm ,]m <B Q*+62 H\Ij
h h \/ Nk )

Ni
_NF _ ) ) * ORE™ BHL
E Mn (]].slz.i,lm *Psi,y,mﬂ’;mm’h) (Vh—i-l - Vh+1 S ﬁ Nk + Nk ’
n=1
Nk Nk"+1
h Nk 1 h Rk . - .
E Tn W E 1 ;dﬂ ,mi Pqiwn k]m Vh+1 —V}L+1 N/B Wa
n=1 h i=1 v h
Nk Nk"+1
St 3 (L P Vi S5 + 3
— kit mi k,jym k,j,m .
n=1 ! N}]f i =1 h+1 " Sh A, h htl ~ Nk Nk

Here, the first conclusion is because 0 < V}fjl(s) - Vi (s) < H and ZNhl ﬁ,JLV’L < 1 by (b)
of Lemma F.3. The second conclusion is proved by combining Equation (84) and Equation (90)
and using V_x.5,m _k.5.m , (Vi ) < Q. The third and fourth conclusions follow directly from €14

in Lemma Gfbl ar;d}Lquiation (104), respectively. The last one is proved in Equation (106) with
Vkgm gmim (Vi) < Q. Applying these five conclusions to Equation (127), we then reach:

* k,’,m 7 m -NF n * k™, .
(Qh = Qi) (1™ 0y Z PV = Vi) (s L[N 2 o]

Ny (NF)3
and thus
Z Wil ™(QE = Q1) syl ap ™)
k,j,m
Ny
k.j, SN 1k k™" m” ks
S Z w, " Znn’”‘ (Vh+1 - Vh*+1)(3h+f ) [Nh > z0]
k,j,m n=1

3
k,j,m (Q* + BQH)L Ha k k,j, k,j,m
+ 2w ( N T NG = M+ 3 w20 (128)
k,j,m h h k,j,m
Similar to Equation (57), we can prove:

kan7m )]I I:N}ic 2 'LO]

k,j,m ”’Nh " *
Z Wh Z (Vita — Vh+1)(3h+1

k,j,m
CS S (Vi) 12
k’.3"m/
where
Ny
~k g m’ Z I |:Nh Sh’j ,m 7] m) 2 ZO:| wz,]ﬂn Zﬁi\,hﬂ [(kz,jz’mz) _ (k/,j,,m/)]
i=1

k,j,m

By Equation (30) in Lemma F.6, it holds that:

;. (Q* + B2H).  H.1
I e e LRy
k,j,m h ( h)4

< V(@ + B2H)SAllwlloop |l ne + HSAllwlloo ) (lolli i)

(130)
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Applying Equation (129) and Equation (130) to Equation (128), we reach:
D Wl @~ QT a )

k,j,m

~k/,’/,m/ ’ * ]97 , *
S D a T (Vi = Vi) GEAT™) + (@ + B2 S Alwlloe tllw e

k/7j/7 ’
3 : k.j,m zk,j,m

+ H(SA[wlloo,nt) T ([wll1,0) T+ D wi?™ 2,

k,j,m

with ||©]|1,n < [Jw||1,n and ||@]|co,n < exp(3/H)||w]|co,n- Here, the last inequality is because

K K’ ) K, K5 m’ K, k' ,j'm’
Vh+1(3h+]1 o ) = Qh+1(5h+j1 " ah+j1 o ) and V;+1(Sh+jl ") = Q2+1(8h+jl o vah+]1 ™).

Now we have developed a recursive relationship for the weighted sum of QF — Q} between step h
and step h + 1. By recursions with regard to h, h + 1, ..., H, we finish the proof. O

Lemma K.2. Under the event n;; &i in Lemma G.1, for all ¢ € (0, H), we have the following
conclusion:

H
>3 T[@EGETT AT = Qi ap ™) > €]

h=1k,jm
* 2 3 7 2 6 2
< (Q*+ B*°H)H SAL  HTSA?  MHSA: |
€2 Be €
and
D (57 ap ML (@F = Qi) (5177 0 ™) > €]
h=1k,jm
2H)H3SA: H'SA>2
< (@ =54 Ly ‘; Y MHSSAZ.
€

Proof. Let N = [log,(H/€)]. Forany i < N, k € [K] and given h € [H], let:

k, k k,j, k,j, k.j, - .
R =T QE(H ™ af ™) = Qs ) € 27 20e)

and
J,m k,jm _k,jm x ¢ k,jm _k,gm —
wh?\f _H[Qh( & sap”™) = QL (s ™ ay? )G[QN lﬁvH]}-
Then
oo = paeni™ < 1 llollih = 30 et
k.j,m
Now for any i € [IV], we have the following relationship:
Z Wil ™ (QF = @R) (s ™ ™) 2 2 Hellwl), (31

k,j,m

Combining the results of Lemma K.1 and Equation (131), we have:

2i-1e||w||§“ S H¢ Q + ﬁ2H>SA||w||EQ,

3 ¥

=hk,jm

7 i 3 1
O o+ BAS AWl 0% (lwll1,)

H
<@ psallf H A )+ Y S b m T, o
=h k,j,m
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where forany h < h' < H — 1

k,j k,j
wyg " (h) = wp™,

k,
h! ’
k k‘l,',, ’ ’ . ~N}f/ C . .
Wt (h) = Y wp ™ (W) [N;’f/ > 20} > i MLk 5 mt) = (k,j,m)] .
K .§'m/ i=1

The definition of these coefficients is the same as that in Lemma H.4. By Equation (132), at least one
of the following three inequalities holds:

2 ellwl|(), < H\J(Q + B2 H)SAllwl| (e

)

i i) 3 i)\ 1
2 lellw| (), < HA(SA)R (|lw] )5,

:

H

IS 3 3 Wiz
n
k.j,m

Solving these three inequalities, we know that:

2 k,j,m
@) (Q*+ 62H)HZSAL H3S AL E:h, Yk m Oh T () 2y
[wlli < max
Lh 4i=2¢2 " (2i-1¢)5’ 2i—1¢

_ (@ + BH) H2SAL  H3SA s S ks CE (R ZE

. 133
~ 4i—2¢2 (21’*16)% 2i—1¢ (133)

We claim that
H®S A2 5
Z PPV % + MHPSAZ, (134)

h'=1k,j,m

which will be proved later. Therefore, by
* k,j,m _k,jm o k,j,m
H{(QQ*Qh)(ShJ yay” )Zf}* hi )
we have

H N
ZZH[Qh AT BT Qi (s k™) > ] = Y ) (39)

h=1k,jm h=1 i=1

By Equation (133), it holds that

ZN: leoll ) Z Q* + B*H) H2SA. . ZN: HPSAL ZN: S W () 2
i=1 4i—2¢2 — (21'716)% P o1,

i=1

) 2 2 3 N s H o gkam
5( BH)HSAL+HSA+ZZIL=1Zk,j,m h

€2 6% = e
@ (@* B2H) H?SAr  H3SA, HSSA2 MHSSAL?
+ 4 +
€2 €3 Be €
* 4+ B2H) H2SA.  HSSA2 MH5SAL2
§(Q o 2) "4 §L+ SAZ (136)
€ € €

Here, (i) is because 0 < w};"™(h) < 27 by Equation (67) and Z,’f,’j’m > 0. (ii) is because of

h'i

Equation (134). The last inequality is because
H3SA,  B?H3SA.  H3SA. H3SA _ B2H3SA. HSSA?
— < 5 + + S 5 +
€3 € Be Be € Be
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by AM-GM inequality. Combing the results of Equation (135) and Equation (136), we finish the
proof of the first conclusion. Further, we can prove the second conclusion by noting that

H H N
>3 (@F - @3) (shP R ™M [(@F - Qi) (57 a2 e < 30N 2elfull (),

h=1k,j,m h=1i=1

G 2 N * 2H H2S A H 3 H H _

I N Y Va0 95 9 oll S ) P
h=1i=1 el CARnlD LR v v k,j,m

=

W (Q* +52H) HSAc | H! SA:

H
k,j,m
: PSS Y

h=1h'=hk,jm

2

(Q* + B2H) H3S A N H7S A2
€ B

Here, (i) is by Equation (133) and (ii) is by Equation (67). The last inequality is because of
Equation (134) and

+ MHSSAZ.

A

H*SAL _ B?H*SA. H*SA. H*SA. _ B?H*SAL HTSA?
— < + + N +
€3 € s B € B
by AM-GM inequality. Next, we only need to prove Equation (134).
Proof of Equation (134):

By definition of Z ,k;}m’j (see Equation (125) in Lemma K.1), we have the following relationship

y NE H%—FW
Zh;J’m =n"H+——"F—— +HI [O < N;]f/ < io}

NE
*+ B2H). H.i
(/@ f ooy —5 | 1[0 < Nj» < M]
Ny (Np )%
Nfo NEONN
n R,k* ~ R,k k', 5% mt R,k ~R,E™
+> N ) ((Vh'+1 — Vst ki) + P gram y (Virts — Vh’+1)>' (137)
n=1""h' i=1 )

For the first term of Equation (137), by Equation (73), we have

H
.
SN n ¥ H S MH?SA. (138)

h'=1k,jm

For the second term of Equation (137), by Lemma F.6 with o = 1, we know

- H?,

> > i S MHPS A+ HPS AP, (139)
Py NE, (sh}j ,ay; )

V=L kgm, N, >0 TR g

By Equation (93), since 5 < H, it holds that:

£ TR s
NF, (Sh}J m aZ’J ™ B

h'=1 k,j,nL,N;f, >0

+ MH*SAZ (140)
Combining the results of Equation (139) and Equation (140), we can bound the second term:

D>

=1k, j,m,N*, >0

H? A \/ HUE, (s ™ ) _ HPSAZ?

NE (3™ al?™) ~B

+ MH*SAZ. (141)
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For the third term of Equation (137), by Equation (122), we know

}: EZAHIP%<A@45M]mc%7m)<i@ < MH'SA. (142)
h'=1k,jm
For the fourth term of Equation (137), by Equation (24) in Lemma F.6 with wl,j’j ™ =Tlanda = 3,
we have
* 2H H % .
Z Z (\/ ka—;f k,)jm + k ,]mL‘Lk]m 3>H[O<Ni§’(si;j’m ahijm)<M}
h'= 1kjm N (57" a ™) Nh’(sh’ N
S Z > VHI|0 < Nf (s ap? ™) < M|
h'=1k,j,m
< MH3S A (143)

Here the first inequality is because Q* < H? and0 < 8 < H.

For the last term of Equation (137), by the triangle inequality, we can bound it with

& NknJrl
h!

H N},
Nk 1 R,k RE N, K50 mi
Z Z " NFL Z (Vi Vh’ D™ )
h'=1 k,j,m,Nk,>0n 1 h' i=1

Nk”+1

+Z > Z v NET Z Pt akm

h'=1k,j,m,NF,>0n=1

P S SR [V - OB
h'= lkijk >0n=1
< HSS A2
~B
The last inequality is by Equation (119) and Equation (124). Combining the results of Equation (138),
Equation (141), Equation (142), Equation (143) and Equation (144), we completed the proof of
Equation (134). O

R,k* R,K+1
Vh/+1 Vh’+1

+ MH°SAZ2. (144)

L Proof of Gap-Dependent Switching/Communication Cost (Theorem 4.7 and
Theorem 4.9)

L.1 Auxiliary Lemmas

Lemma L.1. We have the following conclusions:

(a) Under the event ﬂgil &;, the following event holds for some sufficiently large constant cq > 1:

H
E15 = { > DT I[@ - Q™ ™) 2 A

h=1k,j,m

A (Q* +B%H) H?SA.  H7SA2  MHSSA2
< : = .
= Cmm Co ( A2, + BAmin + Amin s Vh € [H]

min

(b) For any deterministic optimal policy 7*, with probability at least 1 — 6, the following event holds:

&6 = {ZZP< I (s | Wk)

k=1 j,m

W
< SZZH {aﬁ’j’m # WZ(sﬁ’j’m)} + 2, Vh € [H), K" € [K]}

k=1 j,m
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(c) For any k' € [K), let Ry = Zz;l > j.m L which is the total number of episodes in the first k'
rounds. Then with probability at least 1 — 0, the following event holds:

=[S {17 =] -2 (oo = oiet) )

k=1 j3,m

-
SREADD I (s’,j’j’m - 5|7rk) L+ 9, Vs €S, h e [H]K € K]

k=1 j,m

(d) With probability at least 1 — 6, the following event holds:

E1s = ik: {]I [s'fb’j’m = s} —-P (S’;J,m — S|ﬂ_k)}

j=1

< (32 ZP(’”’”—smk) L+ 110, Y(s, b, k,m)

Here, under the full synchronization assumption, we can assume that in the k—th round, each

agent will generate Jy. episodes. Note that given the round k and the policy 7%, under random
initialization assumption, the probability ]P’(SZ’J’m = s|m*) is independent of the index m, j. Let

P*, = P(sf?"™ = s|n*), then E1g can be written as

Jk
Eig = ZH [s’}j%m = 3} — Jk]P”;yh < 1/32J,€]P>f(jﬁL + 11¢, V(s, h, k,m)
j=1

Proof. (a) It is proved by Lemma K.2.

(b) We order all the episodes in the sequence following the rule: first by round index, second by
episode index, and third by agent index. Let n(k, j, m) denote the position of the j—th episode of the
m—th agent in the k—th round of the sequence. The filtration F,, (1, j,m) is the o —field generated by
all the random variables until the first n(k, j, m) — 1 episodes. When there is no ambiguity, we will
abbreviate n(k, j,m) as n and F,(x jm) as Fn. Then we have:

(ah}] £ Wh,(sh}j ") 7Tk> =P (aﬁ}j’m # T (sh}J ") | Fu )

According to Theorem E.3, with probability at least 1 — §/T%, the following inequality holds for any
givenh = ' € [H], k' = kj € [T and Ry = 332, Y0, 1€ [Th] -

k{ k¢
SN R (a7 £ m ) (7)< 330 0[] + 2, W € (K],

k=1 j,m k=1 j,m
Considering all the possible values of h = b’ € [H], k' = k{, € [%] and Ry, = Zi‘l) 12-jm 1€
[T1], with probability at least 1 — ¢, it holds simultaneously for all h € [H], k' € [Tl} and Ry =

Yot zj 1€ [T] that
ZZIP’( Radom 4 o (s | )<3ZZH[ I (50| 4,
k=1 j,m k=1 j,m

(c) According to Theorem E.2, with probability at least 1 — §/ST?, the following inequality holds
. k,
forany given s’ € S,h = h' € [H], k' = kj € [F}] and Ry, =322, > im 1 €[T]:

:
35 (1o =] 2 (=) | = o1 (S o =) )

k=1 j,m k=1 j,m
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Here, we let 0 = T}, m = [log,(T1)] in Theorem E.2 and

W, = ZZP (sh}] = s’\ﬂ'k> (1 P (s’;j = S/|7Tk>) ZZP (sh}J = s'|7rk> .

k=1 j,m k=1 j,m
Considering all the possible values of s = s’ € S, h = I’ € [H], k' = k|, € [L1L], [ =T e [T}],
with probability at least 1 — &, it holds simultaneously for all s € S, h € [H], k" € [%}] and T e [T1]

S5 (rfion =] (0 o)) < o4 (ST (0 =0 ) oo

k=1 j,m k=1 j,m
(d) The proof is similar to (c), considering all the combinations of (s, h,m,k, Rx) € S x [H| X
[M] x [%] x [T1]. O
Lemma L.2. Under the event ﬂilil &;, for any given deterministic optimal policy *, we have

H
> 3 I[ap?™ ¢ Ai(s5™)] < o,

h=1k,jm

Z P (ai’j’m 4 i (sh 7™ | 71"“) < 4Chin-
k,j,m
Here Chyiy is the upper bound in the right-hand side of E15 in Lemma L.1 .

Proof. For any h € [H], let set Dy, be all triples of (s,a, k) such that a ¢ Aj(s), that is D}, =

{(s,a,h)|a ¢ A;(s)}. We also let the set D = UhH:1 Dy, and the set Doy = {(s,a, h)|a € A} (s)}.
Then we have |D| + |Doy| = SAH.

If for given (h,k,j,m), (s ﬁm’J k’m’j,h) € Dy, we have Ap(s, kam.g k’m’j) > Apin. By
Lemma H.1, we have

k,j, k.3, k,j, k,j, k,j,
Qh(s57"™ al ™) = max{Qh (557", )} > max{Qi (s 7" )} = Vi (s7).
Therefore, it holds that
Qh( k m,J k,mg) Q*( km’J km%j) > Ah(827m’j,a’;’m’j) > Apin-
Then we have

ay?™ ¢ A (5™

L|(s5™ ah™, h) € Dy
k,m, k,m,j k,m, k,m,j
<L[@KGE™ ™) = Qi(sh™ b ™) = A
and thus by the event £15 in Lemma L.1, it holds that

ZZ [ kdm g A% (s 7]m):|

h= 1k,jm

253 L[Qh(si ™ ah™) = Qish ™, ah™) = Auin| < Coine (145)

h=1k,j,m

Next, we prove the second conclusion. Let SY = {s | P* , = 0}. For any given deterministic optimal
policy 7*, we have

L[ap?™ # milspt™)] =1 [ap?™ # mi(sh? ™), sk ¢ S
+ 1 [ap ™ £ mh(sh ), sp 0 €SP (146)
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For sﬁ’j’m ¢ SY, we have P*, . , > Oand |Ah(sh’j7m)| = 1 by condition (b) of Definition 4.6.
sh s

This means 7} (sy"™) is the only element in A7 (s 7"). Therefore, we have
T|af?™ £ mi(sh3™), sk ™ ¢ S < T|ah?™ ¢ Aj(sh?™)] (147)
For the second term in Equation (146), if h = 1, because of the randomness of the selection of slf’j m
we have P(s; = s57™|n*) = P(s; = s+7"™) > 0 and then
I[al?™ # mi (b, b e 7] =0, (148)

To bound the second term in Equation (146) for A > 1, we first prove a lemma.

Lemma L.3. For any h € [H] and the trajectory {(s}"™ af?™ i P™ Y in j—th episode of

agent m in round k, if]P’: > 0and aj?’™
h, then we have P*

»Jym

is the unique optlmal action for state sﬁ at step

k,j m
k] 7h

o >0
Bt

Proof. For any given optimal policy 7*, it holds that

* k,j,m *
Poimpar =F (S”“ = s T )

k.j,m k.j,m k.jm s« 2 k.j,m ¢
EP(sh,+1:shil | sp =" an = a;”’ ,W)XP(Sh—ShJ cap = ay” \7r>
Op Bjm | o ghdm g gk o pr -0
= Sh+1 = SpV) | Sh =8y, y Ah = Ay, skdm

The equation (I) is by Markov property and

P(Sh _ s’;,j’m’ah _ ai,j,m | 7'(*) _ ]P(Sh _ st:jym | 7T*) — P* g g

O

For every initial state 511” we know P* gk > (. Therefore, if for h > 1, IP’*,c e = 0 and

J m km,j

€Sy e by Lemma L.3, we know there exists b’ < h such that a;;"* is not an optlmal action

for state sh mJ at step A/, otherwise we have P* > 0. Therefore, for the second term in

k]mh

Equation (146), we have

I [a Jm # Wh(si’JJn) SZ,j,’"L c Sh:| < H|: 2Jsm c S;?:| Z I |:ah7]7rn ¢ A*/(Sh;J,m)} . (149)
h'=1

By combining the results of Equation (147), Equation (148) and Equation (149), we can bound the
Equation (146) as follows:

I [ap™ # mi(sh7™)] < ZH[ BT A (™ < S0 T An (i)

h'=1 h'=1

Therefore, using Equation (145), we reach

Z I [aﬁ’j’m # 7 ’J i) } Z Z [ahij e AL (sh}] m)} < Chyin-

k,j,m k,j,m h’'=1

Combined with the event &1 in Lemma L.1, we can conclude that for any h € [H] and k¥’ € [K],

Z SoP(ap? ™ A w7 < ACui.

k=1 jm
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Let iy = 300M H(H + 1), iy = 6500H3Cyyin/Cist, and C = 1/(H(H + 1)). For any (s, h) €
S x [H] such that P ;, > 0, we use 7}, (s) to denote its unique optimal action. Before proceeding,
we present two lemmas. Lemma L.4 shows agent-wise simultaneous sufficient increase of visits for
the triple (s, a, h) that satisfies the trigger condition in round k when N} (s, a) > i;.

Lemma L.4. Under the event ﬂ}il &, forany (s,a,h, k) € S x Ax [H| x [K] such that N} (s, a) >
i1 and the triple (s, a, h) satisfies the trigger condition (3) in round k, it holds that

N (s,a) > (1+ C/3)NF(s,a).

Proof. 1f the trigger condition is met by the triple (s, a, h) in round k, then we have a = 7} (s). For
such (s,a, h), by &5 in Lemma L.1, it holds for any s € S, h € [H|, k € [K] and m € [M] that

T Jk
Z]I [527"’ =s aﬁ’j’m = a} = ZH [s’fl’j’m = s]
€ [JPEy = \/320PE 0 — 111, Jkth /32045 e+ 111] (150)

Since (s,a,h) satisfies the trigger condition in round k, there exists an agent mg such that

”Z "M (s,a) = ck(s,a). Then we reach

0 Nf(s,a) A
P \/W > ——n&8 48 299
JEPg p +1/32J sptH1le > NH(H + 1) Cn > 299.

The last inequality is because N/ (s, a) > i1. Solving the inequality (i), it holds that

VIPE > /Oy — 30— V8L

Then by Equation (150), for any other agent m,

i { 5,abim = a} > JLPE ), — (/320K PF 0 — 110 = ( JePE, — \@)2 — 19
> (vVOy —3i- 2@)2 T LV; L

The last inequality is because C'y > 299.. Therefore, we have

M

M Ji k
A M(Cx+1)  Nf(s,a)
k = Jm = k’j’m = > N — h ?
nh(s,a) =2 ZH{ “h “} = 3 3H(H +1)’

m=1 m=1 j=1
and thus

1
NEs.0) = M) +0) > (14 g ) Vo)

O

Lemma L.5 shows the state-wise simultaneous sufficient increase of visits for states with unique
optimal action.

Lemma L.5. Under the event ﬂgl &i, if there exists (so, ag, ho) € S X A X [H], such that it satisfies
the trigger condition in round k and N,’fo (s0,ap) > i1 + io, then ag € .A;;O(So). Moreover, if such
(S0, ao, ho) also satisfies that P* > 0, then

S0, h(J
Ny (s i (s7) = (14 C/6)N (s' w7 (1))
holds for any (s, h') € S x [H] such that P}, ;,, > 0.

84



Proof. Because N} (so,ag) > i1 + iz > Cpin, by Lemma L.2, we know ag € A} (so). Next, we
prove the second conclusion. Using the law of total probability, forany 0 < h < H —1,s € §, and
any given deterministic optimal policy 7*, we have the following relationship

k,
P(sh_f_lm =s| 7Tk)
= Z}P’ (shilm = s|5’,§’j’m =5 aﬁj = WZ(SI)ﬂTk) P (32Jm = Slaa;?j’m =mh(s") | Wk)
+ P (shI0" = s a5 |7r'f)
_ Pk,jm P(s ,j m 1 kjgm _ _x/.1 P k,j,m k,j,m ¢ k,jm k
—Z s,8',h =5,a =mp(s) |77 ) + P800 = s,a # mh (s, ") |7 ),
s/
(151)

where
k,jm _ kgm kgm0 kgme n -k
]I”&S,ﬁ—P(shH = sls), =5, a, =mi(s), )
= P (b2 = slsk = & = (o).
The last equality is because of the Markov property. We also have
P (s5im * P (s59m kgm _ g e\ (R — ¢
spil = slm syl = slspy " =8 m st =5
= ZPs’i TP (spm = ) (152)
where the last equation is because
k,j,m k.gm 1 _ k,j,m kgm _ o kjm k,j,m
P<5h+1 = s|s}, =s',7m") —P(Sh+1 = s|sy, =5,0ay = (s )) Ps s',h°
Combining the results of Equation (151) and Equation (152), then it holds
k,j,m k k.gm
P <5h+1 = s|w ) -P (5h+1 = s|7r*)
=2 R [P (sh9m = ' ap?™ = mi (s ) = P (sp = o)
—|—IP’(S Im g gkdm £ (Sk’J’m)|7rk)
h+1 h h\Sh
=2 R [P (s =5 [ 78) =B (sp7m = o'l

— Z]P’i’i,n,iﬂ”( I — s’,alfb’j"m # 7y (s') | 7rk> + P (sh’j_lm = s,ai’j’m + ﬂ;(slfb’j’m) \ wk) )
S/

Therefore forany 0 < h < H — 1 and s € S, by the triangle inequality, it holds that
‘]P’ (shilm =35 | 7rk) - P (sfbilm = s|7r*)‘
< ZP’;g,Tz ’]P’ (sﬁ’j’m =5 7Tk> -P <sﬁ’j’m = S/|7T*)‘
S/
+ ZIP”; g,mhIP) ( Jm s',ai’j’m # 7 (s') | Wk) + P (shilm = s,ai’j’m £ WZ(SZ’j’T'L) \ 7rk) )
S/
Summing the above inequality for all s € S, since ) P, o, = 1, then we can derive that:
Z‘]P’(s D — g | 7rk> —P(sk’Jm = s|ﬂ'*>
h+1 h+1
< Z ’IP’ (sﬁ’j’m =5 7rk> -P (sﬁ’j’m = s’|7r*)‘ + 2P (ai’j’m 4 7 (sh 7™ | 7rk) :
S/
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Since P(st"™ = s | 7%) — P(sP7™ = s|7*) = 0, by recursion, for any i’ € [H] we have

h'—1

Z ’IP’ <sh}]7 =s] 71'k) —-P (s’,ﬁi” = s|7r*)‘ <2 Z P (aﬁ’j’m * W}‘L(s’;’j’m) | wk)
h=1

H
< 221? (aﬁ’j’m # W*(SZ] ") ] ﬁk) .
h=1

Using Lemma L.2, then for any h € [H] and &’ € [K], it holds that:

Zkzz ’IP’ (s’,i’j’m =5 | wk) -P (s’;’j’m = s|7r*)‘

s k=1jm
H K ‘

<233 S (a7 £ 5 [ 7)< 8
h=1k=1 jm

2Jsmm

Note that based on the property (b) of Definition 4.6, we have IP)(SZ
s €S8, h €[H|and k' € [K], by the triangle inequality, we also have

.
S (shm =5 7t)

k=1 j,m

= s|m*) = P} ;,, then for any

<Rk/IP’éh+ZZ’]P’( ’Jm—5|ﬂ'>— (’”m—s|7r*)‘<Rk/]P>éh+8HCmm. (153)

k=1 j3,m
Applying Equation (153) to £17 in Lemma L.1, for any s € S, h € [H] and k¥’ € [K], we have

e )| BN bl G

k=1 j3,m k=1 j,m

IN

< \/ 24 (RiPy, + 8HCin ) 1+ 9

< 5,/Rk/P:,hL+23HCmm. (154)

Combining the results of Equation (153) and Equation (154), by triangle inequality, we can derive
the following relationship for any s € S, h € [H], and k" € [K]

v
SO [ = | — RuPla| <5, /Ry + 8LH i (155)

k=1 j,m

Then by triangle inequality, it holds for any s € S, h € [H] and k' € [K] that

Z SOL[shPT = 5,03 € Ai(s)] - BBl

k=1 j3,m
K 4 K ,

< [ Sk =] - R+ [ = s ¢ )]
k=1 j,m k=1 j,m

S 51/Rk/P:’hL+32HCmin~ (156)

Here, the last inequality is by Equation (155), together with the fact from Lemma L.2 that

k,
> DI = ¢ A < Sy [ahm ¢ 55| < Coin

k=1 j3,m k=1 j3,m
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For P}, > 0, the optimal action is unique. Then for any (s, a, h) such that a = 7 (s) and P, > 0,

we can simplify the results of Equation (156) as follows:

RuP%), — 5/ Riw P — 32HCin < Ni 1 (s,0) < RuPh, + 5/ RiwP% 0+ 32H o,

(157)
By Equation (157), for any s’ € S and &’ € [H] such that P}, ,, > 0, we have

RyP% 4 — 5, /RiP, it — 32HClin _ N ()
Ri—1P% p + 5y [Rea P 0+ 32HC N (s (1))
For the second conclusion, we only need to prove that, for any (s’, ) € S x [H] such that P}, ;,, > 0,
RiP% 4 — 5y JRePY 00 — 32H Cin 1
Ri—1P% ) + 5, /Re_1P% 0+ 32H Cin = 6H(H +1) (159

Next, we will prove the Equation (158). For the triple (s, ag, ho), by Equation (157), we know that

6500H3Cyi X *
T < N (50,00) € Rty + 54 Rica B2 1+ 32H o

Solving the inequality, we have

6500 H3Cp; 25 5
\/Rkpzmho > \/kalpzo,ho > \/mm —32H Oy + L by

Cut 4 2
6468 H3Clyin H3Crin H3Cyin
> — > 79 /2 159
\/ Ca Cst Cst ( :

Therefore, for any s € S and h' € [H] such that P}, ;,, by Equation (159), we have

\/RkIP’:,ﬁ, > \/Rk,lpf;/7h, > \/Rk,l]P’j;th -/ Cat > T9VH3 Copiy. (160)

For X > 6241H3Cipin = 792 H3Cpin, note that

[ Crnin X X
5V X1+ 32HCmin < % + 32H Chin < SIER (161)

Here, the first inequality is because 51/t < 4/ % for H > 2. Therefore, based on Equation (159)
and Equation (160), we can apply Equation (161) to Ry—1P; . RkP; . Re—1P5, , and RyPy, -

/ * Rk_lpzo’ho / . Rkpzmho
5 Rk*lPSO,hOL+32HCmm S W7 5 RkPSo,hL)L+32HCmin S 567 (162)
and
kal]p:/ h' Rk]P)’:/ h'
5/ R APyt + 32H iy < =25 [RP 32 Oy < 200 (163)

Since NF(s0,aq) > 41 and the trigger condition is satisfied by (s, a, h) in round k, by Lemma L.4:

N (50, a0) N 1
N}]fo(S(),ao) - 3H(H+1)
Together with Equation (157), it holds that

RkP’: h +5 RkP: h t + 32H Chin NE+1
A | om0 > Vg _(80,00) L (164)

> > 14—
RiaP% =5y [RiciPr o= 32HCmn i (50,00) 3H(H +1)
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Applying Equation (162) to Equation (164), we have

1 . RkP:o,ho + 5, /Rkpzo,hob + 32HChin - (1+ 561}12 )Rk
BH(H+1) = Ry Pt —5 /Ry P, 1= 32HCmn (1= 5572 B

Therefore, using Equation (163), we have

RkP:/7h’ - 51 /RkP:/’h/L - 32Hcmin - (1 _ 561PI2 )Rk
Rk—lpz/’h/ + 51 / Rk—IP:/’h/L + 32}IC(min B (1 + ﬁ)Rk_l

1+

2

1 j——
> (14 56H ) ) 165
—< 3H(H+1)) <1+56},2 (165)
Let
2
1 1 1 1
c= . > > ,
6H?+6H +2 |4 4 JeH?+6H+1 4(6H? + 6H +2) — 56H?
6H2+6H+2
and thus

2

L+ earey  6H2+GH+1 <l—c>2< (1—56;12)
1 - - — 1
1+73H(H+1) 6H2 +6H + 2 1+e¢ 1+ =572

Applying this inequality to Equation (165) completes the proof of Equation (158), thereby proving
the second conclusion. O

L.2 Details of Final Discussion

In this section, we will discuss the number of communication rounds in four different situations:

Situation 1: In round £, the trigger condition is satisfied by (s, a, h) when Nf(s,a) < i;. We will
refer to this as a Type-I trigger.

For each time the trigger condition is met for (s, a, k), the number of visits to (s, a, h) increases by at
least 1/(2M H(H + 1)) times by Equation (3). Therefore, the maximum number of Type-I triggers
for each triple (s, a, h), denoted t5(s, a, h), satisfies

1 t1(s,a,h)—2
1+ — < 7.
< +2MH(H+1)> =N

Therefore, we have t1(s,a,h) = O(MH?log(i1)) and thus the number of rounds with Type-I
triggers is bounded by

Z ti(s,a,h) <O (MH?SAlog (i1)) .

s,a,h

Situation 2: In round k, the triple (s, a, h) satisfies the trigger condition when i1 < Nj(s,a) <
i1 + 2. We will refer to this as a Type-II trigger if @ ¢ A} (s) or a € Aj(s) and P, = 0, and as a
Type-1II trigger if @ € A}, (s) and P% , > 0.

By Lemma L.4, for each time the trigger condition is satisfied by (s, a, k), the number of visits to
(s, a, h) increases by at least 1/3H (H + 1) times.

For (s, a, h) satisfying the type-II trigger, by Lemma L.2 and Equation (156), we know that the
maximum visit number to (s, a, k) is 32 H Cpyin. Therefore, the maximum number of Type-II triggers
for each triple (s, 7} (s), h), denoted t2(s, a, h), satisfies

1 )tz(&mh)—l _ 32HChnin
) i

1 J
( MRV IS
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Therefore, we have to(s,a,h) < O(H?1og(32HCypin/i1)) and thus the number of rounds with
Type-II triggers is bounded by

2H min
> tascaun) < 0 (s atog (20 ) ).

1
s,a,h 1

*

Situation 3: By (b) of Definition 4.6, we know a = 7} (s) for a Type-III trigger. Therefore, the
maximum number of Type-III triggers for each triple (s, 7} (s), h), denoted t3(s, 7} (s), h), satisfies

1 >t3(s,7r;’(s),h)—1

<”3H<H+1> :

< i9.

11

Therefore, we have t3(s,m}(s),h) < O(H?log(iz)). Because we only have HS triples of

s, 7} (s), h) such that P* , > 0, the number of rounds with Type-III triggers is no more than
h s,h yp g8

Z ts(s,mh(s),h) < O (H*Slog (i2)) .

5,P% >0
Situation 4: The trigger condition is satisfied by (s, a, h) in round k when N (s,a) > i1 + iz. We
refer to this type of trigger as a Type-1V trigger.

By Lemma L.4, in this case, for each time the trigger condition is satisfied by (s, a, h), we have
a € Aj,(s). we will first prove P ;, = 0 in this case.

Let So = {(s,a,h) | a € Aj(s), P;, = 0}. By Equation (156), we know for (s,a,h) € So,
N,f(“(s, a) < 32HCpin < 41 + i2. However, when the trigger condition is satisfied by (s, a, h)

in round k, we have NJ(s,a) > iy + iz, which is contradicts the fact that N} 1 (s, a) < iy + io.
Therefore the triple (s, a, h) satisfies that P} , > 0. By Lemma L.5, for any s’ € Sand i’ € [H]
such that 5, ,, > 0, it holds that

. . 1 «
Ny (s (s) > (1 + 6H(H+1)> Nipo (s, i (8)),
Therefore, the maximum number of Type-1V triggers, denoted ¢4, satisfies
f T T
I+ ) <——<—
6H(H+1) _Z1+22_HSA
Then the number of rounds with Type-III triggers is bounded by

10g( HSA) 2
ty < : ] 1 = log 75 .
08 6H(H+1)

Combining these four cases, the number of rounds is no more than
Z t1($7a7h)+ Zt2(53a7h)+ Z t3(8,ﬂ2($)7h)+t4
s,a,h s,a,h s,P*, >0

s,h
<0 (MH3SA log (i) + H3SAlog (32HZC‘"> H?Slog (is) + H?log <HTM>>
1

H*SA 1 T
< 3 3 HooA 3 2 - .
O(MH SAlog(MH:.)+ H S'Alog(ﬁAz >+H Slog(cst)—&-H 10g(HSA>)

min

When M = 1, the number of communication rounds is an upper bound for switching cost.
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