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1 Introduction001

In human society, individuals from diverse demo-002

graphic and cultural backgrounds, shaped by vary-003

ing socio-political contexts, hold distinct values004

and prioritize different factors in decision-making005

(Alegria et al., 2010; Gopalkrishnan, 2018; Ku-006

lachai et al., 2023). Moral dilemmas, which re-007

quire individuals to weigh two competing moral008

objectives, present complex scenarios where no009

definitive right or wrong answer exists (Christensen010

et al., 2014; Kahane et al., 2015). These dilemmas011

often involve navigating conflicts such as truth ver-012

sus loyalty or justice versus mercy, making them013

a critical area of study in ethics and psychology014

(Rushworth, 2003). Understanding how individu-015

als and groups, including different personas, reason016

through moral dilemmas is essential for examining017

the dynamics of moral reasoning and persuasion018

(Killen and Dahl, 2021). With the rise of large019

language models capable of generating persuasive020

arguments (Breum et al., 2024), simulating multi-021

agent debates provides a quantitative approach to022

exploring how moral perspectives evolve and in-023

teract across different personas in various social024

dilemmas (Park et al., 2023; Mou et al., 2024).025

Existing research on multi-agent debate primar-026

ily aims to enhance the reasoning capabilities027

of single-agent prompting methods for QA tasks028

(Smit et al., 2023; Du et al., 2023; Liang et al.,029

2023; Chan et al., 2023). However, there is a no-030

table lack of studies exploring how multi-agent031

systems can simulate discussions among individu-032

als with diverse personas to navigate ethical dilem-033

mas where all choices hold value. Furthermore, it034

remains unclear how a model’s decisions evolve035

when engaged in multi-agent discussions.036

In this work, we investigate how aspects of an037

agent’s persona impact its win rate in various038

multi-agent debate settings. Building on existing039

moral dilemma datasets, we construct a comprehen-040

sive dataset of multiple-choice questions spanning 041

different dilemma types. Using this dataset, we 042

first examine whether and how an agent’s persona 043

influences its moral decisions in single-agent sce- 044

narios by measuring the agent’s confidence level. 045

We consider six persona dimensions: gender, age, 046

socioeconomic status, country, political ideology, 047

and personality. 048

We then extend our analysis to multi-agent de- 049

bate settings. In addition to exploring (1) the cor- 050

relation between an agent’s persona and its moral 051

decision-making as in single-agent experiments, 052

we also examine (2) how a model’s stance evolves 053

during a multi-agent discussion and (3) which de- 054

bate formats and interaction strategies most signifi- 055

cantly influence debate outcomes. 056

To systematically analyze these questions, we 057

employ the following metrics: confidence change 058

per agent, win rate per agent, consensus rate among 059

multiple agents, and the efficiency of reaching 060

agreement through discussions. Through this ex- 061

ploration, our project deepens the understanding 062

of persuasion dynamics in AI-driven debates and 063

provides insights for designing ethically aware AI 064

systems capable of engaging in reasoned discourse. 065

Our contributions are summarized below: 066

1. We construct a comprehensive moral dilemma 067

dataset of binary-choice questions covering 068

various dilemma types. 069

2. We analyze single-agent decision-making on 070

moral dilemmas across different personas. 071

3. We explore multi-agent debate settings and 072

analyze persuasion dynamics. 073

4. We introduce a complete set of metrics for 074

evaluating single-agent and multi-agent set- 075

tings. 076

2 Dataset 077

Persona Dataset In this work, we explore six 078

persona dimensions, each supported by psycholog- 079
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ical research for its connection to moral decision-080

making: sex (Hill et al., 2016; Rosen et al.,081

2016), age (Schipper and Koglin, 2021; McNair082

et al., 2019), socioeconomic status (Côté et al.,083

2013), country (Jin et al., 2024), political ideol-084

ogy (Hatemi et al., 2019), and personality (Pohling085

et al., 2016; Antes et al., 2007). The most straight-086

forward approach to creating such personas follows087

Zhou et al. (2023), where the model is directly088

prompted with specific characteristics and traits089

from each dimension. An example is provided in090

Appendix A. This method allows for fine-grained091

variations across each persona dimension. In con-092

trast, existing persona datasets provide more val-093

idated and various personas but lack this level of094

granular structured control (Ge et al., 2024; Li et al.,095

2023). We welcome any suggestions regarding096

persona dataset selection or collection.097

Moral Dilemma Dataset While previous re-098

search has introduced moral dilemma datasets099

(Forbes et al., 2020; Sachdeva and van Nuenen,100

2025), they often suffer from low quality and lack101

manual validation. In our project, we utilize Scru-102

ples (Lourie et al., 2021), a large-scale corpus of103

32,000 real-life ethical dilemmas with over 625,000104

community-annotated moral judgments, to study105

how people assess everyday ethical situations. We106

select controversial examples based on human an-107

notations and analyze how persona and external in-108

fluences affect LLMs’ moral decision-making com-109

pared to their original stances. For further details110

on our dataset, see Appendix B. We welcome any111

suggestions for selecting a suitable moral dilemma112

dataset.113

3 Decision Making of Single Agents114

We begin by examining the reasoning and moral115

values of individual agents in moral dilemmas. We116

assign personas to state-of-the-art LLMs, including117

both open- and closed-weight models, prompting118

them to make and justify moral decisions. Their119

responses will be assessed using quantitative met-120

rics (e.g., decision confidence, consistency in moral121

values across scenarios) and qualitative analysis of122

reasoning patterns. This foundation provides a cru-123

cial baseline for subsequent experiments, where124

we explore how assigned personas and external in-125

fluences shape moral decisions in both individual126

agents and multi-agent interactions.127

4 Decision Making of Multiple Agents 128

Building upon experiments on single agents with 129

assigned personas, we would also like to examine 130

multi-agents with assigned personas, where agents 131

are assigned different personas. Given this setup, 132

we would like to understand how diverse individu- 133

als interact to resolve ethical dilemmas and how the 134

debate influence their moral decision-making. We 135

will examine various multi-agent debate settings. 136

Specifically, we will examine how the number of 137

agents holding opposing views influence the de- 138

bate and the moral decision; we will examine how 139

assigning different sets of personas affects the de- 140

bate process and decision. We will use the Sotopia 141

framework to simulate the multi-agents debate on 142

moral dilemma (Zhou et al., 2023). 143

To comprehensively evaluate the multi-agent de- 144

bate, we propose the following metrics: 145

• Confidence Change (Implicit Metric): We 146

would like to track the change of the confi- 147

dence level of each agent throughout the de- 148

bate. This could be done through examining 149

the probabilistic distribution when generating 150

their decision. This metric could help mea- 151

sure how agents of different personas change, 152

adapt, or insist their opinions in the debate. 153

• Win Rate: This metric could be measured 154

through two ways: (1) frequency of the agent 155

successfully persuading other agents in the 156

debate; (2) frequency of the agents’ final deci- 157

sion aligning with the group of agents’ group 158

decision after the debate. This metric could 159

help assess how persuasive each agent is. 160

• Consensus Rate: This could be a binary met- 161

ric (yes/no) indicating whether a group of 162

agents reached consensus at the end of the de- 163

bate. This metric helps assess whether agents 164

with different personas could reach agreement 165

under moral dilemmas. 166

• Efficiency: This metric could help measure 167

how fast a group of agents with different per- 168

sonas could reach consensus. We could mea- 169

sure the number of rounds of interactions that 170

the agents have to reach consensus. 171
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A Additional Persona Dataset Details309

For example, a persona description could be: “You310

are Emma, a 35-year-old African American woman311

from the United States. You grew up in a middle-312

class household and now advocate for progressive313

policies as an active member of your local com-314

munity, reflecting your outgoing and empathetic315

personality.”316

B Additional Moral Dilemma Dataset317

Details318

The original Scruples dataset (Lourie et al., 2021)319

asked human annotators to select one of four op-320

tions for a given moral dilemma scenario sourced321

and adapted from the Reddit AITA thread:1 The au-322

thor is wrong, Others are wrong, Nobody is wrong,323

Everybody is wrong. We explore two approaches:324

(1) Presenting the same multiple-choice questions325

(MCQs) to LLMs. (2) Converting the scenarios326

into binary questions and having an LLM choose327

between them.328

1https://www.reddit.com/r/AmItheAsshole/
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