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Abstract

Nowadays, fake short videos have seriously001
affected people’s perception of news and situa-002
tional awareness of event development. Previ-003
ous work mainly focuses on the characteristics004
and dissemination of the news, and there is no005
in-depth mining of the social relationships and006
feature relationships of videos. This paper pro-007
poses a Multimodal Unified Social Hypergraph008
Contrastive Enhancement method (MUHC) for009
fake news videos detection. First, a unified so-010
cial hypergraph is innovatively established for011
the representation of potential relationships in012
short videos. Meanwhile, a multimodal con-013
trastive learning method for intra-modal and014
inter-modal relationships are designed to inte-015
grate different modalities. The above approach016
enhances data scalability while learning deeper017
about the potential relationships of the videos.018
Extensive experiments demonstrate that the019
method outperforms state-of-the-art on bench-020
mark dataset.1021

1 Introduction022

The emergence of social networks has not only023

brought about the convenience of communication024

and access to knowledge, but also resulted in an025

abundance of fake news, which has caused signifi-026

cant impacts in politics(Fisher et al., 2016), econ-027

omy(ElBoghdady, 2013), culture(Olan et al., 2024)028

and health(Chen et al., 2023). Nowadays, with the029

rise of short video platforms, the carrier of infor-030

mation exists not only in simple text, image, and031

audio, but in social relationships and user interac-032

tions, making the detection of fake news increas-033

ingly difficult(Comito et al., 2023). Therefore, it034

is urgent to design an automated fake news video035

detection method to decrease the negative impact.036

Existing multimodal fake news detection meth-037

ods are mainly classified into two aspects, social038

relationship-based(Shu et al., 2020) and semantic039

1Code will release if manuscript acceptable.

(a) (b) (c)

edge hyperedge corr link

Figure 1: Illustration of a) video potential relationship
graph, b) video potential relationship hypergraph and
c) unified social hypergraph. HINT: where corr link
connects event relationship. It can be clearly seen that
the unified social hypergraph can represent the same
video correlation using fewer edges.

feature-based(Wang et al., 2018). For the first stage, 040

social relationship is mainly represented between 041

different news through graph. In recent years, the 042

methods are mainly used to construct the propaga- 043

tion relationship graph through commenting and 044

retweeting mechanism(Cheng et al., 2021; Zhang 045

et al., 2023). Graph structure mining is performed 046

through GNN-based methods to accomplish the 047

node classification or graph classification tasks to 048

predict fake news. Further, related works focus on 049

the learning and mining of attribute graphs, fus- 050

ing graph and modal information for classification 051

tasks(Nguyen et al., 2020; Phan et al., 2023).For 052

the other stage, existing methods mainly rely on 053

extracting, fusing(Zhou et al., 2020; Nan et al., 054

2021), and enhancing different modal data(Zhu 055

et al., 2022; Qi et al., 2021). To avoid simple fea- 056

ture fusion engineering, some researchers perform 057

information integrity through fact checking(Vo and 058

Lee, 2018), reading interest(Wu et al., 2023), exter- 059

nal knowledge(Hu et al., 2021), etc. These methods 060

have been confirmed to achieve good results. 061

However, there are certain challenges in the 062

above works. For social relations, due to the dif- 063

ferent recommendation mechanisms, short video 064

data social relations are more complex. It is hard 065

to obtain the propagation relations of the videos 066
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in the same way as Twitter and Weibo. Therefore,067

the traditional cascade mining is difficult to obtain068

the complete short video relationships. Meanwhile,069

the more complex network structure provides chal-070

lenges for short video potential relationship mining,071

and it is difficult for traditional graph to mine the072

global information of the nodes, which restricts073

the learning of video potential relationships and074

styles. For the feature aspect, the above methods075

are overly dependent on external features, and the076

features of the video itself only remain in the work077

of extraction and splicing using pre-trained models,078

without aligning the relationships of the modali-079

ties. In addition, due to the specificity of the fake080

news detection, there is not enough labeled data081

for experimental analysis. Overall, the motivation082

lies in design a model that can both deeply mine083

large-scale video content features and extract video084

social relationship features.085

To solve the above issues, this paper de-086

signs a Multimodal Unified Social Hypergraph087

Contrastive Enhancement method (MUHC) for088

Fake News Video Detection. To address the first089

challenge, this paper designs a unified social hy-090

pergraph establishment method for short videos.091

Specifically, unlike propagation graph, this paper092

combining ordinary graph and hypergraph based093

on the similarity attributes and event attributes be-094

tween videos for representing the relationships095

between short videos. This approach can rep-096

resent social relationships with different graph097

structures more effectively and reduces the effect098

of redundant edges. For the second challenge,099

this paper designs a multimodal contrastive learn-100

ing method. Combining the unified social hyoer-101

graph constructed above, intra-modal is performed102

by data augmentation of different modal features,103

and then multimodal consistency alignment is per-104

formed for inter-modal features for inter-modal105

contrastive learning and network tuning. Finally,106

fine-tuning is performed to learn the video seman-107

tics based on the existing tags. Overall, the main108

contributions of this work are as follows.109

• Unified Social Potential Hypergraph. Based110

on video social relationships, a novelty uni-111

fied social potential hypergraph is built for112

addressing the shortcomings of graph struc-113

ture, and a more effective short video potential114

hypergraph representation is obtained.115

• Multimodal Contrastive Learning with Hy-116

pergraph. Combined with the above unified117

hypergraph, a multimodal contrastive learning 118

method is designed for intra-modal and inter- 119

modal feature alignment and enhancement, 120

and the self-supervised learning method lays 121

the foundation for the extension of unlabeled 122

datasets. 123

• Better Performance. Experimental results 124

show that the method proposed in this pa- 125

per outperform the existing fake news detec- 126

tion methods on the benchmark dataset and 127

achieves state-of-the-art. 128

2 Related Works 129

To understand the existing works, this section in- 130

vestigates the application of graph representation 131

learning and multimodal contrastive learning in 132

fake news detection. 133

2.1 Graph Representation Learning 134

Fake news detection methods based on graph repre- 135

sentation learning mainly focus on the propagation 136

structure. Vosoughi et al. explored the diffusion 137

patterns of information on Twitter, revealing that 138

misinformation tends to spread more extensively 139

than real news(Vosoughi et al., 2018). Zhou et al. 140

subsequently detailed the characteristics of how 141

fake news propagates(Zhou and Zafarani, 2019). 142

Moreover, the GCNFN model enhances comment 143

embedding by incorporating users’ profiles(Monti 144

et al., 2019), while the UPFD model considers 145

users’ past posts to reflect their inherent biases(Dou 146

et al., 2021). These approaches demonstrate robust 147

detection capabilities but require high-quality so- 148

cial network data. Furthermore, some researchers 149

have focused on leveraging graph-structured data. 150

Wang et al. introduced KMGCN, a framework that 151

employs graph convolution networks for extracting 152

textual features(Wang et al., 2020). Rosenfeld et 153

al. developed a Weisfeiler-Lehman graph kernel 154

that is independent of text, user, and time inputs, 155

illustrating that structural encoding of information 156

cascades can significantly aid in assessing the cred- 157

ibility of news(Rosenfeld et al., 2020). However, 158

the above methods can rely on relatively few fea- 159

tures, and the detection efficiency is lower than that 160

of multi-dimension feature methods. To mine the 161

potential social relationships of news, Qi et al. de- 162

signed a short video social graph characterization 163

method based on correlating with neighbors, which 164

achieved good results.(Qi et al., 2023b) But the 165

method is augmented by debunk videos, which is 166
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not able to achieve the purpose of early detection.167

In addition, inspired by hypergraphs(Feng et al.,168

2019; Gao et al., 2022), Sun et al. designed HG-169

SL for learning user spreading behavior(Sun et al.,170

2023), but still have problems.171

2.2 Multimodal Contrastive Learning172

Contrastive learning has been widely used in mul-173

timodal representation and learning(Qian et al.,174

2022). Radford et al. designed a text-175

image pre-training model using contrast learning,176

CLIP(Radford et al., 2021). Based on this, Zhou177

et al. proposed a CLIP-guided learning multi-178

modal fake news detection method for image-text179

consistency detection(Zhou et al., 2023). More-180

over, leveraging different contrastive properties,181

ALBEF(Li et al., 2021) introduced a strategy for182

mining hard negatives based on the distribution of183

contrastive similarities, while BLIP(Li et al., 2022)184

and VLMo(Bao et al., 2022) implemented a com-185

parable approach. To deepen the exploration of186

contrastive information, Chen et al. addressed the187

cross-modal ambiguity learning challenge from an188

information theory standpoint, adopting specific189

methods for detection depending on the ambigui-190

ties present across various modalities(Chen et al.,191

2022). Based on this, Wang et al. established a192

cross-modal contrastive learning fake news detec-193

tion method, which realized more accurate image-194

text alignment(Wang et al., 2023). However, the195

above method mainly focuses on the graphic do-196

main and mainly compares the traditional modali-197

ties with limited learnable features. To solve above198

problems, Yin et al. designed a contrast loss and199

graph autoencoder to effectively learn the poten-200

tial features of the propagation graph(Yin et al.,201

2024). However, it still did not solve the problem202

of contrast relationship between traditional modali-203

ties and social relation modalities.204

3 Paramilitary205

3.1 Problem Definition206

Definition 1 (Unified Hypergraph) We define207

the unified hypergraph U = (V, E) as an extended208

graph structure where V is the set of vertices and E209

is the set of edges. Each edge e ∈ E is a non-empty210

subset e ⊆ V such that |e| ≥ 2.211

Problem 1 (Unified Social Potential Hypergraph)212

Define the Unified Potential Relationship Hyper-213

graph as H = (V, E ,W,H), where V represents214

the nodes of the hypergraph. The hyperedges,215

E ⊆ P(V), represent the complex relation- 216

ships among videos and events, where P(V) 217

denotes the power set of V . The node attributes 218

X = x1, x2, ..., xN ∈ RN×D, describe the features 219

of the videos, with N being the number of 220

videos/nodes and D the dimension of the attribute 221

features. The adjacency matrix H ∈ N
|V|×|E| 222

represents the connectivity within the hypergraph, 223

reflecting the relationships among nodes. Further 224

details see section 4. 225

Problem 2 (Fake News Video Detection) The
video dataset is defined as V = {V1, V2, . . . , Vn},
where each Vi is a video instance. Each instance
Vi is modeled as a video potential relationship
processes. We aim to learn an self-supervised
function, g, defined as:

g : V → Y,

where V represents video instances with their 226

potential relationship processes and Y ∈ 227

{Fake,Real} denotes fake or real videos. 228

3.2 Video Unimodal Features Representations 229

Short videos have rich modalities, such as text, 230

audio, image and frame et al. In social networks, 231

short videos also have social contexts (which are 232

also named metadata), such as user information 233

and comments. 234

For modal extractions, this paper use pre-trained 235

models, and the specific extraction model is shown 236

in Figure 2(a). 237

4 Methodology 238

This section introduce the proposed method 239

MUGC in detail. As shown in Figure 2, we first 240

perform feature extraction and aggregation of dif- 241

ferent modalities of the video. After that, the uni- 242

fied social potential hypergraph is built based on 243

the video Social Link and Corr Link, and the hy- 244

pergraph structure is embedded with the represen- 245

tation. Furthermore, intra-modal and inter-modal 246

contrastive learning is performed on the represen- 247

tations to perform relevance enhancement of the 248

different features, with the pruning optimization of 249

network parameters. Finally, the network is tuned 250

by labeled data to complete the supervised fake 251

news video detection. The specific details and com- 252

putational process are shown below. 253

4.1 Video Feature Integration 254

There may be correlations between different 255

modals of short video. This subsection follows 256
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Figure 2: Framework of MUHC. The whole framework is divided into four modules.

the feature extraction method of Section 3.2, and257

expanded from co-attention(Lu et al., 2016) to a258

cross-modal transformer method. For consis-259

tency modeling for different modalities, which is260

used to learn the differences and correlations be-261

tween different modalities. The specific equation262

is eq(1).263

h̃x1, .... h̃xn = cross-modal-transformer{hx1, ..., hxn},
(1)264

where hx1, ..., hxn is the original representation of265

the different modes, h̃x1, .... h̃xn is the computed266

new representation with modal alignment. The267

specific combining method is shown in Fig. 2.268

After computation, the corresponding new269

modal information is aggregated using the trans-270

former to obtain the corresponding modal aggrega-271

tion representation as shown in equation 2.272

X = MEAN{h̃T , h̃O, h̃A, h̃I , h̃F , h̃M}, (2)273

where MEAN is an average computation based274

on the modal representation, which is computed275

and then passed into a modified MLP for vector276

representation and parameter augmentation.277

4.2 Unified Social Potential Hypergraph278

Construction279

In this section, this paper builds a special kind of hy-280

pergraph, Unified Hypergraph, for representation281

of different relations. For Social Link, hyperedge282

is used for the representation, and for Corr Link, 283

the ordinary graph edge is used. Finally the po- 284

tential hypergraph representation of short videos 285

with stronger performance combining the hyper- 286

edge and the ordinary edge is built. 287

4.2.1 Social Link 288

When a outbreak news appears, short video plat- 289

forms will have amount of videos of the same type 290

in a very short period of time, which is defined as 291

an event. Different videos in the same event are 292

fake and real, but generally there will be a strong 293

correlation. The correlation of the same event is 294

defined as a Social Link. We build a hypergraph 295

of the Social Link with hyperedges, where all the 296

video nodes of the same event are connected by a 297

single hyper edge. The set of these hyperedges is 298

defined as Es. Equation (3) indicates the method of 299

hypergraph building. 300


wc = copy (sigmoid (wc) ,Mc)

W = diag
(
w1

1, · · · ,wM1
1 , · · · ,w1

C , · · · ,w
MC
C

)
,

H′ = H′
1 ∥H′

2∥ · · · ∥H′
C

(3) 301

where wc ∈ R represent a hyperparameter and 302

all hyperedges within a specific hyperedge group 303

c. The sigmoid(·) function is used for element- 304

wise normalization. The representation wj = 305(
w1

C , · · · ,w
Mc
C

)
∈ RMc denotes the weight em- 306

bedding for hyperedge group c. The copy(a, b) 307

function generates a embedding of size b, with the 308
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value a replicated b times. The total number of309

hyperedges, M , is given by the sum M1 +M2 +310

· · · +Mc. The weight matrix W ∈ RM×M is di-311

agonal, with each diagonal entry Wii representing312

the weight of hyperedge ei. The incidence ma-313

trix H′ ∈ NN×M is formed by concatenating the314

incidence matrices of various hyperedge groups.315

4.2.2 Corr Link316

However, for the above hypergraph building317

method, events cannot be linked to each other.318

Therefore, we built Corr Link, which establishes319

a link based on the similarity between videos and320

videos, and is calculated using the Minkowski dis-321

tance formula, which is shown below:322

sim(vi, vj) = (

D∑
k=1

|xi,k − xj,k|D)1/D, (4)323

where xi,k,xj,k are representations of different324

videos.325

However, a huge number of correlation edges326

can be obtained through the equation. To ensure327

the stronger correlation between different videos,328

this paper ensures that each node can select at most329

K edges. The specific equation is as follows.330

Ew =
{
(vi, vj) | sim (vi, vj) in top-K of [sim (vi, vj)]

N
p=1

}
,

(5)331

where K is a trainable hyperparameter. Note that332

the following relationship ∀vi ∈ V holds.333

4.2.3 Unified Link Fusion334

Combining the hyperedges created above with or-335

dinary edges results in a newly defined Unified336

Hypergraph, and the set of edges can be denoted337

by H.338

H = (H′
1

∥∥H′
2

∥∥ · · · ∥H′
C)⊕ (A1 ∥A2∥ · · · ∥AC), (6)339

where H′
1 ∥H′

2∥ · · · ∥H′
C denotes hyperedges set.340

A1 ∥A2∥ · · · ∥AC denotes corr edges set.341

The graph is a special form of hypergraph, to342

better characterize the above graph structure, this343

paper introduces an iterative version of the hyper-344

graph convolution method, HGNN+, which can be345

efficiently fused for different nodes and hyperedges,346

and is calculated as follows.347

Xt+1 = σ
(
D−1/2

v HWDD−1
e H⊤D−1/2

v XtΘ
)
, (7)348

where parameter Θ is learnable. This filter Θ is349

used on the nodes of the hypergraph to extract fea-350

tures. and Dv is the diagonal matrix of degrees.351

After the above equations are calculated, a uni- 352

fied social potential hypergraph representation, 353

named hUG, can be obtained and used as input 354

for subsequent contrastive learning task. 355

4.3 Multimodal Hypergraph Contrastive 356

Learning with Pruning 357

4.3.1 Pruning 358

Data imbalance is a very important issue that af- 359

fects the performance of comparative learning. 360

Nowadays, there have been many works to solve 361

the problem of data imbalance(Jiang et al., 2021; 362

Frankle and Carbin, 2018). In this paper, we fol- 363

low a pruning method for data augmentation on 364

unbalanced data(Frankle and Carbin, 2018). 365

4.3.2 Intra-modal Contrastive Learning 366

Contrastive learning is an effective self-supervised 367

learning method, and this and the next subsub- 368

section will be devoted to the contrastive learn- 369

ing method used. Intra-modal contrastive learning 370

is mainly applied to the analysis of correlations 371

within similar modalities, where the original modal 372

features are compared with the pruning enhanced 373

features to calculate the contrast loss with the fol- 374

lowing equation: 375

Ltra = − log
∑

vi∈V

exp
[
sim

(
z̃i, z̃jp

)
/τtra

]∑2n
p=1 1[i ̸=p] exp [sim (z̃i, z̃pp) /τtra ]

,

(8) 376

where z̃,z̃p are the features before and after pruning. 377

τ is temperature which is a hyperparameter. 378

4.3.3 Inter-modal Contrastive Learning 379

Inter-modal contrastive learning is mainly used for 380

the comparison between the graph structure and 381

the features of the video itself for the alignment 382

between different modal data. All contrast losses 383

are calculated and summed to get the inter-modal 384

contrast loss. 385

Lter = −
∑
i

log
∑

vi∈V

exp
[
sim

(
z̃i, z̃j

)
/τter

]∑2n
p=1 1[i̸=p] exp [sim (z̃i, z̃p) /τter ]

.

(9) 386

4.3.4 Contrastive Loss Integration 387

To integrate contrast learning loss, a hyperparame- 388

ter λ is set for joint contrast loss to use for tuning 389

the network. 390

LCL = λLtra + (1− λ)Lter . (10) 391
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4.4 Fine-tuning392

To obtain the final model prediction structure, a393

fine-tune attribute graph classification method is394

designed in this paper. Both graph structure and395

feature representation are derived from the compar-396

ison learning trained structure, and a more robust397

loss function Focal is used for model training infer-398

ence and prediction.399

Lfocal = − 1

|Vl|
∑
i∈Vl

C∑
c=0

αcyic (1− ŷic)
γ log (ŷic) , (11)400

where α, γ are learnable hyperparameters.401

5 Experiments and Analysis402

In this section, we will design extensive experi-403

ments to measure the effectiveness of our proposed404

method MUGC. The following 3 research ques-405

tions are proposed for subsequent experimental in-406

vestigations.407

• RQ1. How does MUGC perform in the fake408

news video detection?409

• RQ2. What is the performance of the pro-410

posed unified hypergraph and contrastive411

learning method?412

• RQ3. What is the interpretability significance413

of the method proposed and why not use other414

modules to solve the task?415

5.1 Dataset416

Due to the lack of datasets, this paper adopts the417

only avaliable benchmark of short social network418

videos, FakeSV(Qi et al., 2023a). The dataset is419

obtained from Douyin and Kuaishou, which has420

a total of 738 events, 1827 real videos and 1827421

videos are fake. The video has semantic features422

such as original text, audio, and visual, and social423

features such as comment and user.424

5.2 Experiment Settings425

5.2.1 Metrics426

The experiments follow the criteria of benchmark427

dataset, also using 5-fold cross-validation with in-428

terval estimation. For the metrics, for fake news429

detection which is essentially a classification task,430

Accuracy, Recall, Precision, F1-score are used.431

5.2.2 Parameter Setups 432

The experiments in this paper use AMD Ryzen 433

Threadripper PRO 5995WX 64-Cores CPU and 434

NVIDIA RTX A6000 as the experimental environ- 435

ment, and the maximum memory usage for data 436

loading is 29G. textual feature extraction is per- 437

formed using BERT-base-uncased, and the batch 438

size is 64. Indicating that the features are 768, and 439

the K parameter of Corr Link is set to 10. Other 440

hyperparameters are analyzed in Appendix. 441

5.3 Baselines 442

In order to prove the superiority of the method, 443

some of the more advanced algorithms are com- 444

pared in terms of unimodal, multimodal and large 445

language models as follows: 446

5.3.1 Uni-modal 447

Traditional analytical methods mainly explore the 448

expressive unimodal features. This paper mainly 449

use BERT(Devlin et al., 2019), VGGish(Hershey 450

et al., 2017), VGG19(Simonyan and Zisserman, 451

2015), and C3D(Ji et al., 2013) to analyze the char- 452

acteristics of their respective modalities. In addi- 453

tion, Zhang et al. designed a news text detection 454

method for news content and comments unified 455

about emotions(Zhang et al., 2021). 456

5.3.2 Multi-modal 457

Existing multimodal methods mainly focus on text- 458

image methods, such as EANN(Wang et al., 2018), 459

and video semantic modal methods, such as Ser- 460

rano et al.(Serrano et al., 2020) and FANVM(Choi 461

and Ko, 2021). But there are fewer analysis that 462

have both semantic features and social features. 463

In this paper, we use the benchmark of FakeSV 464

dataset, SV-FEND, as a baseline to compare with 465

our proposed method(Qi et al., 2023a). 466

5.3.3 Large Language Model 467

With the development of the large language model, 468

it is more capable of giving more positively cor- 469

related responses to linguistic information. To ex- 470

plore the application ability of GPT for the task of 471

fake news detection, this paper designs the prompt 472

method and conducts experiments through the APIs 473

of GPT3.5-turbo (OpenAI, 2022) and GPT4.0- 474

turbo (OpenAI, 2023), respectively. For GPT3.5, 475

the text is inputted. For the corresponding multi- 476

modal large model of GPT4.0, the content of text 477

and video pumping frames are inputted to obtain 478

positive incentive feedback. 479
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Table 1: Experimental results of different methods. (Acc.: accuracy, Prec.: precision, Rec.: recall)

Method Acc. Prec. Rec. F1
Uni-modal Text(BERT) 77.14 ±2.75 77.18 ±2.73 77.12 ±2.72 77.10 ±2.76

Audio(VGGish) 66.78 ±1.29 67.10 ±1.20 66.74 ±1.26 66.58 ±1.34
Image(VGG19) 69.72 ±3.21 69.80 ±3.30 69.82 ±3.29 69.65 ±3.21

Video(C3D) 69.59 ±1.77 70.07 ±1.81 69.56 ±1.75 69.38 ±1.77
Text(Dual Emotion) 75.68 ±2.04 77.18 ±2.74 77.09 ±2.74 77.05 ±2.77

Multi-modal Serrano et al. 68.72 ±2.30 70.75 ±2.11 68.73 ±2.30 67.92 ±2.53
FANVM 76.39 ±1.14 75.41 ±1.54 73.73 ±1.24 74.19 ±1.18
EANN 77.87 ±2.03 77.91 ±2.02 77.87 ±2.02 77.86 ±2.03

SV-FEND 78.88 ±1.98 79.41 ±1.85 78.89 ±1.93 78.79 ±2.01
LLM GPT3.5-turbo 57.49 ±3.39 60.82 ±4.12 57.48 ±2.94 58.42 ±3.24

GPT4-turbo 65.05±1.98 66.02 ±2.13 65.05±2.16 65.31 ±2.06
MUHC(Ours) 89.82 ±1.33 89.96 ±1.91 89.82 ±1.81 89.80 ±1.27

Improve(%) 10.94 ↑ 10.55 ↑ 10.93 ↑ 11.01 ↑

5.4 Experiment Performance (RQ1)480

We completed the experiments with the above base-481

lines and our method separately and performed the482

interval estimation. The experimental results are483

shown in Table 1. In the following, we will analyze484

the experimental results in depth.485

Performance Analysis: The experimental results486

show that the experimental metrics of our method487

exceeds 89.5%, which is an improvement of 10%488

compared to the benchmark method. This result is489

compared with other unimodal, multimodal meth-490

ods. In terms of unimodal methods, it can be seen491

that the modality that determines whether a short492

video is real or fake is mainly text, which can ex-493

press more semantic than other features. In addi-494

tion, although the method Zhang et al. (2021) pro-495

posed combines the news text features with the sen-496

timent of the comments, it still does not have better497

results due to the semantic features. In terms of498

multi-modal methods, such as FANVM and EANN499

have a greater performance improvement than uni-500

modal methods, but they still have a certain gap501

with our benchmark. For the method proposed in502

this paper, the main reason is that it is able to en-503

hance the inter-modal features using contrastive504

learning while obtaining the features within the505

video modalities. Moreover, the short video social506

relationship mining innovatively proposed is able507

to better obtain the potential relationship between508

videos, which improves the feature mining ability.509

Compare with LLM: Due to the limitation of data510

and resources, the common method of applying511

LLM at this stage is mainly prompt without fine-512

tuning. However, the LLMs are mainly generative513

models, which cannot achieve better results in the514

classification task of learning features mentioned515

above. As a result, the general metrics of the LLM516

are very low. The future work can consider the en-517

hancement and expansion of the data to accomplish 518

the fine-tuning for large language models. 519

5.5 Ablation Studies (RQ2) 520

In this subsection, the Unified Social Potential Hy- 521

pergraph and the contrastive learning approach are 522

ablated and analyzed, respectively. Besides, the 523

practical implications of the above modules are 524

explained below. 525

5.5.1 Study on Unified Social Potential 526

Hypergraph 527

• w/o PH. the proposed unified social poten- 528

tial hypergraph is removed altogether, leaving 529

only the basic features of the video and com- 530

parative learning. 531

• w/o Social Link. remove the hyperedge mod- 532

ule and leave the PH module with only Corr 533

Link aka similarity module. 534

• w/o Corr Link. remove the similarity module 535

and leave only the hyperedge module. 536

Analysis: Experimental results can clearly prove 537

that the unified social potential hypergraph has very 538

important performance in fake news video detec- 539

tion based on social relationships. When all the 540

potential hypergraphs are removed, it can be seen 541

that the experimental metrics are reduced by about 542

1%, which is a significant difference. Additionally, 543

Social Link and Corr Link both show an overall 544

performance decrease of more than 1% when re- 545

moved. Furthermore, to demonstrate the advantage 546

of unified hypergraph performance, this experiment 547

compares the inference speed and performance of 548

general graph modeling. The results indicate that 549

the unified hypergraph has a slight improvement in 550

both inference speed and performance compared 551

to graph. 552
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Table 2: Ablation study on unified social potential hy-
pergraph(PH) and its various components. HINT: Time
is inference time.

Method Acc. Prec. Rec. F1 Time
Ours 89.83 89.97 89.91 89.91 1.0X

w/o PH 82.44 82.16 82.34 82.17 -
w/o Social Link 87.99 88.07 88.00 88.01 -
w/o Corr Link 88.84 88.80 88.88 88.85 -
w/o Hyperedge 89.14 89.36 89.22 89.22 0.8X

Table 3: Ablation result of Multimodal Hypergraph
Contrastive Enhancement

Method Acc. Prec. Rec. F1
Ours 89.82 89.96 89.82 89.80

w/o intra-modal 88.83 88.80 88.89 88.82
w/o inter-modal 87.84 87.89 87.86 87.87

5.5.2 Study on Contrastive Learning553

In this section we will analyze the multimodal554

contrastive learning methods. To prove that inter-555

modal and intra-modal methods are both effective,556

above modules are removed respectively, with the557

following details:558

• w/o intra-modal remove intra-modal con-559

trastive learning module, compute only the560

relationship between video features and hy-561

pergraph features.562

• w/o inter-modal remove inter-modal con-563

trastive learning module, only intra-modal re-564

lations are computed after data augmentation.565

Analysis: Two contrastive learning methods are566

removed separately and it can be seen that there567

is a certain decrease about 2% in metrics after re-568

moved. This indicates that contrastive learning can569

better learn the relationship and modalities. How-570

ever, it can be seen that in fact the metrics of con-571

trastive learning are not particularly significantly572

improved compared to the potential hypergraph.573

The main reason for proposing the method is to574

propose a self-supervised learning short video so-575

cial relationship detection mechanism. For unla-576

beled data, our proposed method can also enhance577

the performance through augmentation and com-578

parison. The method is not limited to the FakeSV579

dataset, but can be extended to other related fields580

as well in the future.581

5.6 Interpretability Studies (RQ3)582

The above experiments show that some of the fea-583

ture extraction techniques and methods used are584

might outdated, but the method is the best strategy585

Table 4: Result of module feasibility and interpretability
study. SVA. is F1-score of SV-FEND.

Method SVA. F1
Ours 78.88 89.80

w/ ResNet50 78.45 89.63
w/ ViT 78.46 89.74
w/ VST 78.12 89.06

obtained by combining the ROI analysis. In this 586

subsection, we will take the vision module as an 587

example to briefly analyze the performance metrics. 588

The experimental results are shown in Table 4. 589

For image, this paper selects ResNet(He et al., 590

2016) and ViT(Dosovitskiy et al., 2021) as fea- 591

ture extractors. Additionally, to demonstrate the 592

method’s validity, the video processing unit’s C3D 593

extracted content is replaced with Video Swin 594

Transformer(Liu et al., 2022). It can be seen that 595

the performance of the method in this paper slightly 596

surpasses newer methods. Moreover, methods such 597

as ViT and Video Swin Transformer have signifi- 598

cantly more parameters compared to VGG19. Con- 599

sidering the return on investment, the aforemen- 600

tioned methods are not suitable for this framework. 601

This proves that newer methods do not necessarily 602

lead to better results. 603

6 Conclusion 604

This paper explores the establishment of potential 605

relationships and the implementation of modal en- 606

hancement methods for short videos. Specifically, 607

this paper designs a multimodal fake news detec- 608

tion algorithm based on unified social hypergraph 609

enhancement. Separately, this paper proposes a po- 610

tential social relationship hypergraph establishment 611

without retweet information for short video social 612

relationship mining. Among them, a Social Link 613

building method based on hyperedge and a Corr 614

Link building method based on ordinary edge are 615

designed. The combination of both can be better 616

for the representation of the proposed relationship 617

hypergraph. Additionally, for multimodal data, we 618

propose an intra-modal and inter-modal contrastive 619

learning method for enhancing the relationships 620

between different modal features and facilitating 621

the extension to large-scale datasets. Experimental 622

results show that the detection method proposed in 623

this paper achieves sota results on the benchmark 624

dataset with good efficiency. 625
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Limitations626

The dataset available for this method is currently627

limited; When performing the design of potential628

hypergraphs, the data needs to be labeled and de-629

signed according to the method proposed. Besides,630

the method may not work best in the multimodal631

data aggregation module. This paper only provides632

a benchmark method for data mining in the corre-633

sponding scenario, and its metrics are not guaran-634

teed to be the highest. It should be noted that the635

feature extraction module of the method proposed636

in this paper can be discussed in depth, but it is not637

specifically built in this paper based on such task.638
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A Baseline Details898

A.1 Uni-Modal (5 Methods):899

• BERT (Devlin et al., 2019): applied for ana-900

lyzing textual data extracted from video titles901

and transcripts.902

• VGGish (Hershey et al., 2017): processes au-903

dio segments from videos to compute spectro-904

grams, crucial inputs for the VGGish model.905

• VGG19 (Simonyan and Zisserman, 2015):906

used to encode individual video frames, cap-907

turing intricate visual details essential for pre-908

cise video content analysis.909

• C3D (Ji et al., 2013): combined with an MLP910

layer for generating predictions, particularly911

effective in recognizing temporal patterns in912

video sequences.913

• Dual Emotion(Zhang et al., 2021): intro-914

duces dual emotion features to improve ex-915

isting fake news detection systems by distin-916

guishing between publisher and social emo-917

tions.918

A.2 Multi-Modal (4 Methods):919

• Serrano et al. 2020 extract TF-IDF features920

from video titles and the first 100 comments,921

employed in logistic regression and SVM clas-922

sifiers.923

• FANVM (Choi and Ko, 2021) aims to detect924

fake news videos across various topics, esti-925

mating topic distributions from video descrip-926

tions and comments.927

• EANN (Wang et al., 2018) detects fake news928

using both image and text data, leveraging929

an event adversarial neural network to learn930

invariant features across different events.931

• SV-FEND (Qi et al., 2023a) integrates multi-932

modal data using cross-modal transformers to933

capture correlations among text, audio, visual934

data, and social contextual features.935

A.3 Large Language Models (2 Methods):936

• GPT3.5-turbo(OpenAI, 2022) is an opti-937

mized iteration of the GPT-3.5 model, engi-938

neered to deliver rapid responses without com-939

promising text quality. Tailored for applica-940

tions needing real-time natural language pro-941

cessing, it reduces latency and computational942

demands through fine-tuned efficiencies.943

• GPT-4-turbo(OpenAI, 2023) expands on 944

GPT-3.5-turbo’s foundation by incorporat- 945

ing advanced training methodologies and a 946

broader dataset. This evolution enhances its 947

ability to produce nuanced and contextually 948

precise outputs, making it ideal for addressing 949

intricate conversational contexts and diverse 950

linguistic tasks. 951

B Hyperparameter Details 952

To identify the optimal combination of model hy- 953

perparameters, the hyperparameters of corr link, 954

feature dimension, contrastive learning, and prun- 955

ing are thoroughly examined. The specific results 956

are presented in Table 5. 957

To maximize potential relationship mining be- 958

tween videos, for selecting K for corr link, the 959

range of {1, 5, 10, 15, 20, 25} was considered in 960

this study, and it was found that the best perfor- 961

mance occurs at K = 10. To balance efficiency 962

and performance, feature dimension was analyzed, 963

with the range of {128, 256, 512, 768, 1024} cho- 964

sen. The best performance efficiency was observed 965

at D = 768. In multimodal contrastive learning, to 966

balance the weights of intra-modal and inter-modal 967

comparisons, the hyperparameter λ was examined, 968

and it was determined that λ = 0.4, indicating 969

the best performance is achieved when intra-modal 970

and inter-modal weights are balanced. During the 971

pruning process, to find the optimal pruning ratio, 972

the pruning ratio e was analyzed, and it was found 973

that good performance was achieved at e = 0.2. 974

Throughout the hyperparameter analysis, all con- 975

trol variables were maintained constant. 976

C Interpretability Note and Case Note 977

For relationships between videos, Qi et al. 2023b 978

have explored that establishing potential relation- 979

ships in the use of disinformation videos can help 980

in the detection of false short videos. However, 981

in daily life, it does not make sense to perform 982

the detection of fake short videos after obtaining a 983

debunk video. The importance of this work is to 984

quickly perform the detection of whether a short 985

video is fake or not based on the video features and 986

potential relationships through the key nodes of the 987

event outbreak without debunk. 988

In normal news outbreaks, most videos of the 989

same event are in the same category. This can be 990

very obvious in the FakeSV dataset, which is avail- 991

able at (Qi et al., 2023a) and will not be repeated 992
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Table 5: Hyperparameter Analysis Results

Hyperparameter Range Optimal Value
Corr Link K {1, 5, 10, 15, 20, 25} 10

Feature Dimension D {128, 256, 512, 768, 1024} 768
Contrastive Learning λ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} 0.4

Pruning Ratio e {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0} 0.2

here. Therefore, discovering the nature of short993

videos based on events is more representative than994

learning features based on single video relation-995

ships.996
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