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ABSTRACT

Large pre-trained Automatic Speech Recognition (ASR) models have begun to
perform better in low-resource languages due to the availability of data and trans-
fer learning. However, a few languages have sufficient resources to benefit from
transfer learning. This paper contributes to expanding speech recognition re-
sources for under-represented languages. We release two new datasets to the
research community: Lingala Read Speech Corpus consisting of 4 hours of la-
belled audio clips and Congolese Speech Radio Corpus containing 741 hours of
unlabeled audio in 4 major spoken languages in the Democratic Republic of the
Congo. Additionally, we obtain benchmark results for Congolese wav2vec2. We
observe an average decrease of 2% in WER when a Congolese multilingual pre-
trained model is used for finetuning on Lingala. Importantly, our study is the
first attempt towards benchmarking speech recognition systems for Lingala and
the first-ever multilingual model for 4 Congolese languages spoken by 65 million
people. Our data and models will be publicly available, and we hope they help
advance research in ASR for low-resource languages.

1 INTRODUCTION

Low-resource languages are an important and under-represented area in conversational Al. These
languages suffer from a serious lack of training data for speech recognition systems, mostly devel-
oped for high-resource languages like English.

Automatic speech recognition (ASR), considered one of the primary building blocks of Conver-
sational Al, uses training corpora created by researchers to construct acoustic models capable of
speech-to-text conversion. However, the development of speech recognition technology needs vast
datasets with annotations. Unfortunately, the languages spoken in Sub-Saharan Africa tend to fall
into the “low-resource” category, which, in contrast to “high-resource” languages, has fewer datasets
accessible. Transfer learning, or the transfer of representations gained on unrelated high-resource
languages, has not been studied for most low-resource languages (Barnard et al., 2010} Besacier
et al., 2014). Even with the assistance of transfer learning, labelled data are still required to con-
struct viable models (Kunze et al., [2017).

It is challenging to create high-quality ASR models for such a broad and varied array of languages.
For the development of high-quality ASR systems, many contemporary ASR models depend on vast
quantities of labelled data for each language. Such techniques are costly and not scalable, restricting
the use of ASR technology to a subset of languages and populations. In addition to these issues of
the availability of labelled data, Congolese languages E] confront several other issues that must be
addressed. Most of these languages have less digital content on the web, which pose obstacles to
adopting language models. Likewise, there are prospects from a united standpoint. As numerous
sources may be shared across different languages, the collection of unlabelled data for pre-training
may be accomplished collaboratively. A vastly overlapping phoneme inventory may be used to
construct multilingual models in which transfer learning is successfull (Javed et al.l 2021)).

'https://en.wikipedia.org/wiki/languages_of_Africa
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In this contribution, we report initial development work on a broadband automatic speech recogni-
tion (ASR) system for the Lingala language and build a multilingual acoustic model for Congolese
languages. As in (Doumbouya et al. [2021), we employ unsupervised speech representation learn-
ing to solve the data scarcity issue and confirm representations acquired from radio archives, which
are rich in many areas of the globe, which may be used for speech recognition in low-resource
conditions. In this regard, it is essential to notice recent research demonstrating the advantages of
unsupervised pretraining and multilingual fine-tuning for dramatically improving ASR quality for
low-resource languages (Baevski et al., [2020; Conneau et al., [2020). In particular, the Wav2Vec2.0
model has produced two significant outcomes for English ASR. First, SOTA outcomes are estab-
lished through an end-to-end DNN design that borrows the popular Transformer architecture from
NLP. In addition, pretraining on a large dataset decreases the labelled fine-tuning time from hun-
dreds of hours to a few hours or even tens of minutes. It is important to investigate if these results
from English ASR may be applied to Lingala ASR, considering the variety and aforementioned dif-
ficulties associated with Niger-Congo Bantu languages. Our objective is to answer the following
research questions:

* Can a model similar to Wav2Vec2.0 provide SOTA performance on existing benchmarks
for Lingala?

* Could extensive pretraining eliminate the requirement to gather vast quantities of labelled
data?

* Could pretraining a multilingual model spanning a few Congolese languages benefit these
related languages?

In our journey to answer these questions, we offer the following contributions:

* We assemble two novel datasets: The first is the Congolese Speech Radio Corpus, while
the second is the Lingala Read Speech Corpus. In the first dataset, we gather 741 hours of
raw audio data for pretraining across four languages from the Niger-Congo Bantu language
family, making it one of the biggest and most varied collections of Niger-congo B language
data. The second dataset is a preliminary attempt to produce linguistic resources for speech
recognition systems in Lingala, 4.35 hours of labelled data including a text corpus, a speech
corpus, a lexical dictionary, and a language model.

* We provide a baseline for the collected datasets: Starting with the Supervised Learn-
ing (SL) method, we perform contrastive studies against Self-Supervised Learning (SSL)
paradigms, particularly the Wav2Vec 2.0 model, and then we conduct extensive experimen-
tations to arrive at a training and decoding rule that is effective for the Lingala language.

* To the best of our knowledge, this is the first work carried out towards creating baselines
for Lingala and the only created multilingual acoustic model combining four Congolese
languages (i.e. Kikongo, Tshiluba, Lingala and Swabhili).

* To encourage further research in the field of underrepresented languages such as Niger-
Congo Bantu ASR, we will make all our artefacts available. This comprises (a) sources
of pretraining data as well as scripts for their collection and preprocessing, (b) pretraining,
finetuning, and decoding scripts, (c) language models, and (d) our top ASR models.

2 RELATED WORK

Previous work in Natural Language Processing has made it possible to gather data, construct mono-
lingual and multilingual ASR models, and push ASR research further for Niger-Congo Bantu lan-
guages.

The current state of speech datasets for African languages. Efforts have been made to com-
pile speech datasets in low-resource African languages. The Niger-Congo Bantu language fam-
ily have 8 documented dataset collection: Basaa, Myene, and Embosi (Adda et al.,|2016), |Godard
et al. (2017) collected speech corpus for a realistic language documentation process for Mboshi,
Oktem et al.| (2020) collected Congolese Swahili for developing humanitarian response against
Covid-19, |Doumbouya et al.| (2021)) collected the West African Virtual assistant speech recogni-
tion corpus for Maninka, Susu, and Pular. Ambharic, Swahili, and Wolof are only a few African



AfricaNLP workshop at ICLR2023

Table 1: Numbers of speakers, phonological features and orthographic conventions

Languages ISO Population Tones Diacratical Example
Lingala In 40M high,low Yes lelo “today’
Kongo/Kikongo kon 6.9M high,low Yes mbd ’to hit’
Congolese Swahili SwWC 11M high,low No mtoto ‘child’
Luba-Kasai/Tshiluba  lua ™ high,mid,low Yes kutdla ’finished’

languages for which open datasets are available (Abate et al.| [2005} |Gelas et al., [2012; |Gauthier
et al.,|2016a). Additionally, East African languages (Babirye et al., 2022)), as well as South African
languages (Badenhorst et al., [2011}; Dr et al., 2013 [de Wet et al., 2017), have been the focus of
several efforts. The open sourcing of some of these African datasets has been a driving force in ASR
research, as it encourages experimentation, training, and the development of better models. To this
end, we could identify a dataset (Conneau et al.l 2022) that included only one of the four Niger-
Congo B languages we focused on. However, the dataset was noisy and lacked curation, which
prevented further testing.

Utilizing “found” data, such as radio archives (Doumbouya et al.l[2021) investigated the use of
found data, including ASR data and radio broadcasting, for three Niger-Congo Bantu languages.
However, the data mostly included West African languages and did not include the central African
Niger-Congo Bantu languages. (Cooper;,2019) studied radio news and audiobooks for low-resource
language text-to-speech synthesis. However, the radio broadcast is good quality and in English, in-
stead of being noisy and having limited resources. Some research has focused on speech processing
using “found” data in Indian languages (Mendels et al.| | 2015} Baljekar et al., [2018; |Gupta et al.,
2021; Javed et al., [2021). None of these found data projects includes noisy radio data for low-
resource Niger-Congo languages in the Central African Regions.

Self-supervised speech representation learning Self-supervised speech representation learning ap-
proaches such as Wav2vec 2.0 aim to learn speech representation from unlabeled data to improve
accuracy on downstream tasks such as phoneme classification, speaker recognition, sentiment anal-
ysis, speech recognition, and phoneme recognition while using fewer training data points (Baevski
et al.| 2020; Ritchie et al.,[2022) This paper compares the multilingual Wav2vec 2.0 (XLS-R) large
model pre-trained on 128 languages - a large (436 thousands of hours) corpus (Babu et al.| [2021)
- to its counterpart trained on a small (741.5 hours) dataset of noisy radio broadcasting archives in
Central African languages for speech recognition on Niger-Congo B languages.

3 CONGOLESE LANGUAGES

There are more than 200 languages spoken in the Democratic Republic of the Congo (Eberhard
et al} [2021). The top four languages in terms of global use are Lingala, Kongo or Kikongo, Luba-
Kasai or Tshiluba and Congolese Swahili. These are Bantu languages, particularly a branch of the
Niger-Congo B language family. They employ prefixes, suffixes, and infixes to show grammatical
connections, have a sophisticated system of noun classes and verb conjugation, and also have a tonal
system, agglutinative morphology, Subject Verb Object word order, complex syllable structure, and
vowel harmony (Sene-Mongaba, 2015). All three languages in this study are written using the
standard 26 letters of the Latin alphabet, except for Lingala, which possesses two additional special
characters: the open vowels € and 2. Three languages may use diacritical marks to indicate certain
linguistic features, such as tone, vowel length, or emphasis. A summary of the number of speakers,
some phonological features and orthographic conventions used for the 4 languages are given in

4 DATA COLLECTION

In this research, we present two datasets: the Lingala Read Speech Corpus, which can be used to
create the large vocabulary supervised speech recognition module for different applications, and the
Congolese Radio Corpus, which is designed for unsupervised speech representation learning for
downstream tasks involving 4 Congolese languages.



AfricaNLP workshop at ICLR2023

Table 2: General characteristics of the Lingala Read Speech corpus

Subset Duration (hours) Utterances

Train 4 2465
Dev 0.2 204
Test 0.1 180
Total 4.3 2849

Table 3: The token counts for the two sets of text sources used to create the language models task.
LM, qu relate to texts originating from the transcript of the corpus, and LMjq,4. are texts from
additional online resources.

Language model Sentences No. of unique tokens

LMsmall 2557 3980
LMiarge 22 000 22261

4.1 LINGALA READ SPEECH CORPUS

Description The corpus contains a total of more than 4.3 hours of voice data. In order to al-
low future experimentation, we offer consistent training, development, and test divides. There is
no speaker overlap between the subgroups. All recordings utilise Waveform Audio File Format
(WAVE), and each file is encoded with a sample rate of 16 kHz and a single track (mono).

Collection of the dataset To create the Lingala Read Speech corpus, we utilised the Lig-Aikuma
app (Gauthier et al., 2016b) for speech recording. The software’s elicitation mode was used to
capture their readings of text scripts that had been tokenized at the sentence level. Numerous scholars
have utilized the Lig-Aikuma in their own similar works (Sikasote & Anastasopoulos,2021;|Blachon
et al., |2016; |Gauthier et al.,[2016c)).

Speakers Lingala Read Speech recording speakers were from Kinshasa. In all, there are 2849
recordings recorded by 32 distinct speakers (13 male and 19 female). The ability to speak and read
Lingala was a requirement for all speakers. Noting that the recordings in this corpus were not created
under perfectly controlled conditions. The speakers’ voices were recorded in a variety of conditions
and with a varied range of accents. Consequently, it is anticipated that some utterances will include
some ambient noise. This enables us to train and evaluate ASR systems in environments that more
closely mimic the real world than a studio setting.

Preprocessing All utterances were validated against the transcripts to ensure the accuracy of the
data. According to the utterances, the text was modified such that all numbers, dates, and times were
converted into their textual equivalents. We also used speaker ID to sort the recorded audio files into
groups based on the speaker. We also renamed all the audio files by appending the speaker ID to the
utterance IDs[Table 2] shows the distribution of the dataset.

Text sources The recorded phrases and sentences are drawn from a wide variety of Lingala lan-
guage sources, including Lingala literature. summarises the textual contributions to the
Lingala Read Speech corpus and the distribution of text used for language modelling tasks. Each
phrase ranges in length from one to twenty words.

Availability The corpus will be accessed at our GitHub project repository and will be shared with
the research community under a creative commons license.

4.2 CONGOLESE SPEECH RADIO CORPUS

Description There are 741 hours of audio clips in the Congolese Radio Corpus, with the longest
being 25 seconds long. These recordings were taken from the archives of four different broadcast
stations in the Democratic Republic of the Congo. News and Radio programmes are aired in many
Niger-Congo B languages, including Lingala, Tshiluba, Kikongo, and Congolese Swahili. There
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Table 4: The number of Congolese Speech Radio Corpus hours per language post preprocessing.

Language Radio archives(hours) Youtube (hours) \ Total(hours)
Lingala 187.6 86.4 274.1
Kikongo 174.4 - 174.4
Tshiluba 112.8 - 112.8
Congolese Swahili 191.1 - 191.1

may be a variety of sounds and music playing in the background and front of certain radio content.
Crawling the websites of the Radio archives (R.A) to get the URLs of audio recordings in 4 Con-
golese languages simplified the gathering procedure. We not only curated material from the radio’s
official website but also from YouTube clips that the stations had released underneath a Creative
Commons License. Although this drastically reduced the quantity of data we could gather, particu-
larly in the low-resource Niger-Congo language family, it was necessary to guarantee that we may
freely share the URLs with the scientific world, assuring the repeatability of our study.

Preprocessing The data was curated in the same way as in [8] after the URLs were bought to light.
To begin, we grabbed the audio clips from the websites of the various radio broadcasts; for those
files hosted on YouTube, we utilised the Youtube-dl libraryﬂ Secondly, the information was not
always mono channel, and the sampling frequency ranged from 8 kilohertz to 44 kilohertz since the
data was picked from various sources. We used the FFmpeg libraryﬂ to upsample/downsample the
data that was captured at a frequency less than/ higher than 16 kHz and then decrease the number
of audio channels to 1. Thirdly, we further improved the data by excluding extended periods of
quietness from the audio files using the Py-webrtcvad libraryﬂ a python interface to the widely used
WebRTC VAD(Voice Activity Detection) module built by Google. The VAD algorithm screens out
noise and lets us choose a harshness parameter (a number between 0 and 3), which determines how
strictly to apply the filter on speech (0 is the least aggressive about filtering out non-speech, and 3
is the most aggressive). Similar to the findings in (Javed et al., 2021), we found that changing this
value to 2 provided the best results for our data. Also, we utilised Waveform Amplitude Distribution
Analysis (WADA-SNR) (Kim & Stern) |2008) to exclude audio samples with a signal-to-noise ratio
(SNR) below 15 dB from our dataset. Using a sample of the audio files, a threshold was optimal.
Finally, we followed industry standards by chunking audio recordings to a maximum of 25 seconds
in length. summarises the data acquired in this way.

Availability The audio file URLs, as well as the scripts used to collect the data and clean it up, can
be accessed on the following linkE]

5 EXPERIMENTS

In this section, we describe the experiments to ascertain the usefulness of the two novel speech
corpus for ASR applications in supervised, weakly-supervised and self-supervised learning config-
urations.

5.1 SUPERVISED MODELS

The following experiment includes two supervised baseline models; These are traditional GMM-
HMM based followed by a Time-Delay neural network (T-DNN) model (Peddinti et al.,[2015)) and
the end-to-end architectural framework (Chang et al., 2020).

The T-DNN architecture consists of 4 hidden layers with layerwise temporal contexts of [-2,2],-1,2,-
3,3 and -7,2, utilising a P-norm input dimension of 3000 and a group size of 10. The architecture fol-
lows the implementation of Kaldi recipe (Povey et al.|[2011; Kimanuka & Biiyiik} 2018]). The Deep
Speech2-like architecture is an end-to-end sequence-to-sequence model with two primary neural
networks modules: N-blocks of Residual Convolutional Neural Networks (rCNNs) and combined

2https://github.com/tpikonen/youtube-dl

3https://ffmpeg.org/

*https://github.com/wiseman/py-webrtcvad
>https://github.com/ussenuk/Congolese_Wav2 Vec_datasets_experiment



AfricaNLP workshop at ICLR2023

M-blocks of Bidirectional Long Short Term Memory (BiLSTMs) and Bidirectional Gated Recurrent
Units (Bi-GRUs). The rCNNs function as feature extractors by translating speech into spectrograms,
while the combined BiLSTMs and BiGRUs serve as encoder and decoder. We adhere to the same
design as (Meyer, [2019). The final hidden state of the last Bi-GRU block is utilised to calculate the
attention weights and the context vector, concatenated with the BI-GRU output to serve as the final
outputs. These two supervised experiments implement the 4.3 hours of supervised Lingala Read
Speech corpus.

5.2 WEAKLY-SUPERVISED MODEL

The weakly-supervised Whisper model (Radford et al.l 2022)) is an encoder-decoder Transformer
with an end-to-end auto-regressive architecture. This model has been pre-trained using a total of
680 000 hours of supervised data from various languages and tasks. The encoder uses a pair of
convolution functions of GELU, the first of which has a filter width of 3 and an activation function of
GELU, and the second has a stride of 2. The encoder and decoder are architecturally identical, with
the same width and number of transformer blocks. The Whisper model was pre-trained in a weakly
supervised manner using varying sizes. We used the medium-sized model for this experiment and
performed supervised finetuning using the 4.3 hours of supervised Lingala Read Speech corpus.
Since Whisper models are pre-trained for multitasking, it is important to specify the task before
finetuning the operation. Hence we selected the “Transcribe task™ before finetuning.

5.3 SELF-SUPERVISED MODEL

Using the unlabelled audio data given in the Congolese Speech Radio corpus, we implemented the
pretraining of a self-supervised ASR model for Congolese languages. We strictly adhere to the
process outlined in (Baevski et al., 2020) for developing a self-supervised ASR system.

For this self-supervised experiment, we selected Wav2Vec2.0 architecture which is an end-to-end
model consisting primarily of a feature encoder for converting raw audio into a sequence of T latent
representations, a Transformer for learning contextualised representations for each of the T units
and a quantizer for discretizing the representations learned by the feature encoder. Training this
model involves masking some T input representations before passing them to the context network.
The quantizer’s inputs, however, are not masked since they constitute the target of the Self-learning
procedure. The objective is achieved by minimizing a contrastive loss between the context network’s
output and the quantized representation.

Pretraining a Wav2Vec2 model from scratch (Congolese Wav2vec / CdWav2Vec) We pre-train
only on the BASE model similar to that of [9], with 7 convolutional layers, 512 channels per model,
strides of (5,2,2,2,2,2), and kernel widths of (10,3,3,3,3,2,2). This BASE model comprises 12 trans-
former blocks, 768 model dimensions, 3072 FFN dimensions, and 8 attention heads. In the quan-
tization module of this design, we use G=2 (codebooks) with V=320 elements per codebook. We
have used the pre-trained checkpoint of the equivalent (BASE) English Wav2Vec 2.0 model to kick
off our pretraining process. We next use our carefully chosen data on the Congolese Speech Radio
archive dataset to further pre-train the model. Shorter audio clips of 15.6 seconds in length (256k
samples) are used in the BASE model. No changes are set to any of the hyperparameters from the
standard configuration of the Wav2Vec 2.0 source codeE]

Finetuning a Wav2Vec2 model We update all of the network parameters besides the convolutional
features encoder parameters during fine-tuning. In our finetuning experiment, we considered two
scenarios: (1) Finetuning the Congolese Wav2vec (CdWav2Vec) model pre-trained on the 4 Con-
golese languages(Transfer learning); (2) Finetuning multilingual XLSR-53 (Conneau et al.| [2020)
and XLS-R (Babu et al., [2021) model, which is also a Wav2Vec 2.0 based model trained on freely
accessible speech audio data in 53 and 128 languages respectively. We explored experiments on
the XLS-R-0.3B model with 600 million parameters. Both the fine-tuning experiments used the
supervised Lingala Read Speech corpus implemented using either the HuggingFace transformer li-
brary (Wolf et al., 2020) or the Fairseq toolkit (Ott et al., 2019). The hyperparameters used for
pretraining and finetuning are similar to the BASE model in (Baevski et al.| 2020).

Shttps://github.com/pytorch/fairseq/tree/master/examples/wav2vec#pretrained-models



AfricaNLP workshop at ICLR2023

Transfer learning From Congolese languages to Lingala From the Congolese Wav2Vec pre-
trained model, we tried implementing cross-lingual transfer learning in our quest to find a model
with improved performance. To do this, we finetuned the multilingual Congolese model pre-trained
on the 4 Congolese languages on our supervised Lingala Read Speech corpus using Adam optimizer,
with a learning rate of le-4 and a three-stage learning rate schedule for 80 000 steps.

6 RESULTS

The results of our experimental evaluation are summarised in[Table 5] The model with the best per-
formance was the CdWav2Vec multilingual model obtained by pretraining on the Congolese speech
radio corpus and then fine-tuning on the Lingala Read Speech corpus. We were able to get a WER
of 21.4% using this model. CdWav2Vec model consistently outperforms the data greedy end-to-end
architecture and the multilingual self-supervised XLS-R model with an exception on weak super-
vision ﬂ which tends to provide competitive results. Transferring learning from the multilingual
pre-trained CdWav2Vec model to the Lingala Read speech corpus means we obtained 2% relative
WER improvement over the multilingual XLS-R models. The improvement in the performance of
the CdWav2Vec model compared to the supervised models demonstrates the superior cross-lingual
transfer ability of multilingually pre-trained models over supervised (trained from scratch) models
in low resource scenarios cases from three Congolese languages to Lingala. These results indi-
cate that multilingual pre-trained models perform better in cross-lingual transfers than supervised
monolingual models.

6.1 IMPACT ON FINETUNING

Using checkpoints from monolingual and multilingual pretraining, we fine-tune 4.3 hours of Lingala
data. Even with a small amount of supervised data, Lingala benefits from multilingual pretraining.
demonstrates further that fine-tuning monolingual and multilingual pre-trained models re-
sulted in a 1% WER difference when decoding with or without a language model.

6.2 TEST SETS RESULTS

Next, we focused on the CdWav2Vec model and tested it on an out-of-domain TICO-19 test set,
which mostly consists of read speech Congolese Swabhili recorded from the Devset of the machine
translation benchmark for the COVID-19 domain (Anastasopoulos et al.,[2020). [Table 7jn the Ap-
pendix section shows that our CdWav2vec multilingual model outperforms an end-to-end model
pre-trained in English from (Oktem, 2021)

6.3 IMPACT OF CROSS-LINGUAL REPRESENTATIONS

It has been explained earlier that the first stage of the CdWav2vec model entails computing represen-
tations of audio frames from a learned codebook. All four languages are represented in the model
using the same codebook vectors. In the same attempt as (Gupta et al.l 2021), we try to answer
whether these codebooks are independent or shared across languages and the degree to which the
related languages share codebook entries increases with linguistic distance. To answer the question,
we created a plot which displays the quantized speech representations for all the languages in our
study. To do so, 200 samples are chosen randomly from each language for a grand total of 5 hours
of data. For the purpose of creating codebook vectors, we first run the audio through the feature
encoder and then through the quantizer. For each sequence, the quantizer module’s output vectors.
For each language, vectors are normalised to form V x G vectors of size, followed by K-means
clustering and principal component analysis to reduce the dimensions of these vectors (PCA). As
seen in Figure [T} groupings of languages most phonetically similar tend to cluster together. This
proves that multilingual pretraining may promote representation learning that is transferable across
linguistically related languages.

"It worth noting that The weakly supervised Whisper model contained the non-curated Lingala subset of
Fleurs dataset not considered in this study
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Figure 1: Quantized speech representation where 0:Kikongo, 1: Lingala, 2: Congolese Swahili and
3: Tshiluba)

Table 5: Results summary reporting the best performance of each model.

Model WER(%) CER(%)
Traditional Supervised ASR

GMM-HMM 39.9 15.9
T-DNN 334 134
End-to-End Supervised ASR

rCNN + BiLSTMs + BiGRUs 100 95
Weakly-supervised model

Whisper fine-tuned () 20.9 5.8
multilingual self-supervised models

XLSR-53 23.3 6.8
XLS-R-0.3B 25.8 7.0
CdWav2Vec 21.4 6.8
CdWav2Vec+ LMg i 19.1 -
CdWav2Vec+ LM;4rge 18.4 6.3

Table 6: Effect of multilingual and monolingual pretraining on WER

Pretraining Finetuning Decoding WER CER

monolingual Lingala Viterbi 22.1 6.8
multilingual Lingala Viterbi 214 6.8

7 CONCLUSION

Building speech recognition systems require very large datasets to train the models. We created two
novel datasets in this paper: a 4.3-hour labelled Lingala Read Speech Corpus for Lingala and a 741-
hour unlabeled Congolese Speech Radio Corpus for four major Congolese languages. We provide an
extensive evaluation using both supervised and self-supervised learning settings. Our experimental
results show the potential of multilingual pretraining approaches like wav2vec 2.0 for low-resource
Congolese languages. We created the first benchmark for speech recognition systems for the Lingala
language and the first-ever multilingual model for 4 major Congolese languages (CdWav2Vec). We
have answered research questions and provided a starting point for further research, and we will
publicly release the models and datasets to promote further speech technology research.
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A APPENDIX

Table 7: Additional experiments on Congolese Swahili test set

Pretraining Architecture pretraining Train/Finetuning WER
End-to-End (Oktem), [2021) AED English SWC TICO-19 18.3
CdWav2vec Wav2Vec 2.0  Congolese Radio Corpus SWC TICO-19 13.7
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