DP-MicroAdam: Private and Frugal Algorithm for Training and Fine-tuning

Machine learning models are often trained on sen-
sitive data. To mitigate privacy risks, Differential
Privacy (DP) has become the standard framework,
providing mathematical guarantees that the output
of an algorithm does not depend significantly on any
single data point. The most popular differentially
private algorithm is DP-SGD [1], which applies per-
sample gradient clipping, adds calibrated Gaussian
noise, and employs early stopping. Unfortunately,
ensuring strong privacy guarantees significantly de-
grades the utility of the trained model, especially
for private fine-tuning, where limited data am-
plifies the negative effects of noise and makes opti-
mization more difficult. DP training is computation-
ally demanding, sensitive to hyperparameter tuning,
memory intensive, and does not scale well with gra-
dient dimension, posing significant challenges when
applied to large models.

A promising approach to improve the privacy-
utility tradeoff is exploiting sparsity. Recently, DP-
BiTFiT [3] and SPARTA [2] showed that updating
only a small subset of parameters during fine-tuning
can improve model accuracy. Another natural idea is
to use Adam, which outperforms SGD in non-private
training. However, adding DP to Adam is challeng-
ing, as naive noise injection and clipping create an
additional bias that is hard to remove from Adam
updates even with de-biasing techniques [5], limiting
the accuracy of DP-Adam in practice.

MicroAdam [6] is a recent non-private optimizer
that reduces memory usage while maintaining con-
vergence guarantees. It incorporates four key mech-
anisms: top-k selection retaining only the largest 1%
of gradient components; error feedback to recover
lost information in the remaining gradients; quanti-
zation of the residuals; and a sliding window of sparse
gradients to reconstruct Adam’s moment estimates.

In this work, we propose DP-MicroAdam, mo-
tivated by the fact that MicroAdam fixes by design
several issues of DP-Adam regarding bias and com-
putational costs. We analyze the convergence of DP-
MicroAdam for stochastic non-convex optimization.
Our results show that it matches the optimal non-
private convergence rate of O(1/v/T), up to a con-
stant factor depending only on the gradient clip-
ping threshold and noise variance, thus achieving the
same theoretical guarantees as DP-SGD.

Beyond these theoretical guarantees, we empir-

ically evaluate the performance of DP-MicroAdam.
Interestingly enough, accuracy is largely unaffected
by the choice of clipping threshold in comparison to
DP-SGD, suggesting better robustness and reducing
the need for extensive tuning. Moreover, Adam’s
adaptive update rule allows the learning rate to re-
main constant throughout training, further simpli-
fying hyperparameter tuning. The top-k opera-
tor, which updates only the most significant entries,
further improves robustness under gradient clipping
and noise addition. In particular, the bias in DP-
Adam primarily affects small-magnitude components
[5], thus focusing on the largest components appears
to mitigate this issue, making de-biasing tech-
niques unnecessary.

We evaluate DP-MicroAdam on CIFAR-10 fol-
lowing the Wide-ResNet setup from [4], which inte-
grates group normalization, large batch sizes, weight
standardization, data augmentation, and parameter
averaging. In this setting, DP-MicroAdam outper-
forms the previously reported state-of-the-art for pri-
vate training on CIFAR-10, achieving 84.8% test
accuracy under (8,107%)-DP compared to the prior
best of 81.4%. These preliminary results demon-
strate that DP-MicroAdam combines strong theo-
retical guarantees with competitive empirical perfor-
mance.

We are currently extending our evaluation of DP-
MicroAdam to larger datasets such as ImageNet to
test its scalability, where we expect even stronger
gains. Ongoing work benchmarks the method on pri-
vate fine-tuning tasks, where sparsity and adaptive

updates are expected to provide the greatest bene-
fits.
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