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Abstract
Recent innovations in multimodal action mod-
els represent a promising direction for develop-
ing general-purpose agentic systems, combining
visual understanding, language comprehension,
and action generation. We introduce MultiNet
- a novel, fully open-source benchmark and sur-
rounding software ecosystem designed to rigor-
ously evaluate and adapt models across vision,
language, and action domains. We establish stan-
dardized evaluation protocols for assessing vision-
language models (VLMs) and vision-language-
action models (VLAs), and provide open source
software to download relevant data, models, and
evaluations. Additionally, we provide a composite
dataset with over a trillion tokens of image cap-
tioning, visual question answering, commonsense
reasoning, robotic control, digital game-play, sim-
ulated locomotion/manipulation, and many more
tasks. The MultiNet benchmark, framework,
toolkit, and evaluation harness have been used in
downstream research on the limitations of VLA
generalization.

1. Introduction
Recent advances in machine learning have demonstrated
the potential of large-scale models to exhibit broad general-
ization capabilities across diverse tasks. Vision-Language-
Action (VLA) models in particular have showcased impres-
sive abilities in grounding real-world actions with visual
perception and natural language understanding (Kim et al.,
2024) (Black et al., 2024) (Ichter et al., 2025). These mod-
els can interpret complex visual scenes, comprehend natu-
ral language commands, and generate appropriate control
sequences. Nevertheless, contemporary VLA models are
predominantly engineered for, and evaluated on, narrow
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domains such as robotic manipulation (Guruprasad et al.,
2024). Their efficacy on multifaceted vision-language un-
derstanding tasks or their capacity for broader generalization
remains largely unproven, a limitation potentially stemming
from training regimens that prioritize specific capabilities
over holistic, generalist behavior.

Developing functional agents capable of generalizing to a
broad set of action tasks necessitates training on vast, di-
verse datasets encompassing multiple modalities (vision,
language, control) and a wide array of task types. Such
agents must not only excel within individual modalities
but also seamlessly integrate information and execute ac-
tions across them, mirroring the multifaceted demands of
real-world scenarios (Guruprasad et al., 2025). Presently,
the community lacks a large-scale, open-source benchmark
specifically architect ed for the rigorous training and com-
prehensive evaluation of these ambitious generalist models.
Most benchmarks focus on narrow, very specific domains
and tasks, and are typically closed-source (White et al.,
2024) (Hendrycks et al., 2021b) (Liang et al., 2021) (Gul-
cehre et al., 2021) (Fu et al., 2021). This critical gap moti-
vates our work.

In this paper, we introduce the MultiNet ecosystem - a
comprehensive set of benchmarking software designed to
catalyze the development and evaluation of generalist action
models. Our contributions are multifaceted:

• A Large-Scale Generalist Dataset: Curation, stan-
dardization, and release of an extensive, open-source
dataset that amalgamates diverse data sources (vision,
language, and action) suitable for training and evaluat-
ing generalist models as seen in A.2.

• An Open-Source Data Curation SDK: Open-source
access to a software toolkit to facilitate easy access to
the consolidated dataset. This toolkit also standardizes
control data (Reinforcement Learning and Robotics
data) from a myriad of sources into a common, acces-
sible format.

• A Systematic Evaluation Harness: A standardized,
well-reasoned evaluation methodology including test
splits and carefully designed metrics as seen in A.3.
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Figure 1. Control represents the largest portion (58%) due to the
extensive OpenX-Embodiment collection, followed by Vision-
Language (29%) and Language (13%) datasets

This framework is specifically engineered to provide
easy access to the community to assess the generaliza-
tion capabilities of state-of-the-art Vision-Language
Models (VLMs) and Vision-Language-Action (VLA)
models across a spectrum of familiar and novel do-
mains, including real-world robotics tasks, and proce-
durally generated game environments.

• Open-source adaptations for SoTA VLA models and
VLMs: Open-sourced adaptations of SoTA VLMs and
VLAs, enabling them to operate effectively on the data
formats and diverse domains in MultiNet, even those
unseen during their original training, to further acceler-
ate progress toward building generalist AI systems.

• In-depth Experiments and Analysis: Utilization of
the MultiNet benchmark, framework, evaluation har-
ness, and model adaptations to obtain evaluations and
analysis of the performance of leading VLMs, VLAs,
and emerging generalist models.

Through MultiNet, we aim to provide the community with
the essential resources—datasets, tools, and standardized
evaluation protocols—to systematically compare different
approaches, gain deeper insights into the challenges and
opportunities in building generalist AI, and ultimately accel-
erate the development of truly general-purpose intelligent
systems.

2. A Large-scale Open-Source Generalist
Dataset

Through this work, we provide a comprehensive dataset col-
lection to facilitate the training and evaluation of generalist
AI models, and fully open-source easy access to it. Our
collection aggregates a diverse range of existing datasets,

encompassing various domains such as vision-language un-
derstanding, language processing, reinforcement learning,
and robotics. This collection provides a rich resource by
bringing together data across multiple domains, modalities
and tasks, aiming to support the development of more capa-
ble and versatile AI systems.

The collection includes a variety of datasets focused on dif-
ferent aspects of vision-language understanding: OBELICS
(Laurençon et al., 2023), an open web-scale dataset of 141
million interleaved image-text web pages, 353 million im-
ages, and 115 billion text tokens; DataComp-1B (Gadre
et al., 2023), a curated set of 1.4 billion image-text pairs;
COYO-700M (coy), containing 747 million image-alt-text
pairs with minimal filtering; MS-COCO Captions (Lin
et al., 2015), featuring 330,000 images each with 5 cap-
tions; Conceptual Captions (Sharma et al., 2018), consisting
of 3.3 million web-harvested images with filtered descrip-
tions; A-OKVQA, (Schwenk et al., 2022) with 24,903 ques-
tion/answer/rationale triplets requiring broad commonsense
knowledge; VQA-V2 (Goyal et al., 2017), offering 265,000
images with open-ended questions that demand understand-
ing of vision, language, and commonsense; Flickr30k (Plum-
mer et al., 2016), with 31,000 images paired with five
human-annotated sentences; TextVQA (Singh et al., 2019),
containing 45,336 questions on 28,408 images to assess
reading and reasoning about text within images; VizWiz
(Gurari et al., 2018), a collection of images taken by blind
individuals with associated questions; WinoGAViL (Bitton
et al., 2022), which tests vision-and-language commonsense
reasoning; ImageNet-R (Hendrycks et al., 2021a), featur-
ing artistic renditions of 200 ImageNet classes; ObjectNet
(Barbu et al., 2019), a real-world test set for object recogni-
tion with random backgrounds, rotations, and viewpoints;

Further enriching the collection are datasets focused on re-
inforcement learning, and robotics tasks: DM Lab (Beattie
et al., 2016), providing frames from the DeepMind Lab
environment annotated with agent-object distances; ALE
Atari (Bellemare et al., 2013), with 57 Atari 2600 game
environments and 500,000 interactions per game; BabyAI
(Chevalier-Boisvert et al., 2019), a platform with 19 diffi-
culty levels and 100,000 episodes for grounded language
learning ; MuJoCo (Todorov et al., 2012), a benchmark
suite of 11 continuous control tasks with 10,000 episodes
per environment; DM Control Suite (Tassa et al., 2018),
offering standardized continuous control environments; V-
D4RL (Lu et al., 2023), a benchmark for continuous con-
trol from visual observations of DM Control Suite tasks ;
Meta-World (Yu et al., 2021), providing the MT50 bench-
mark with 50 diverse robot manipulation tasks and 10,000
episodes per environment; Procgen (Cobbe et al., 2020),
OpenAI’s suite of 16 procedurally generated game-like envi-
ronments; OpenX-Embodiment (Collaboration et al., 2023),
the largest open-source real robot dataset with over 1 mil-
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lion trajectories from 22 embodiments; and LocoMuJoCo
(Al-Hafez et al., 2023), an imitation learning benchmark for
locomotion using real noisy motion capture data.

The consolidated set also incorporates datasets that can help
train and evaluate systems on advanced language capabili-
ties: Fineweb-edu (Penedo et al., 2024), providing 1.3 tril-
lion tokens of educational content filtered from the FineWeb
dataset; HellaSwag (Zellers et al., 2019), comprising 70,000
multiple-choice questions for commonsense natural lan-
guage inference; ARC (AI2 Reasoning Challenge)(Clark
et al., 2018), providing science exam questions from grades
3-9; CommonsenseQA (Talmor et al., 2019), containing
12,247 multiple-choice questions requiring general world
knowledge; and MMLU (Hendrycks et al., 2021b), a bench-
mark evaluating language models across 57 subjects with
approximately 16,000 multiple-choice questions;

3. Open-Source Dataset SDK
Our open-source codebase 1 allows for the seamless down-
load of any or all datasets in our collection, along with a
toolkit for standardizing robotics and reinforcement learning
data. Addressing the common issues of outdated formats,
poor maintenance, and accessibility challenges found in
many existing control datasets, our toolkit provides stable
access methods for diverse RL and robotics datasets, con-
verts control data of various data formats into a unified Ten-
sorFlow dataset format, and enables straightforward local
storage and usage for training, fine-tuning, and evaluation.

4. Evaluation Harness and Metric Suite
To ensure the integrity of pre-training and fine-tuning pro-
cesses, we introduce systematic test splits for the datasets
within our collection as a part of our evaluation harness.
These curated splits prevent data contamination and estab-
lish a reliable foundation for benchmarking, further enhanc-
ing the utility of MultiNet in advancing multimodal AI
research.

We also introduce a carefully designed evaluation metrics
suite to evaluate the generalization capabilities of SoTA
VLMs and VLAs and capture their performance in a fair,
quantifiable manner. This suite includes metrics such as
Mean Squared Error, Brier Mean Absolute Error (Brier,
1950), Precision, Recall, F1 scores, Invalid output percent-
age to understand the performance of these models on expert
offline trajectories of Reinforcement Learning and Robotics
data. For multimodal understanding and generation capa-
bilities, the evaluation suite includes metrics such as CIDEr
(Vedantam et al., 2015) to evaluate image captioning and
image-based text retrieval, VQA accuracy for visual ques-

1https://github.com/ManifoldRG/MultiNet

tion answering, Recall@K for image understanding and
text-based image retrieval, and Accuracy for commonsense
reasoning and text understanding.

By making the test splits and implementation of evaluation
metrics Open-Source we hope to enable the community
to conduct evaluations of the generalization capabilities of
VLMs and VLAs, understand the gaps in the path toward
building generalist AI systems, and push the field forward.

5. An Open-Source Universal Prompting
Framework to Adapt VLMs

Figure 2. GenESIS is a modular framework that efficiently inte-
grates diverse AI models and datasets into benchmark projects
without disrupting existing components.

We introduce GenESIS 2 seen in Fig 2, a fully open-source,
modular framework designed to streamline the integration
of diverse VLMs across a multitude of tasks and datasets.
GenESIS enables the efficient addition of new models and
datasets to the MultiNet benchmark without disrupting exist-
ing components. It primarily helps adapt VLMs to datasets
with output formats that differ from their training data. It
maximizes scalability and engineering efficiency through
the following core principles:

Interchangeability: Models and datasets are designed to be
mutually supportive and easily swappable, facilitating rapid
experimentation and evaluation.

Abstraction: Common architectural patterns and logic are
shared across modules, simplifying development, under-
standing, and testing. Base module classes significantly
advance this principle by providing a standardized founda-
tion for new components.

Encapsulation: Developers can focus on their specific
model or dataset without requiring deep knowledge of unre-
lated modules, promoting modular development and reduc-
ing cognitive overhead.

Prompt Engineering Framework: A crucial intermedi-
ary that translates data of different domains (in this effort,

2https://github.com/ManifoldRG/MultiNet/tree/main/src/modules
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robotics data) into a rich, structured textual representation,
priming the VLM for analyzable outputs.

The GenESIS framework comprises the following key ele-
ments:

System-Level Instructions: Defines the overall goal, infer-
ence constraints, and the nature of the interaction (e.g., a
simulated environment or robotics embodiment, etc.).

Task and Environment Context: Provides explicit descrip-
tions of the specific task, its rules, and relevant environment
details.

Multimodal Input Integration: Integrates visual obser-
vations within the prompt structure, enabling the VLM to
contextualize its actions based on visual input.

Action Space Definition: Specifies the available actions,
their format, and their corresponding verbal descriptions,
ensuring clarity in the model’s decision-making process.

Output Instructions: Defines the precise output structure,
enabling the model to handle the complexity of generating
outputs of very specific formats.

6. Open-Source Architectural and Post
Processing Adaptations for SoTA VLA
Models

Additionally, as part of MultiNet, we provide a set of SoTA
VLA and VLM models that have been adapted to a vari-
ety of OOD domains, modalities, environments, and tasks.
These adaptations involved processing model inputs and
outputs, architectural changes, and inference pipelines to
handle the specific structural and statistical characteristics of
domains such as offline robotics embodiment datasets and
procedurally generated discrete action environments. Our
approach emphasizes modular, reusable, and Open-Source
adaptations, enabling broader application and benchmarking
of VLAs beyond their original training regimes.

JAT To adapt HuggingFace’s JAT model (Gallouédec et al.,
2024) to offline trajectories of robotics embodiment datasets,
the inputs to the model were configured by pre-processing
input image observations and concatenating floating-point
observations into a singular tensor.

OpenVLA To adapt OpenVLA to offline trajectories of
robotics embodiment datasets, the setup centered on stan-
dardizing gripper commands and managing action space
compatibility. When adapted to procedurally generated,
open-ended discrete action environments, the autoregressive
step of the model was restricted to one for predicting single-
dimensional action vectors. The generated actions were
then unnormalized using statistical data derived from the
complete Procgen subdataset. Finally, these unnormalized
actions were rounded to obtain discrete action values. For

evaluation, logits were extracted from the Llama 2 backbone
(Touvron et al., 2023), and probabilities were calculated.
These probabilities were subsequently grouped by their as-
sociated integer action classes using cached mappings from
Llama vocabulary tokens to Procgen integer actions.

Pi0 Base: To adapt the Pi0 Base model to procedurally
generated discrete action environments, the action horizon
was configured to a single timestep. The adaptation involved
flow matching denoising over ten steps, utilizing a default
action dimension of 32. The first dimension of the action
output was selected, unnormalized using Procgen statistics,
and then discretized by rounding to the nearest integer.

Pi0 Fast: To adapt the Pi0 Fast model to procedurally gen-
erated discrete action environments, the action horizon was
set to one and autoregressive decoding was limited to four
tokens. Probabilities were computed by mapping the back-
bone Paligemma (Beyer et al., 2024) token IDs to Procgen
actions. To mitigate its comparatively slower inference
speed (approximately 10 times slower than OpenVLA), em-
beddings for static zero-images were cached after SigLIP
(Zhai et al., 2023) processing, which is the vision encoder
model in the backbone. This optimization resulted in a
doubling of the inference speed for Pi0 Fast.

7. Research Results Using our Open-Source
MultiNet Framework

Our MultiNet framework was utilized to evaluate how SoTA
VLMs, VLAs, and generalist models generalize to OOD
data. The results show consistent failures to generalize to
complex robotics and simulated digital action environments.
Significant performance gaps highlight the importance of
adaptable and platform-agnostic models. Factors such as
training data distributions, architectural decisions, and pro-
cessing techniques strongly influence the outcomes and lead
to distinct behaviors in performance. We include some im-
portant results from these experiments in A.4 and A.5.

8. Conclusion
The MultiNet Benchmark, Framework, Toolkit, and Eval-
uation Harness are an early step towards the development
of next-generation generalist AI systems. MultiNet and its
associated tools are openly available, with the intention of
empowering the broader research community, enhance re-
producibility, and accelerate the collective pursuit of more
capable and powerful generalist agents. We detail in future
steps in A.1

Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
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consequences of our work, none which we feel must be
specifically highlighted here.
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Penedo, G., Kydlı́ček, H., allal, L. B., Lozhkov, A., Mitchell,
M., Raffel, C., Werra, L. V., and Wolf, T. The fineweb
datasets: Decanting the web for the finest text data
at scale, 2024. URL https://arxiv.org/abs/
2406.17557.

Plummer, B. A., Wang, L., Cervantes, C. M., Caicedo,
J. C., Hockenmaier, J., and Lazebnik, S. Flickr30k en-
tities: Collecting region-to-phrase correspondences for
richer image-to-sentence models, 2016. URL https:
//arxiv.org/abs/1505.04870.

Schwenk, D., Khandelwal, A., Clark, C., Marino, K., and
Mottaghi, R. A-okvqa: A benchmark for visual question
answering using world knowledge, 2022. URL https:
//arxiv.org/abs/2206.01718.

Sharma, P., Ding, N., Goodman, S., and Soricut, R. Con-
ceptual captions: A cleaned, hypernymed, image alt-text
dataset for automatic image captioning. In Gurevych,
I. and Miyao, Y. (eds.), Proceedings of the 56th An-
nual Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pp. 2556–2565, Mel-
bourne, Australia, July 2018. Association for Computa-
tional Linguistics. doi: 10.18653/v1/P18-1238. URL
https://aclanthology.org/P18-1238.

Singh, A., Natarjan, V., Shah, M., Jiang, Y., Chen, X.,
Parikh, D., and Rohrbach, M. Towards vqa models that
can read. In Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pp. 8317–8326,
2019.

Talmor, A., Herzig, J., Lourie, N., and Berant, J. Com-
monsenseqa: A question answering challenge target-
ing commonsense knowledge, 2019. URL https:
//arxiv.org/abs/1811.00937.

Tassa, Y., Doron, Y., Muldal, A., Erez, T., Li, Y.,
de Las Casas, D., Budden, D., Abdolmaleki, A., Merel, J.,
Lefrancq, A., Lillicrap, T., and Riedmiller, M. Deepmind

control suite, 2018. URL https://arxiv.org/
abs/1801.00690.

Todorov, E., Erez, T., and Tassa, Y. Mujoco: A physics
engine for model-based control. In 2012 IEEE/RSJ Inter-
national Conference on Intelligent Robots and Systems,
pp. 5026–5033, 2012. doi: 10.1109/IROS.2012.6386109.

Touvron, H., Martin, L., Stone, K., Albert, P., Almahairi,
A., Babaei, Y., Bashlykov, N., Batra, S., Bhargava, P.,
Bhosale, S., Bikel, D., Blecher, L., Ferrer, C. C., Chen,
M., Cucurull, G., Esiobu, D., Fernandes, J., Fu, J., Fu, W.,
Fuller, B., Gao, C., Goswami, V., Goyal, N., Hartshorn,
A., Hosseini, S., Hou, R., Inan, H., Kardas, M., Kerkez,
V., Khabsa, M., Kloumann, I., Korenev, A., Koura, P. S.,
Lachaux, M.-A., Lavril, T., Lee, J., Liskovich, D., Lu, Y.,
Mao, Y., Martinet, X., Mihaylov, T., Mishra, P., Moly-
bog, I., Nie, Y., Poulton, A., Reizenstein, J., Rungta, R.,
Saladi, K., Schelten, A., Silva, R., Smith, E. M., Subra-
manian, R., Tan, X. E., Tang, B., Taylor, R., Williams,
A., Kuan, J. X., Xu, P., Yan, Z., Zarov, I., Zhang, Y.,
Fan, A., Kambadur, M., Narang, S., Rodriguez, A., Sto-
jnic, R., Edunov, S., and Scialom, T. Llama 2: Open
foundation and fine-tuned chat models, 2023. URL
https://arxiv.org/abs/2307.09288.

Vedantam, R., Zitnick, C. L., and Parikh, D. Cider:
Consensus-based image description evaluation, 2015.
URL https://arxiv.org/abs/1411.5726.

White, C., Dooley, S., Roberts, M., Pal, A., Feuer, B., Jain,
S., Shwartz-Ziv, R., Jain, N., Saifullah, K., Naidu, S.,
Hegde, C., LeCun, Y., Goldstein, T., Neiswanger, W., and
Goldblum, M. Livebench: A challenging, contamination-
free llm benchmark, 2024. URL https://arxiv.
org/abs/2406.19314.

Yu, T., Quillen, D., He, Z., Julian, R., Narayan, A., Shively,
H., Bellathur, A., Hausman, K., Finn, C., and Levine, S.
Meta-world: A benchmark and evaluation for multi-task
and meta reinforcement learning, 2021. URL https:
//arxiv.org/abs/1910.10897.

Zellers, R., Holtzman, A., Bisk, Y., Farhadi, A., and
Choi, Y. Hellaswag: Can a machine really finish your
sentence?, 2019. URL https://arxiv.org/abs/
1905.07830.

Zhai, X., Mustafa, B., Kolesnikov, A., and Beyer, L. Sig-
moid loss for language image pre-training, 2023. URL
https://arxiv.org/abs/2303.15343.

7

https://arxiv.org/abs/2107.07502
https://arxiv.org/abs/1405.0312
https://arxiv.org/abs/1405.0312
https://arxiv.org/abs/2206.04779
https://arxiv.org/abs/2206.04779
https://arxiv.org/abs/2406.17557
https://arxiv.org/abs/2406.17557
https://arxiv.org/abs/1505.04870
https://arxiv.org/abs/1505.04870
https://arxiv.org/abs/2206.01718
https://arxiv.org/abs/2206.01718
https://aclanthology.org/P18-1238
https://arxiv.org/abs/1811.00937
https://arxiv.org/abs/1811.00937
https://arxiv.org/abs/1801.00690
https://arxiv.org/abs/1801.00690
https://arxiv.org/abs/2307.09288
https://arxiv.org/abs/1411.5726
https://arxiv.org/abs/2406.19314
https://arxiv.org/abs/2406.19314
https://arxiv.org/abs/1910.10897
https://arxiv.org/abs/1910.10897
https://arxiv.org/abs/1905.07830
https://arxiv.org/abs/1905.07830
https://arxiv.org/abs/2303.15343


MultiNet: An Open-Source Software Toolkit & Benchmark Suite for the Evaluation and Adaptation of Multimodal Action Models

A. Appendix
A.1. Future directions for MultiNet

• Comprehensive Modality Analysis: We will systematically investigate the interplay between control-task training
and the emergent vision-language capabilities within Vision-Language Agents (VLAs). This exploration is critical for
understanding architectural trade-offs and guiding the design of truly versatile, multi-modal generalist models.

• Expanded Evaluation Horizons: To rigorously assess and push the boundaries of generalization, MultiNet will
integrate a more diverse array of control tasks, extending beyond current benchmarks like OpenX-Embodiment and
Procgen. This expansion will allow for a thorough examination of model performance in entirely novel environments,
pinpointing architectural bottlenecks and the frontiers of current generalization capabilities.

• Advanced Transfer Learning Paradigms: Our research will move beyond zero-shot evaluations to explore the
efficacy of few-shot learning and fine-tuning strategies. A key focus will be on transferring learned skills to disparate
domains, including complex software environments, thereby deepening our understanding of how to cultivate truly
transferable representations across both embodied and digital tasks.

• An Evolving Open-Source Simulation Benchmark: We are actively working to transform MultiNet from its current
offline evaluation framework into a dynamic, interactive, and open-source online benchmark. This will be powered
by sophisticated world models underpinning state-of-the-art 2D and 3D simulation environments, enabling real-time
assessment of agent capabilities in responsive and evolving settings. This open benchmark will serve as a community
resource for robust and continuous evaluation.

• Cultivating Multi-Domain Expertise: A crucial research thrust involves developing advanced cross-domain adaptation
mechanisms. The goal is to enable AI agents to seamlessly transfer and apply knowledge across a wide spectrum of
environmental contexts, from robotic manipulation and navigation to software interaction and gameplay in diverse
virtual worlds.
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A.2. Dataset Spec

Table 1. Overview of Datasets

DATASET DESCRIPTION / TASK TYPE CATEGORY
OBELICS INTERLEAVED IMAGE-TEXT VISION-LANGUAGE
COYO-700M IMAGE-TEXT PAIRS VISION-LANGUAGE
MS COCO OBJECT DETECTION, SEGMENTATION, KEY-POINT DETECTION, CAPTIONING VISION-LANGUAGE
CONCEPTUAL CAPTIONS IMAGE CAPTIONING VISION-LANGUAGE
A-OKVQA VISUAL QUESTION ANSWERING VISION-LANGUAGE
VQA-V2 VISUAL QUESTION ANSWERING VISION-LANGUAGE
DATACOMP-1B IMAGE-TEXT PAIRS VISION-LANGUAGE
FLICKR30K IMAGE CAPTIONING VISION-LANGUAGE
TEXTVQA VISUAL QUESTION ANSWERING VISION-LANGUAGE
VIZWIZ VISUAL QUESTION ANSWERING VISION-LANGUAGE
WINOGAVIL VISION-BASED COMMONSENSE REASONING VISION-LANGUAGE
IMAGENET-R IMAGE-TEXT PAIRS VISION-LANGUAGE
OBJECTNET IMAGE-TEXT PAIRS VISION-LANGUAGE
FINEWEB-EDU HIGH QUALITY TEXT CORPUS LANGUAGE
HELLASWAG COMMONSENSE REASONING LANGUAGE
ARC COMPLEX REASONING AND KNOWLEDGE APPLICATION LANGUAGE
COMMONSENSEQA COMMONSENSE REASONING LANGUAGE
MMLU KNOWLEDGE-INTENSIVE QUESTION ANSWERING LANGUAGE
DM LAB TEACH RL AGENTS 3D VISION (NAVIGATION-BASED CONTROL) CONTROL
DM CONTROL SUITE PHYSICS-BASED SIMULATION ENVIRONMENTS (LOCOMOTION-BASED CONTROL) CONTROL
ALE ATARI ATARI GAMES (GAME-BASED CONTROL) CONTROL
BABY AI LANGUAGE-GROUNDED NAVIGATION (NAVIGATION-BASED CONTROL) CONTROL
MUJOCO MULTI-JOINT DYNAMICS (LOCOMOTION-BASED CONTROL) CONTROL
META-WORLD META-RL AND MULTI-TASK LEARNING (MANIPULATION-BASED CONTROL) CONTROL
V-D4RL PIXEL-BASED ANALOGUES OF DM CONTROL SUITE (LOCOMOTION-BASED CONTROL) CONTROL
PROCGEN PROCEDURALLY GENERATED ATARI-LIKE ENVIRONMENTS (GAME-BASED CONTROL) CONTROL
OPEN X EMBODIMENT REAL-WORLD ROBOTICS TASKS (MANIPULATION & LOCOMOTION CONTROL) CONTROL
LOCOMUJOCO IMITATION LEARNING FOR LOCOMOTION (LOCOMOTION-BASED CONTROL) CONTROL

A.3. MultiNet Benchmark Metrics

Table 2. MultiNet Benchmark metrics & categories

METRIC EVALUATION CATEGORY
MEAN SQUARED ERROR RL, ROBOTICS
BRIER MEAN ABSOLUTE ERROR RL, ROBOTICS
PRECISION (MICRO, MACRO, AND CLASS-WISE VARIANTS) RL, ROBOTICS
RECALL (MICRO, MACRO, AND CLASS-WISE VARIANTS) RL, ROBOTICS
F1 SCORE (MICRO, MACRO, AND CLASS-WISE VARIANTS) RL, ROBOTICS
INVALIDS PERCENTAGE RL, ROBOTICS
CIDER IMAGE CAPTIONING, IMAGE-BASED TEXT RETRIEVAL
VQA ACCURACY VISUAL QUESTION ANSWERING
RECALL@K IMAGE UNDERSTANDING, TEXT-BASED IMAGE RETRIEVAL
ACCURACY VQA, COMMONSENSE REASONING, TEXT UNDERSTANDING
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A.4. Model Performance on Out-of-Distribution Robotic Environments

Figure 3. AMSE values of GPT-4o, JAT, and OpenVLA Across 20 OpenX Datasets. JAT displays the poorest performance out of the
3 models with higher AMSE scores, while OpenVLA and GPT-4o demonstrate similar performance. OpenVLA displays consistent
performance across most datasets.
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A.5. Model Performance on Out-of-Distribution Procedurally Generated Environments

Figure 4. Macro recall across all 5 models. OpenVLA performs better when considering macro recall compared to macro precision,
indicating a high number of false positives. GPT 4o shows lower macro recall than precision, indicating biased performance towards
specific minority classes. GPT 4.1 and Pi0 Base show relatively less biased and moderate performance, whereas Pi0 FAST showed
consistent low recall.
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Figure 5. Brier Mean Absolute Error scores across 4 models - GPT 4o, OpenVLA, GPT 4.1, and Pi0 FAST. Pi0 Base is a diffusion-based
model and can not be evaluated using Brier MAE due to a lack of logits in its inference architecture. All models display Brier MAE close
to 2, indicating poor performance.
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Figure 6. Percentage invalids across all 5 models. Invalids refer to model predictions that are not valid actions in the subdataset’s action
space. Pi0 FAST and GPT 4o struggle to produce valid actions irrespective of the subdataset.
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