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Abstract

Large Language Models (LLMs) excel in di-
verse tasks but are prone to hallucinations.
Most existing benchmarks primarily focus on
evaluating factual hallucinations, while the as-
sessment of faithfulness hallucinations remains
underexplored, especially with practical con-
versations that involve casual language and
topic shifts. To bridge this gap, we introduce
CONVFAITHEVAL, the first faithfulness hal-
lucination evaluation benchmark built on real-
world customer service conversations. CON-
VFAITHEVAL features 3, 369 anonymized con-
versations with generated summaries as well
as 19, 782 corresponding quiz questions. Two
tasks, Conversation Summarization and Quiz
Examination, are designed to comprehensively
assess faithfulness hallucinations in LLMs. Ex-
tensive experiments on 23 LLMs reveal that
faithfulness hallucinations persist across all
LLMs, with closed-source models consistently
less affected than their open-source counter-
parts. To mitigate hallucinations, we further ex-
plore four strategies and offer valuable insights
for future development of advanced methods.

1 Introduction

Large Language Models (LLMs), such as Chat-
GPT (Ouyang et al., 2022), GPT-4 (Achiam et al.,
2023) and LLaMA-series models (Touvron et al.,
2023; Al, 2024), have achieved exceptional per-
formance across diverse tasks, e.g. question an-
swering, creative writing and dialogue. Despite the
remarkable success, LLMs are prone to hallucina-
tions, producing content that appears plausible but
is factually incorrect or nonsensical (Wang et al.,
2023). Such hallucinations would mislead users,
undermine trust, and pose risks, hindering the de-
ployment of LLMs in real-world applications.
There are generally two types of hallucinations
in LLMs, factuality hallucination and faithful-
ness hallucination, where the former emphasizes
the inconsistency of generated content and world

knowledge, while the latter captures the diver-
gence of generated content from the provided con-
text (Huang et al., 2023). Existing hallucination
evaluation benchmarks (Lin et al., 2021; Pal et al.,
2023; Cheng et al., 2023; Wei et al., 2024; Oh
et al., 2024) focus on assessing factuality hallu-
cinations in LLMs, and only a handful of bench-
marks (Tang et al., 2024; Ming et al., 2024) have
been proposed to evaluate faithfulness hallucina-
tions. Among them, TofuEval (Tang et al., 2024)
evaluates the relevance of the LLMs’ generated
summary of a dialogue in an interview or meet-
ing conversation to its topic; and FaithEval (Ming
et al., 2024) assesses the faithfulness of the LLMs’
response w.r.t. the provided context in a single-turn
question answering setting.

However, real-world conversations often involve
casual language (e.g., interjections, emojis, and
abbreviations) and topic shifts. In this work, we
propose to utilize real-world customer service con-
versations to evaluate faithfulness hallucinations
in LLMs, which has been the first such attempt
in literature. Some examples of the conversations
between users and human customer service agents
are given in Fig. 1, which are produced on an ac-
tive online customer service platform that supports
over 20 products across various domains, including
e-commerce, advertising, finance, etc. It can be
observed that user interactions in these conversa-
tions often use casual language, including interjec-
tions (e.g. “uh” and “um”), emojis (e.g., ©® and
@), and abbreviations (e.g. “BTW” and “IDK”).
Also, multiple topics may be involved within one
single conversation, like topics shifting from “re-
quest user information” to “claim to sue” as shown
in the fourth sub-figure “Complaint”. These cases
would definitely pose great challenges to LLMs in
accurately interpreting the context.

In light of these observations, we propose CON-
VFAITHEVAL, the first faithfulness hallucination
evaluation benchmark constructed based on prac-
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Hi there! @ I'm happy to help! Are you
talking about the “dual-column” mode?

I%i Oh, uh, yes. Yeah, that’s it.

Got it! .= The assistant has disabled the 6%3
dual-column mode entry as per your

&

request. Please wait for 30 minutes, then
close and reopen the [Platform].

f%i Oh... okay, cool. Thx a lot!

Conversation Type: Transaction (O!
Number of Topics: 1

Summary: The user raised one topic: (1) The user
requests to disable the dual-column mode entry on
[Platform], and the customer service agent has
assisted in resolving the issue.

% Hi, um, It
| seems it has been banned right now. &

Hi there, sorry to hear about this. Un-
fortunately, your account must be
unlocked before it can be deleted.

I%i That sucks. BTW,

[Platform] does not impose restrictions t C%

on new accounts; you are free to create
an account start shopping without any
limitations or delays.

I’%i Gotcha, thankyou!

Conversation Type: Consultation Q
Number of Topics: 2

Summary: The user raised two topics: (1) The
account is banned, and the user wonders whether
he can delete the account. (2) The user inquires
about whether he can apply for a new account for
online shopping.

Feedback Complai
l% Hey, I just noticed r% Hello,
: . I'm planning to
use it in a lawsuit. @
Oh, thanks for bringing this up! Could &3
you send me a screenshot so I can take a Hi there, I feel really sorry, but the (%
closer look? [Platform] has strict privacy policies so
we can’t provide user information.
(% Sure, here it is. It's exactly the same as
g i yesterday. IDK why there’s no change. I/% What the hell!
. L'l get law
Got it. Thanks for the screenshot! J enforcement involved if needed.

We're already looking into the issue and
working to fix the data. Can you please
check back tomorrow?

i

I've submitted your feedback. Please §®
kindly wait for the outcome.

(%1 Alright, I'll check again tomorrow. |

%i Alright, I'll wait.

Conversation Type: Feedback @
Number of Topics: 1

Summary: The user raised one topic: (1) The user
inquires about the reason for the backend data not
being updated and the solution to address the issue.

Conversation Type: Complaint
Number of Topics: 2
Summary: The user raised two topics: (1) The user
reports a video publisher and secks his details for
legal action. (2) The user criticizes [Platform] for its
poor oversight and inability to provide the pub-
lisher's information.

@

Figure 1: An illustration of CONVFAITHEVAL benchmark (English-translated).It contains four types of customer
service conversations: Transaction, Consultation, Feedback, and Complaint, each containing one or multiple topics
and using casual language (e.g., interjections, emojis, and abbreviations). We also generate the number of topics

and a summary for each conversation.

tical conversations. We design two tasks in CON-
VFAITHEVAL, Conversation Summarization and
Quiz Examination, for a comprehensive evaluation
of faithfulness hallucinations in LLMs. To con-
struct this benchmark, we first select and filter con-
versations from a Chinese online customer service
platform, and apply anonymization to ensure data
privacy. For each conversation, we adopt GPT-4
to automatically identify its conversation type and
number of topics, as well as to generate a summary
and a quiz. Lastly, we perform strict human verifi-
cations to ensure the high quality of the benchmark.
In statistics, CONVFAITHEVAL comprises 3, 369
practical conversations as the evaluation set, with
over 88% of them involving multiple topics.

Based on the constructed CONVFAITHEVAL,
we examine 23 LLMs, including 16 open- and
7 closed-source LLMs that have shown impres-
sive performance in many tasks. Our results re-
veal that almost all LLMs suffer from faithfulness
hallucinations on both tasks; comparably, closed-
source LL.Ms consistently outperform open-source
LLMs on both tasks across various metrics. To
explore mitigating faithfulness hallucinations in
LLMs, we examine the application of four strate-
gies: Chain-of-Thought (CoT) (Wei et al., 2022),
Tree-of-Thought (ToT) (Yao et al., 2024), Few-
Shot prompting (Brown et al., 2020), and Super-
vised Fine-Tuning (SFT). To implement the SFT
strategy, we construct a training set of 30, 000 con-
versations and corresponding summaries. Exper-
imental results show that SFT yields an obvious
improvement compared to the other three strate-
gies on both tasks. For instance, the fine-tuned
Qwen2.5-72B (Bai et al., 2023) achieves a substan-
tial performance boost on the conversation summa-

rization task, raising the F1 score from 59.2% to
73.6%, making it competitive with closed-source
LLMs, whereas the other three strategies show no
significant improvement.

We make three major contributions in this
work: (1) We evaluate faithfulness hallucinations
in LLMs with user conversations containing ca-
sual language and topic shifts, which are ubiqg-
uitous in real-world scenarios. (2) We construct
CONVFAITHEVAL based on real-world customer
service conversations, consisting of 30,000 and
3, 369 conversations in its training and evaluation
set, respectively. (3) With CONVFAITHEVAL, we
design two tasks to comprehensively evaluate faith-
fulness hallucinations in 23 LLMs, explore four
strategies to tackle the hallucination issue, and pro-
vide valuable insights, facilitating the research on
hallucination mitigation in future.

2 CONVFAITHEVAL Benchmark

We elaborate on the construction of the CON-
VFAITHEVAL benchmark, as shown in Fig. 2.

2.1 Conversation Collection

As shown in Fig. 2 (a), we first collect and filter
raw conversations from a customer service plat-
form, followed by a comprehensive anonymization
process to ensure data privacy.

Raw conversation selection and filtering. The
online platform from which we extract raw data
supports services for over 20 products across vari-
ous domains, including e-commerce, advertising,
finance, etc. To construct CONVFAITHEVAL, we
engage employees who are familiar with the plat-
form and its products as human annotators. The
annotators first select and filter raw conversations
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A2: [Cause: .., [Scope: ..], [Content: ..].

Q3: {Conversation} + {A2} + Please summarize the
consultation based on the three items in
conjunction with the source conversation.

A3: The user raised one topic: (1) The reason for
the absence of the “danmu” feature and how to
resolve it.

Onmitted topic: The user wants to know whether
his account status is in a normal state.

Conversation Type: Consultation
Number of Topics: 2

Conversation Summary
The user raised

! two topics: (1) ..,
Hello, 'm happy to assist you ... &@ and (2) ...

What type of topic does the user report? ()
A. Transaction ~ B. Consultation
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The “danmu” function can be directly enabled by
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Figure 2: An illustration of the construction pipeline for our CONVFAITHEVAL benchmark.

from historical conversations on the platform fol-
lowing four guidelines at below. (1) Random se-
lection: We select the conversations randomly to
reflect the distribution of real-world conversations
on the platform. (2) Contextual integrity: We re-
move the conversations that are excessively short
or incomplete, which tend to lack essential context
or valuable information. (3) Sensitive conversa-
tion filtering: We exclude the conversations that
contain politically sensitive, pornographic, or vi-
olent information, to ensure that only appropriate
data adhering to ethical standards are collected.
(4) Noisy conversation filtering: We filter out the
conversations with excessive noise, such as those
with overabundant emojis, non-standard grammar,
or emotional expressions, which may damage the
clarity and coherence of the content.

Finally, we obtain 50, 000 high-quality raw con-
versations from over 1 million conversations on the
customer service platform for further processing
and annotation.

Conversation anonymization. To protect user
privacy and ensure compliance with data protec-
tion regulations, we implement comprehensive
anonymization on collected conversations, with
following steps. (1) Personal information redac-
tion: We develop a program to automatically detect
and remove personal information (like user names,
phone numbers, addresses, and other unique iden-
tifiers) from the conversations. (2) Entity replace-
ment: In cases where removing specific entities
might result in a loss of contextual information,
we substitute user and platform information with
generic placeholders. For example, user names

are replaced with the token “[user]”, and platform
names with “[platform]”, ensuring privacy while
maintaining readability. (3) Context obfuscation:
For the conversations containing detailed location
references or contextual information leading to in-
direct identification of an entity, we generalize the
content to its more generic forms. For example,
specific dates, locations, and numerical values are
converted to broader terms, like “March 15, 2024
to “in spring 2024”. (4) Metadata removal: All
metadata associated with the conversations, such
as timestamps, IP addresses, and device informa-
tion, is stripped away. This prevents any backward
identification based on indirect attributes or usage
patterns. Then, our annotators are asked to val-
idate and revise the algorithmically anonymized
content, ensuring the accuracy and completeness
of the anonymization.

2.2 Summary Generation and Verification

As shown in Fig. 2 (b), we generate a summary
for each collected conversation with GPT-4, which
will then be verified to ensure its correctness. More
details are presented in Appx. B.1.

Summary generation. We adopt GPT-4 to gener-
ate an initial summary for each conversation, which
should capture key information about the conversa-
tion and conclude all topics it involves, with main
concerns and queries clearly articulated. We utilize
the Tree of Thoughts (ToT) (Yao et al., 2024; Long,
2023) framework to instruct GPT-4 to complete
the summary generation operation. (1) We pro-
vide GPT-4 with definitions of four conversation
types, i.e. Transaction, Consultation, Feedback,
and Complaint, as context information and instruct
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Figure 3: The distributional statistics on CONVFAITHE-
VAL evaluation set. “Interaction”, “Topic”, and “Type”
denote interaction turns (each user or customer service
reply counts as one turn), number of topics, and conver-
sation types, respectively.

it to categorize the conversation. For those that fail
to be categorized to any given type, GPT-4 would
label it as “invalid conversation”. (2) Based on the
detected type, we instruct GPT-4 to generate an
outline for the conversation. Specifically, we first
define a tailored prompt template with placehold-
ers for each conversation type; we then utilize the
template to guide GPT-4 to fill in the placeholders
with extracted information from the conversation.
For example, for a Consultation conversation, we
instruct GPT-4 to extract “cause”, “scope”, and
“content” from it and replace the corresponding
placeholders with these elements. (3) We instruct
GPT-4 to generate a precise summary for each con-
versation following the outline. In the generated
summary, we ask GPT-4 to produce a brief descrip-
tion for each involved topic with a single sentence
and list all topics and descriptions in a point-by-
point format to ensure clarity and readability.

To enhance the quality of generated summaries,
we apply few-shot prompting (Brown et al., 2020)
and Retrieval-Augmentation Generation (RAG)
(Lewis et al., 2020) techniques. In particular, we
provide GPT-4 with examples of inputs and out-
puts at each step to enhance its generation. Also,
we integrate an internal knowledge base compris-
ing explanations for proprietary terms and business
abbreviations, which are commonly used on the
platform, as external knowledge. Thereby, we first
extract keywords from a conversation, and then re-
trieve corresponding explanations from this knowl-
edge base, which are then combined with the input
conversation to guide GPT-4.

Summary verification. To enhance correctness of
generated conversation summaries, we employ hu-
man annotators to perform careful reviews and fix
any errors identified, based on following guidelines.
(1) Summary correction: If a summary is found to
incorrectly, inadequately, or additionally conclude
the topics in the conversation, human annotators

would revise it to an accurate and complete version.
For the summaries describing multiple topics, hu-
man annotators would improve clarity by rephras-
ing or reorganizing the content. (2) Conversation
categorization: All conversations are categorized
into four types. In particular, Transaction refers to
requesting customer service assistance for specific
tasks, such as processing returns, filing appeals,
or handling refunds; Consultation involves seek-
ing advice on issues, like investigating reasons be-
hind a problem, exploring solutions, or accessing
certain features; Feedback covers user inputs on
various aspects, such as reporting bugs, suggest-
ing new features, or commenting on content and
usability; Complaint refers to reporting dissatisfac-
tion regarding an individual, service, or platform.
(3) Sensitive information removal: Human annota-
tors would check and ensure that all personal and
platform-related information has been completely
removed or anonymized.

For the training set, human annotators are asked
to only verify and revise generated summaries, leav-
ing out the conversation type and number of topics.

2.3 Quiz Generation and Verification

In addition to summarization, we also create a quiz
for each conversation in the evaluation set to bet-
ter assess faithfulness hallucinations in LLMs, as
shown in Fig. 2 (c). See more details in Appx. B.2.
Quiz generation. We first utilize GPT-4 to gener-
ate a diagnostic quiz with inputs of a conversation
and its human-verified summary. The quiz consists
of three types of questions: multi-choice question
(MCQ), fill-in-the-blank (FIB), and true-or-false
(T/F), with two questions per type per conversa-
tion. We use GPT-4 to generate plausible distrac-
tors for MCQ, identify and mask key phrases based
on semantic importance for FIB, and synthesize
assertions for T/F to test models’ fine-grained un-
derstanding about the conversation.

Quiz verification. We perform human verification
to guarantee correctness of the generated quiz, fol-
lowing three steps. (1) Content review: Human
annotators are instructed to carefully examine each
question to ensure its correctness and relevance. (2)
Difficulty calibration: The difficulty of each ques-
tion is evaluated to ensure that the quiz is making a
challenge that appropriately aligns with the conver-
sational complexity. (3) Redundancy elimination:
Human annotators identify redundant or repetitive
questions, ensuring the diversity of queries cover-
ing different aspects of the conversation.



Conversation Type: Consultation

Number of topics: 3

Summary: The user raised three topics:

(1) How to expedite the review process.

(2) Why it shows “no recording” after completing tasks.
(3) Why not receiving rewards after completing tasks.

GT Summary

LLM Summary

Summary: The user raised five topics:

(1) The user wants to expedite the review process.

(2) The user is prompted “no upload” after completing tasks. €
(3) The user does not receive rewards after completing tasks.
(4) The user wants additional compensation. 2

(5) The user suggests fixing this bug. 2

Figure 4: An illustration of correct @, erroneous @, and
fabricated ~ topics in conversation summarization. The
“erroneous” indicates the topic is involved but contains
incorrect details; the “fabricated” means the topic is not
mentioned in the conversation.

2.4 Statistics and Analysis

The constructed benchmark contains an evalua-
tion set for evaluating faithfulness hallucinations
in LLMs and a training set for tuning LLMs.
Evaluation set. A total of 3, 369 diverse conver-
sations are included, each annotated with “con-
versation type”’, “number of topics”, and “sum-
mary”. We present the statistics about the eval-
uation set in Fig. 3. It is observed that 85.5% of
conversations involve over 15 interaction turns, and
88.5% include multiple topics. Meanwhile, con-
versation types within are primarily dominated by
Consultation (79.7%), with Complaint (4.5%) be-
ing the least, aligning with real-world distributions.
For quiz collection, quizzes are successfully gener-
ated for 3,297 conversations, resulting in a total of
19, 782 questions.

Training set. Total 30,000 conversations are in-
cluded, each annotated with a “summary”.

3 Experiments

3.1 Experimental Setup

Evaluation tasks and metrics. On the proposed
CONVFAITHEVAL, we evaluate faithfulness hallu-
cinations in LLMs with two tasks: Conversation
Summarization and Quiz Examination. More de-
tails are provided in Appx. B.3 and Appx. B.4.

(1) Conversation Summarization.: LLMs are re-
quired to generate a summary to describe all top-
ics discussed in a given conversation. The gener-
ated summary is then compared against the human-
verified ground-truth (GT) in CONVFAITHEVAL.
Since manual evaluation is time-consuming and
labor-intensive, we use GPT-4 as the discriminator

to judge whether the generated summary is hallu-
cinated following previous practices (Cheng et al.,
2023; Liang et al., 2023; Zhu et al., 2024).

We define five metrics for evaluations on this
task. Formally, given a conversation containing
m topics, the LLM generates summaries contain-
ing m topics, which are categorized into a cor-
rect, b erroneous, and c fabricated topics, where
n = a + b + ¢, as shown in Fig. 4. The formula
of the five metrics are as follows: Omission Rate
(O = 1 - 2), Error Rate (E = %), Fabrica-
tion Rate (F' = ), Recall (R = ), Precision
(P = %), and F1 Score (F1).

(2) Quiz Examination: We instruct LLMs to answer
questions in the quiz based on the conversation.
We report the accuracy of each question type, i.e.
MCQ, FIB, and T/F, as well as the average accuracy
as the quiz score.

Baselines. We evaluate on our CONVFAITHE-
VAL various LLMs that span different versions and
scales, including open-source LLMs': InternLM
(InternLLM, 2023), Qwen (Bai et al., 2023), LLaMA
(Touvron et al., 2023; Al, 2024), and GLM (Du
et al., 2022), and closed-source ones?: GPT-series
(OpenAl, 2022, 2023), Claude-series (Anthropic,
2024), and Gemini (Anil et al., 2023). To reduce
randomness in LLM responses, we set all temper-
ature parameters to zero. Note that we apply one-
shot prompting to all LLMs for both evaluation
tasks to ensure consistency of the response format.

3.2 Main Results

We report the main evaluation results on 23 LLMs
in Table 1, and make the following observa-
tions. (1) Closed-source LLMs consistently out-
perform open-source LLMs on both evaluation
tasks across various metrics. For conversation
summarization, Claude 3.5 Sonnet achieves the
highest F1 of 80.4%, surpassing the best open-
source model, Qwen2.5-72B, which scores 59.2%.
Furthermore, closed-source LLMs such as GPT-
40 and Claude 3.5 Sonnet show superior R, with
82.9% and 80.6%, respectively, compared to open-
source LLMs like InternLM2.5-20B (78.6%) and
Qwen2.5-72B (72.7%). For quiz examination,
closed-source LLMs continue their leading places,

"InternLM-7B, InternLM-20B, InternLM?2.5-7B-Chat and
InternLM2.5-20B-Chat; Qwen2-7B, Qwen2-72B, Qwen2.5-
7B, and Qwen2.5-72B; LLaMA-2-7B-Chat, LLaMA-2-13B-
Chat, LLaMA-3-8B, LLaMA-3-70B, LLaMA-3.1-8B, and
LLaMA-3.1-70B; ChatGLM2-6B and ChatGLM3-6B.

2GPT-3.5, GPT-3.5-Turbo, GPT-4, and GPT-40; Claude 3
Opus and Claude 3.5 Sonnet; Gemini 1.5 Pro.



Conversation Summarizaton

Quiz Examination

LLMs o, E|, F, Rt Pt FIt | MCQt FIBt T/F{ Average?

InternLM-7B 301 457 207 699 357 472 54.7 589  60.8 58.1
InternLy  IernLM-20B 261 403 162 739 443 553 58.9 619 628 61.2
InternLM2.5-7B 227 416 171 713 413 538 57.1 60.1 62.9 60.0
InternLM2.5-20B | 214 383 155 786 463 583 64.9 646 652 64.9
Qwen2-7B 325 468 238 675 339 451 937 795 863 86.5
Quen Qwen2-72B 29.1 389 154 709 427 533 91.5 815 87.6 86.9
Qwen2.5-7B 334 417 209 667 368 474 94.4 802  88.6 87.7
Qwen2.5-72B 273 356 137 727 499 592 96.0 771 915 88.2
LLaMA-2-7B 567 624 347 433 199 273 462 429 479 457
LLaMA-2-13B 531 603 303 469 224 303 50.8 469 557 51.1
LLaMa  LLaMA-3-8B 539 576 319 461 216 295 479 433 489 467
LLaMA-3-70B 498 532 276 502 259 342 549 596 602 582
LLaMA-3.1-8B 521 559 309 479 232 313 492 458 503 484
LLaMA-3.1-70B | 30.7 447 228 694 357  47.1 57.9 629 633 61.4
GLM ChatGLM2-6B 336 479 407 664 302 415 10.8 613 662 46.1
ChatGLM3-6B 268 332 334 732 334 459 14.8 682 717 516
GPT-3.5 192 225 100 808 687 743 90.7 836 858 86.7
GPT GPT-3.5-Turbo 211 99 709  76.1 91.9 84.5 88.0

GPT-4 197 9.l 737 7180 932 87.0

GPT-4o 18.1 819 787

Clande  Claude 3 Opus 218 205 93 782 788 917 838 873 87.6
Claude 3.5 Sonnet | 194  19.4 80.6 832 88.4
Gemini  Gemini L.5Pro | 224 104 777 785 | 9Ll 827 856 86.5

Table 1: Main results. We evaluate 23 LLMs across seven families with different versions and scales, on Conversation
Summarization and Quiz Examination tasks. MCQ, FIB, and T/F refer to multiple-choice question, fill-in-the-blank,
and true-or-false. All results are shown in percentages (%), and the best and second-best results are marked in bold

and underline for open- and

LLMs, respectively.

with GPT-40 achieving the highest average score
of 89.2% and Claude 3.5 Sonnet following closely
at 88.4%. GPT-40 also excels in the T/F subtask,
scoring 85.8%, while Claude 3.5 Sonnet leads in
FIB with a score of 88.5%. These results highlight
the stronger performance of closed-source LLMs
in handling both summarization and understanding
tasks, which can be attributed to the comprehensive
closed-source resources and optimization strategies
employed in their development, giving them a clear
edge over open-source LLMs in mitigating faithful-
ness hallucinations. (2) LLMs with more advanced
versions and larger scales consistently outperform
their inferior counterparts on both tasks. For ex-
ample, within the InternLM family, InternLM-20B
achieves higher scores in P, R, and F1 than the
smaller InternLM-7B, with improvements in F1
(55.6% vs. 50.0%) and R (46.3% vs. 35.7%). Sim-
ilarly, for the Qwen family, Qwen2.5-72B demon-
strates superior performance across multiple met-
rics compared to Qwen2-7B and Qwen2-72B, par-
ticularly in R (49.9% vs. 42.7%) and F1 (59.2% vs.
53.3%). This pattern is not limited to open-source
LLMs; closed-source LLMs exhibit improved per-
formance with larger versions as well, where GPT-
4, with a parameter size considerably larger than

GPT-3.5, leads in F1 (85.4%) and R (82.9%) com-
pared to GPT-3.5. These results emphasize the pos-
itive correlation between model version/size and
performance, revealing both more advanced ver-
sions and larger models enable more accurate and
less hallucinated outputs. (3) Chinese LLMs out-
perform non-Chinese counterparts within the open-
source category on both tasks. Our benchmark
focuses on hallucinations in Chinese, and on it Chi-
nese LLMs consistently exhibit better performance,
aligning with expectations. For example, Qwen2.5-
72B, a Chinese LLM, outperforms LLaMA-3.1-
70B on both tasks, achieving higher F1 (59.2%
vs. 47.1%) and F1 (59.2% vs. 47.1%). Similarly,
InternLM?2.5-7B and InternLM2.5-20B, also Chi-
nese LLMs, exhibit stronger performance in these
tasks when compared to their LLaMA counterparts,
with the former beating LLaMA-2-7B in both tasks.

3.3 In-Depth Analysis

To analyze the impact of topic shift and topic do-
main on triggering LLM hallucinations, we exam-
ine model performance w.r.t. the “number of topics”
and “conversation type” of the evaluation set.

Performance w.r.t. number of topics. Fig. 5 (a)
shows the performance comparison in F1 of vari-
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Figure 5: In-depth analysis. We select six representative LLMs and analyze the impact of number of topics (a) and
conversation type (b) upon F1 on Conversation Summarization. For comparison, we also report the results of three

open-source LL.Ms after applying SFT on our training set.

ous LLMs on the conversation summarization task
across conversations involving different numbers
of topics. The analysis reveals three key obser-
vations. (1) As the number of topics increases,
there is a noticeable decline in performance for all
LLMs, including advanced closing-source LLMs
like GPT-40. This highlights the inherent challenge
of managing hallucinations in more complex con-
versational scenarios, where topic shifts are more
frequent. (2) Closed-source LLMs consistently out-
perform their open-source counterparts in all tests,
demonstrating their advantages in reducing faith-
fulness hallucinations. (3) Confronted with such
hallucinations, SFT substantially improves the per-
formance of open-source LLMs, enabling them to
achieve comparable performance to closed-source
ones (Qwen2.5-72B w/ SFT), thereby highlight-
ing the importance of task-specific adaptations in
narrowing the domain gap with our training set.
Performance w.r.t. conversation type. Fig. 5 (b)
compares the model performance across four con-
versation types. The tested LLMs do not exhibit
significant differences in performance across the
four conversation types, indicating their relatively
uniform handling capability of different conversa-
tional types. Notably, SFT still leads to substan-
tial improvements across all conversation types,
further validating this strategy’s effectiveness and
highlighting the importance of the training set in
addressing domain gaps from a data perspective.

3.4 Faithfulness Hallucination Mitigation

We explore applying four strategies to mitigate
faithfulness hallucinations in LLMs. Among them,
(1) Chain of Thoughts (CoT) enhances reasoning
by breaking tasks into sequential steps (Wei et al.,
2022); (2) Tree of Thoughts (ToT) extends CoT
by exploring multiple reasoning paths (Yao et al.,
2024); (3) Few-shot prompting uses a few exam-

ples in the prompt to make LLMs learn tasks with
minimal data (Brown et al., 2020), and we adopt
three-shot compared to the baseline (one-shot); (4)
Supervised Fine-tuning (SFT) trains LLMs on our
labeled training set, refining their task-specific per-
formance. More details on prompt designs are
shown in Appx. B.5.

The results are shown in Table 2, from which
we make the following observations. (1) Although
LLaMA exhibits a great improvement from 47.1%
to 59.0% in F1 after applying SFT, it still lags
significantly behind other LLMs. This could be
attributed to its inherently inferior capability in
understanding Chinese. (2) CoT and ToT im-
prove performance on both tasks for closed-source
LLMs (80.4% to 82.0% for Claude 3.5) but ex-
hibit limited effects for open-source LLMs. This
could be attributed to the parameter scale between
them. Larger scales could facilitate closed-source
LLMs in better understanding long-form conversa-
tions, especially with multiple topics and casual
languages. (3) Increasing prompting examples
(from 1-shot to 3-shot) is beneficial for closed-
source LLMs (e.g., F1 of Claude 3.5 from 80.4%
to 81.7%) but not significant for open-source ones
(e.g., F1 of Qwen2.5-72B from 59.2% to 58.8%).
This may be due to the larger parameter scale of
closed-source LLMs, allowing them to better uti-
lize additional context in few-shot scenarios. (4)
SFT significantly improves performance compared
to prompt-based strategies. SFT offers a more sub-
stantial improvement by addressing data distribu-
tion discrepancies. In total, applying SFT to these
three LLMs leads to significant improvements on
both evaluation tasks: 54.8% to 67.4% in average
F1 and 71.5% to 81.0% in average accuracy. This
highlights that SFT can help LLMs generalize bet-
ter across diverse scenarios, resulting in a more ef-
fective approach compared to prompt adjustments.



Conversation Summarization

Quiz Examination

LLMs ‘ o, E| Pt FI7 ‘ MCQT FIBT T/F?  QuizScoret
InternLM2.5-20B | 214 383 155 786 463 583 64.9 64.6 65.2 64.9
wi SFT 200 257 137 800 619 698 94.6 84.9 90.8 90.1
Qwen2.5-72B 273 356 137 727 499 592 96.0 77.1 91.5 88.2
w/ CoT 267 368 131 733 505 598 96.8 77.9 922 88.9
w/ ToT 278 379 142 722 509 597 953 76.5 92.1 88.0
w/ Three-shot 27.1 379 137 729 492 588 95.0 775 912 87.9
w/ SFT 211 193 94 789 690 736 95.4 80.5 932 89.7
LLaMA-3.1-70B 307 447 228 694 357  47.1 57.9 62.9 63.3 61.4
wi CoT 31 428 202 689 354 468 588 63.5 63.8 62.0
w/ ToT 314 437 237 686 351 465 575 62.9 62.2 60.8
w/ Three-shot 317 434 208 683 350 463 572 62.4 634 61.0
w/ SFT 255 319 177 745 488 590 632 63.9 62.7 633
GPT-40 181 181 79 819 787 802 94.1 85.8 87.6 89.2
w/ CoT 169 175 714 8.1 792 811 93.6 86.3 86.7 88.9
w/ ToT 172 182 84 88 787 807 94.9 86.5 88.1 89.8
w/ Three-shot 16.4 17.0 7.6 83.6 78.1 80.8 94.4 86.1 87.7 89.4
Claude 3.5Sonnet | 194 194 90  80.6 802  80.4 93.6 83.2 88.5 88.4
w/ CoT 182 188 85 818 812 815 93.1 83.7 86.1 87.6
w/ ToT 179 183 82 81 819 820 93.6 84.1 88.2 88.6
w/ Three-shot 190 192 82 810 824 817 93.8 83.8 89.0 88.9
Gemini 1.5 Pro 24 188 104 777 194 785 91.1 82.7 85.6 86.5
wi CoT 217 190 97 783 785 784 90.6 82.1 86.8 86.5
w/ ToT 21 194 99 779 805 792 915 83.6 85.0 86.7
w/ Three-shot 200 187 95 790 769 779 91.7 82.1 85.0 86.3

Table 2: Hallucination mitigation results. The best result of each LLM series is marked in bold.

4 Related Works

Hallucination benchmarks. Exisitng benchmarks
for evaluating LLM hallucinations can be divided
into two groups. The first group, hallucination
evaluation benchmark, emphasizes the assessment
of the extent of hallucinations in LLM responses,
while the other, hallucination detection benchmark,
focuses on evaluating the hallucination differentia-
tion capabilities (Wang et al., 2023). For hallucina-
tion evaluation benchmarks, two types of hallucina-
tions are considered: factuality hallucinations and
faithfulness hallucinations. Most existing works
focus on evaluating factuality hallucinations with
factual questions (Lin et al., 2021; Cheng et al.,
2023; Pal et al., 2023; Wei et al., 2024; Oh et al.,
2024; Zhu et al., 2024), assessing whether the re-
sponses of LLMs contradict verified facts. Compa-
rably, only a few works (Tang et al., 2024; Ming
et al., 2024) evaluate faithfulness hallucinations,
i.e. whether LLMs’ responses are inconsistent with
the provided context. For hallucination detection
benchmarks, existing works investigate various as-
pects including hallucination granularity, context
complexity, and topic varieties (Miao et al., 2023;
Lietal., 2023; Zhao et al., 2024; Liang et al., 2023;
Chen et al., 2024). Our CONVFAITHEVAL is con-
structed primarily for benchmarking faithfulness
hallucination evaluation, which can also be applied
for measuring LLLMs’ hallucination detection per-
formance (see Appx. A).

Faithfulness hallucination mitigation. To mit-
igate faithfulness hallucinations, numerous task-
specific solutions have been proposed in aligning
context consistency (Gu et al., 2022; Choi et al.,
2023; Lei et al., 2023) and logical consistency (Li
et al., 2024; Paul et al., 2024; Xu et al., 2024).
Meanwhile, general approaches, such as CoT, ToT,
and few-shot prompting (Wei et al., 2022; Yao et al.,
2024; Brown et al., 2020), have also demonstrated
effectiveness in reducing LLLM hallucinations. In
this work, we explore applying four strategies to
mitigate faithfulness hallucinations of LLMs on our
CONVFAITHEVAL, and provide valuable insights.

5 Conclusion

In this paper, we introduce CONVFAITHEVAL, a
benchmark for evaluating faithfulness hallucina-
tions in LLMs using real-world customer service
conversations. Unlike prior work, it considers the
challenges of casual language and topic shifts in
multi-turn conversations. We conduct evaluations
of 23 LLMs on our new benchmark, revealing
closed-source models outperforming open-source
ones. We further explore hallucination mitigation
strategies, and find that SFT is the most effective.
This work not only proposes a robust framework for
evaluating and enhancing the reliability and faith-
fulness of LLMs in real world, but also provides
critical insights into hallucination mitigation.



6 Limitations

The limitations of this work primarily stem from
the scope and structure of the CONVFAITHEVAL
benchmark. While the dataset is derived from
real-world customer service conversations, it is fo-
cused on a single domain, potentially limiting its
generalizability to other conversational contexts
or languages beyond Chinese. Meanwhile, while
SFT shows significant improvements, its applica-
bility depends on access to high-quality labeled
data, which may not always be feasible compared
with general prompting techniques. Furthermore,
the benchmark primarily assesses hallucinations
related to faithfulness, leaving aspects such as user
intent interpretation and contextual nuance under-
explored. These limitations highlight opportuni-
ties for future work to broaden the dataset scope,
explore additional evaluation dimensions, and de-
velop methods requiring fewer labeled resources.

7 Ethical Statement

In this study, we adhere to strict ethical standards
to ensure the responsible use of data and technol-
ogy. All customer service conversations used in
the CONVFAITHEVAL benchmark were carefully
anonymized to protect user privacy, removing per-
sonal and identifiable information through auto-
mated processes and thorough human review. The
study complies with data protection regulations
and ethical guidelines to prevent misuse of sensi-
tive information. Furthermore, the benchmark and
findings aim to improve the reliability and safety
of LLMs, with the ultimate goal of reducing risks
such as misinformation and user trust erosion in
real-world applications. The research emphasizes
transparency and accountability, encouraging the
responsible development and deployment of LLM:s.
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A Results for Hallucination Detection

We additionally collect 404 representative con-
versations to benchmark hallucination detection,
each of which is accompanied by both halluci-
nated and human-corrected (non-hallucinated) sum-
maries during the summary annotation process in
Sec. 2.2. In this context, LLMs are tasked to pre-
dict a binary outcome based on the input conver-
sation and its corresponding summary. Results
are shown in Fig. 6, where we have the follow-
ing conclusions: (1) Smaller LL.Ms struggle to
detect hallucinations at the conversation level.
Given the limited parameter scales, smaller LLMs
like InternL.M2.5-7B, Qwen2-7B, and LLaMA-
3.1-8B achieve detection accuracies around 50%,
akin to random guessing. Their inability to cap-
ture sufficient context hampers accurate hallucina-
tion detection. (2) Closed-source LLMs demon-
strate superior hallucination detection perfor-
mance to open-source ones. Closed-source LLMs,
such as GPT-4o0 (78.5%) and Claude 3.5 Son-
net (80.1%), consistently outperform open-source
LLM:s like LLaMA-3.1-70B (66.9%) and Qwen2.5-
72B (72.1%). This performance gap suggests that
proprietary data and optimizations in closed-source
LLMs contribute to their enhanced ability to detect
hallucinations. (3) Scaling and advanced versions
can facilitate LLMs in hallucination detection.
LLMs like GPT-4 and Claude 3.5, with greater
parameter scales and refined training, show signifi-
cantly higher detection accuracy, enabling them to
better capture complex conversational patterns and
detect hallucinations. The same applies to open-
source LLMs.

B Implementation Details

B.1 In Summary Generation and Verification

In Sec. 2.2, we employ the Tree of Thoughts (ToT)
framework (Yao et al., 2024; Long, 2023) to guide
the automatic summary generation process through
three main steps: (1) Conversation classification
(Fig. 7): We classify the conversations into one of
four predefined types: Transaction, Consultation,
Feedback, and Complaint. (2) Outline extraction
(Fig. 8, 10, 12, and 14): Using GPT-4, we prompt
the model to generate corresponding fine-grained
outlines based on the classified conversation type.
(3) Summary generation (Fig. 9, 11, 13, and 15):
Finally, GPT-4 is prompted to write a summary

12

80

70

NP IS R R .0 P> O P&
A° W A0 A Q7 50 LN &
S AV AW A° 0 A0 A & 27 & PRI
@3\ & e:\/:g:” {\é@é@ z@:"’ o @\{‘\vgb \n‘?’z‘{’ ??"N”-P (7»“@ (?60 (5{\,)’6{\\) &g z’boo,eé\.\\;’
RPN O Y &SP 2> N ¢ A0 & <O L0
\0\0@\0@« N TP VLPL N S "&O’(,e&
S

Figure 6: We compare the hallucination detection accu-
racies for 23 LLMs, with each series distinguished by a
different color for clarity.

by synthesizing the conversation content and fine-
grained outlines.

B.2 In Quiz Generation and Verification

In Sec. 2.3, We utilize GPT-4 to generate a diag-
nostic quiz with input from the conversation and its
corresponding human-verified summary, including
multiple-choice question (MCQ), fill-in-the-blank
(FIB), and true-or-false ('T/F). The detailed prompt
structures are illustrated in Fig. 16.

B.3 In Conversation Summarization

This task encompasses two components of prompt
design: (1) LLM summary generation: We instruct
the LLM to generate a summary given a conver-
sation, and (2) GPT-4 discrimination: We prompt
GPT-4 to compare the LLM-generated summary
with the ground truth summary for evaluation pur-
poses. Detailed prompts are shown in Fig. 17 and
Fig. 18.

B.4 In Quiz Examination

In this task, we instruct LLLMs to respond to three
question types (MCQ, FIB, and T/F) in our quiz.
For each question type, a tailored prompt is used
to ensure that the LLM can understand the context,
interpret the requirements, and provide an accurate
response. Detailed prompts are shown in Fig. 19,
20, and 21.

B.5 In Hallucination Mitigation

CoT prompting is employed to guide the process
of summary generation through a systematic three-
step framework. (1) Conversation classification
(Fig. 22): The first step involves identifying the
type of input content. Similar to ToT, we cate-
gorize the feedback into three distinct types. (2)
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<Conversation Here>
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Figure 7: Prompts used in Summary Generation and Verification (Step1).

Outline extraction (Fig. 23): Based on the classi-
fication result, a fine-grained outline is generated.
This outline serves as a blueprint, breaking down
the input into its essential components. (3) Sum-
mary generation (Fig. 24): In the final step, the
system utilizes both the classification type and the
fine-grained outline to construct the summary. This
framework ensures the generation of structured and
contextually relevant summaries, tailored to the spe-
cific needs of diverse input tasks. Meanwhile, ToT
prompting follows the same pipeline in Sec. B.1.
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B.6 In Hallucination Detection

In Appx. A, we prompt LLMs to identify any dis-
crepancies or hallucinations within the summaries
to benchmark faithfulness hallucination detection.
Detailed prompts are shown in Fig 25.
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MR - AEMHIKS, BRIFRW, SSREMBRINE
+

Ve .

[EE ] . APRSHESE, BEREHETILS B
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Figure 8: Prompts used in Summary Generation and Verification (Step2: Transaction).

14



# ft:
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<Conversation Here>
(Rl R -
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Figure 9: Prompts used in Summary Gene{ajtion and Verification (Step3: Transaction).
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<Conversation Here>
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Figure 10: Prompts used in Summary Genef%tion and Verification (Step2: Consultation).
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Figure 11: Prompts used in Summary Generation and Verification (Step3: Consultation).
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Figure 12: Prompts used in Summary Generation and Verification (Step2: Feedback).
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Figure 13: Prompts used in Summary Generation and Verification (Step3: Feedback).
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Figure 14: Prompts used in Summary Generation and Verification (Step2: Complaint).
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Figure 15: Prompts used in Summary Generation and Verification (Step3: Complaint).
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Quiz Generation
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Figure 16: Prompts used in Quiz Generation and Verification.
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LLM Summary Generation
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Figure 17: Prompts used in LLM Summary Generation.
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GPT-4 Discrimination
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Figure 18: Prompts used in GPT-4 Discrimination.
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<Conversation Here>
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Figure 19: Prompts used in MCQ Answering.
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<Conversation Here>

SR
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Figure 20: Prompts used in FIB Answering.
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Figure 21: Prompts used in T/F Answering.



Stepl: Conversation Classification
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Figure 22: Prompts used in CoT prompting (Stepl).
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Step2: Outline Extraction
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Figure 23: Prompts used 21% CoT prompting (Step2).




Step3: Summary Generation
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Figure 24: Prompts used in CoT prompting (Step3).
28




#
RR—2FIETEARA TR, RS LIS - (R0 EZEIASRE I 0 (R ZE P A8 — 5515 B0 T LB A b F i P 7 S
A TRIERTIS T, SRIPAE AR — B0 . BeSN, (RE R B P AR B SN SRR RO4 TS -

# Bin:

R LUR P 5 2 AR Z AL R SO 8 DU R ISR, AR ER B LENE (B WERaSRER . BN . NERSSXHEN
AILRNER) -

LIRS INFHH R T AER A, [EEBAI LI

() HEAEIE STE I RS SCRE, e A E S -

() FHEHEIETT SHEF R E LR AR TE -

# {1

#H# ITTRN A

wR [P E] AR
B NIRRT

T

PP RS T B AL

L AFEH [(FPE] B E CEERA R R A mus e ik

2. AP EEE (FFE] appReGfiRIaE, &A1, kS &G r1T
## B Yes

# {52

IR

wR [BRPE] AR
E-aab i ON kRS
wF NLER

T

PP R T — A1

L HPER [(FPE) 4 E TR E S B0 I Tk

## Hi H:No

# iy E K

1 i Yes B “No” . AL & AR HAB TR A ZS o (RE i AME— 25 AL Yes "Bl “No” »

# WIE N

<Conversation Here>

# }T%i%

<Summary Here>

# FrH:

Figure 25: Prompts used in Hallucination Detection.

29



	Introduction
	ConvFaithEval Benchmark
	Conversation Collection
	Summary Generation and Verification
	Quiz Generation and Verification
	Statistics and Analysis

	Experiments
	Experimental Setup
	Main Results
	In-Depth Analysis
	Faithfulness Hallucination Mitigation

	Related Works
	Conclusion
	Limitations
	Ethical Statement
	Results for Hallucination Detection
	Implementation Details
	In Summary Generation and Verification
	In Quiz Generation and Verification
	In Conversation Summarization
	In Quiz Examination
	In Hallucination Mitigation
	In Hallucination Detection


