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Abstract

Zero-shot optimization involves optimizing a target task that was not seen during
training, aiming to provide the optimal solution without or with minimal adjust-
ments to the optimizer. It is crucial to ensure reliable and robust performance
in various applications. Current optimizers often struggle with zero-shot opti-
mization and require intricate hyperparameter tuning to adapt to new tasks. To
address this, we propose a Pretrained Optimization Model (POM) that leverages
knowledge gained from optimizing diverse tasks, offering efficient solutions to
zero-shot optimization through direct application or fine-tuning with few-shot
samples. Evaluation on the BBOB benchmark and two robot control tasks demon-
strates that POM outperforms state-of-the-art black-box optimization methods,
especially for high-dimensional tasks. Fine-tuning POM with a small number
of samples and budget yields significant performance improvements. Moreover,
POM demonstrates robust generalization across diverse task distributions, dimen-
sions, population sizes, and optimization horizons. For code implementation, see
https://github.com/ninja-wm/POM/.

1 Introduction

Black box optimization, including tasks like hyperparameter optimization (HPO) [1], neuroevolution
[2–4], neural architecture search (NAS) [5], and algorithm selection [6], is very important. In
these scenarios, the algorithm can evaluate f(x) for any solution x; however, access to additional
information about f , such as the Hessian and gradients, is unavailable.

Addressing diverse BBO problems necessitates the tailored design of specific algorithms to achieve
satisfactory performance. Crafting these algorithms typically demands substantial expertise. There-
fore, it is crucial to ensure reliable and robust performance of the optimizer in various applications,
called zero-shot optimization. Zero-shot optimization involves optimizing a target task that was not
seen during training, aiming to provide the optimal solution without or with minimal adjustments to
the optimizer.
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The studies [7–9] employed Transformer or diffusion models to pretrain model-based optimizers
using offline datasets. While effective, these methods primarily fit optimization trajectories of other
BBO algorithms to a specific task, potentially requiring retraining for new tasks, limiting their ability
to zero-shot optimization. Subsequently, [10, 11] introduced two learned optimization frameworks
for meta-learning evolution strategy (ES) and genetic algorithm (GA). However, the performance of
these two methods on zero-shot optimization is weaker than that of CMA-ES [12] (see Section 4.2).

To address zero-shot optimization, especially for continuous optimization, we introduce a population-
based Pretrained Optimization Model, called POM. Leveraging multiple individuals, population-
based optimizers gain a better understanding of the fitness landscape. The core of the optimizer
is how to design optimization strategies that sample better solutions. Inspired by the solution-
producing mechanism of evolutionary computation, we design powerful POM blocks to form a
general optimization strategy representation framework. Drawing inspiration from [13], we introduce
an end-to-end gradient-based training method for POM, termed MetaGBT (Meta Gradient-Based
Training), ensuring stable and rapid training for POM. Pretraining POM on a set of training functions
with MetaGBT ensures good optimization strategy. Our contributions can be summarized as follows:

• Excellent ability to solve zero-shot BBO. We develop a efficient POM for zero-shot
BBO, demonstrating a substantial performance advantage over state-of-the-art black-box
optimizers.

• Excellent ability to solve few-shot BBO. Few-shot optimization is the existence of a
small budget of function evaluations for the target task to tune the optimizer for better
performance. More than 30% performance improvement can be obtained with 25 random
function evaluations.

2 Related Work

Heuristic Population-based BBO Algorithms. Numerous metaheuristic population-based algo-
rithms, such as genetic algorithms [14], evolution strategies [15–17], particle swarm optimization
[18, 19], and differential evolution [20, 21], have been devised to address optimization problems.
Notably, CMA-ES [12] and L-SHADE [22] stand out as state-of-the-art methods for BBO. However,
these approaches rely on manually designed components, exhibiting inefficiency and fragility when
confronted with new tasks. In contrast, the proposed POM can autonomously acquire optimization
strategies from problem instances, mitigating the aforementioned limitations.

Pretrained Population-based BBO Algorithms. Pre-training BBO algorithms can be categorized
into two types within the meta-learning framework. The first type frames meta-learning BBO
algorithms as a bi-level optimization problem [23]. For instance, [24] leverages meta-learning
to infer population-based black-box optimizers that automatically adapt to specific task classes.
LES [25] designs a self-attention-based search strategy for discovering effective update rules for
evolution strategies through meta-learning. Subsequent works like LGA [10] utilize this framework
to discover the update rules of Gaussian genetic algorithms via Open-ES [26]. The second type
models the meta-learning of a BBO algorithm as a reinforcement learning problem. [27] meta-learn
a policy that adjusts the mutation step-size parameters of CMA-ES [12]. Category one faces the
curse of dimensionality, where an escalating number of model parameters leads to skyrocketing
training difficulty, impeding the development of intricate strategies. In contrast, category two, which
models meta-learning optimizers as reinforcement learning tasks, grapples with training instability.
POM, employing a gradient-based end-to-end training approach, successfully bypasses the curse of
dimensionality, ensuring stable training.

LLM for Optimization. In line with POMs, various optimization approaches leveraging Large
Language Models (LLMs) have emerged to address diverse problem domains, including NP-hard
problems [28, 29], algorithm evolution [30–33], reward design [34], and Neural Architecture Search
(NAS) [35, 36]. Notably, LLMs play a role in sampling new solutions. However, their optimization
strategies depend on externally introduced natural selection mechanisms and are less effective in
numerical optimization scenarios [37]. LLaMoCo [38] and EoH [39] use LLM to generate code
to solve optimization problems, but the performance of LLaMoCo depends on carefully designed
instructions and prompts, and EoH has expensive evaluation costs. TNPs [40], ExPT [41] and LICO
[42] use transformer structures to solve the BBO problem and have achieved good results. However,
TNPs requires contextual information of the target problem, and neither ExPT nor LICO can be
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directly used to solve tasks with different dimensions from the training task. These methods lack the
universal applicability as pretrained BBO models due to a deficiency in generating capabilities across
tasks.

All the above methods cannot be the zero-shot optimizer. The first two categories need to adjust the
hyperParameters when optimizing the new tasks, while the latter must fine-tune the instructions to
achieve satisfactory results.

3 Pretrained Optimization Model

3.1 Problem Definition

A black-box optimization problem can be transformed as a minimization problem, and constraints
may exist for corresponding solutions: min

x
f(x), s.t. xi ∈ [li, ui], where x = (x1, x2, · · · , xd)

represents the solution of optimization problem f , the lower and upper bounds l = (l1, l2, · · · , ld)
and u = (u1, u2, · · · , ud), and d is the dimension of x. For more background information on
evolutionary algorithms, see Appendix A.

Definition 1 Zero-shot Optimization. Zero-shot optimization refers to an optimizer that is applied
directly to solve a continuous black-box optimization problem f without any tuning. This means that
the optimizer does not require any contextual information about f and can be directly used to handle
problems of any dimensionality.

Definition 2 Few-shot Optimization. Alternatively, it is permissible to fine-tune the optimizer using
a small portion of the function evaluation budget for the objective task, and then use the fine-tuned
optimizer to solve f .

3.2 Classic Population Optimization Algorithm

In this section, we use Differential Evolution (DE) as an example to review classic evolutionary
algorithms. DE [20, 43] is a prominent family within evolutionary algorithms (EAs), known for its
advantageous properties such as rapid convergence and robust performance [44, 45]. The optimization
strategy of DE primarily involves mutation and crossover operations.

The classic DE/rand/1 crossover operator is illustrated in Eq. (1) (additional examples are listed
in Appendix A.2). Each mutation strategy can be viewed as a specific instance of Eq. (2); Further
details are provided in Appendix A.2. Additionally, we represent the mutation strategy in a matrix
form, as shown in Eq. (3). The matrix S evolves with the generation index t, indicating that the
mutation strategy adapts across different generations. Consequently, we propose a module to enhance
the performance of the mutation operation, which leverages the information from the population of
the tth generation to generate St. This serves as the motivation for our design of the LMM.

vt
i = xt

r1 + F · (xt
r2 − xt

r3) (1)

In the crossover phase at step t, DE uses a fixed crossover probability crti ∈ [0, 1] for each individual
xt
i in the population, as shown in Eq. (9). The crossover strategy for the entire population can then

be expressed as a vector crt = (crt1, cr
t
2, · · · , crtN ). Our goal is to design a module that adaptively

generates crt using the information from the population. This approach allows for the automatic
design of the crossover strategy by controlling the parameter cr. This serves as the motivation for our
design of LCM.

3.3 Design of POM

A population consists of n individuals, denoted as X = {x1,x2, · · · ,xn}. In this paper, X is also
treated as X = [x1,x2, · · · ,xn]

T to support matrix operations. We feed POM an initial random
population X0 at step 0, specify the evolution generation T for it, and hope that it can generate a
population XT close to the global optimum at step T , as shown in XT = POM(X0, T |θ), where
θ ∈ Ω is the parameters of POM, where Ω stands for the strategy space. The goal of training POM is
to find an optimal θ in Ω. As shown in Fig. 1, POM consists of LMM, LCM and SM.
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LMM LMM generates candidate solutions vt
i for individual xt

i through Eq. (2), which enables the
population information to be fully utilized in the process of generating candidate solutions vt

i .

vt
i =

N∑
j

wi,jx
t
j (∀wi,j ∈ R, wi,i ̸= 0) (2)

Further, we organize Eq. (2) into a matrix form, as shown in Eq. (3).

Vt = St ×Xt (3)

Xt ∈ RN×d is the population in generation t and St ∈ RN×N . S evolves with each change in t,
signifying a mutation strategy that adapts across generations. Consequently, it is imperative to devise
a module that leverages information from the population at generation t to generate St. Any mutation
operator of differential evolution, such as the classic DE/rand/1 mutation operator, can be converted
into Equation (3) in the specific case of S (see Appendix A.2 for details). At the same time, the
crossover operation of GAs can also be generalized into the form of Equation (3) [46].

The function of LMM is designed based on Multi-head self-attention (MSA) [47], as shown as
follows:

St = LMM(Ht|θ1) (4)
where θ1 = {Wm1,Wm2,Wm3,bm1,bm2,bm3} denotes the trainable parameters within LMM,
while Ht = [ht

1,ht
2, · · · ,ht

N ] serves as LMM’s input, encapsulating population information. Each
ht
i incorporates details about xt

i, encompassing: 1) f̂ t
i : the normalized fitness f(xt

i) of xt
i; 2) r̂ti : the

centralized ranking of xt
i. The method for calculating f̂ t

i is:

f̂ t
i =

f(xt
i)− µt

σt
(5)

where µt and σt denote the mean and standard deviation, respectively, of individual fitness values
within the population at time t. We build r̂ti as follows:

r̂ti = (
rank(xt

i,X
t)

N
− 0.5)× 2 (6)

where rank yields the ranking of xt
i within the population Xt, with values ranging from 1 to N .

Thus, LMM utilizes information on the relative fitness of individuals to dynamically generate the
strategy Ŝt. r̂ti serves as position encoding, explicitly offering the ranking information of individuals.
Equation (7) details the computation of Ŝt.

Ĥt = Tanh(Ht ×Wm1 + bm1), Qt = Tanh(Ĥt ×Wm2 + bm2)

Kt = Tanh(Ĥt ×Wm3 + bm3), Ŝt = Tanh(
Qt × (Kt)T√

(dm)
)

(7)

where Tanh is an activation function. Wm1 ∈ R2×dm and Wm2,Wm3 ∈ Rdm×dm . bm1, bm2, and
bm3 are vector with dimension dm. Ĥt ∈ RN×dm , Qt,Kt ∈ RN×dm , and Ŝt ∈ RN×N .

The topological structure of the population significantly influences their information exchange [48].
When all individuals engage in information exchange, the algorithm’s convergence may suffer,
diversity could diminish, and susceptibility to local optima increases. To address this, we introduce a
mask operation during both training and testing phases, where the probability of setting each element
in Ŝt to 0 is rmask. This operation enhances POM’s ability to learn efficient and robust strategies, as
validated in our experiments. Consequently, St is derived using Eq. (8).

St = mask(Ŝt|rmask) (8)

Finally, we get Vt via Eq. (3).

LCM For each individual xt
i at step t, a crossover probability crti ∈ [0, 1] is established. Conse-

quently, the population’s crossover strategy is encapsulated in the vector crt = (crt1, cr
t
2, · · · , crtN ).

The crossover operation, as depicted in Eq. (9), can be elucidated as follows:

ut
i,k =

{
vt
i,k, if rand(0, 1) ≤ crti

xt
i,k, otherwise ∀i ∈ [1, N ] (9)
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The module design should facilitate the adaptive generation of crt by leveraging population informa-
tion. Executing the crossover operation with crt yields Ut = [ut

1,u
t
2, · · · ,ut

N ].

LCM is designed based on FFN [47], as shown in Eq. (10),

crt = LCM(Zt|θ2) (10)

where θ2 = {Wc1,bc1,Wc2,bc2, τ} is the parameter of LCM and Zt ∈ RN×3 is the population
information used by LCM. Here, Zt = [zt1, z

t
2, · · · , ztN ]. zti represents the relevant information

of individual xt
i and Xt. For example, it can include the ranking information of xt

i, the fitness
information of xt

i, the Euclidean distance between xt
i and Vt

i , and the distribution information of
individuals within the population (such as the fitness distribution, the distance between pairs of
individuals), etc. In this paper, zti includes the following information as a case study: 1) f̂ t

i : the
normalized fitness f(xt

i) of xt
i; 2) r̂ti : the centralized ranking of xt

i; 3) simt
i: the cosine similarity

between xt
i and vti .

ht = Tanh(Zt×Wc1+bc1), ĥt = layernorm(ht|τ), crt = Sigmoid(ĥt×Wc2+bc2) (11)

where the activation function Sigmoid maps inputs to the range (0, 1). Wc1 ∈ R3×dc , Wc2 ∈ Rdc×1,
τ is the learnable parameters of layernorm [49]. bc1 and bc2 are vectors with dimensions dc and 1,
respectively.

Although we derive crt from Eq. (11) as in Eq. (9), the discrete nature of the crossover operator
renders it non-differentiable, impeding gradient-based training of the LCM module. To address this
limitation, we introduce the gumbel_softmax method [50], providing an efficient gradient estimator
that replaces non-differentiable samples from a categorical distribution with differentiable samples
from a novel Gumbel-Softmax distribution.

Eq. (12) shows how to perform crossover operations between xt
i and vt

i in LCM (∀i ∈ [1, N ]).

rti = rand(d), cvt
i = gumbel_softmax(cat(rti, tile(cr

t
i , d))),

ut
i = cvt

i,0 · xt
i + cvt

i,1 · vt
i , Ut = [ut

1,u
t
2, · · · ,ut

N ]
(12)

First, the rand function samples uniformly from the range [0, 1] to obtain a vector rti. Then get
crti from crt according to the index. The tile function expands crti into a d-dimensional vector:
[crti , cr

t
i , · · · , crti ]. The cat function concatenates them into a matrix as shown below:[

rti,1 rti,2 · · · rti,d
crti crti · · · crti

]
(13)

Here, gumbel_softmax is executed column-wise. For any column, the larger element becomes 1 after
gumbel_softmax and 0 otherwise. Therefore, cvt

i ∈ R2×d may be a matrix like this:

cvt
i =

[
1 0 0 0 1 1 · · · 1 1
0 1 1 1 0 0 · · · 0 0

]
(14)

LMM LCM SM

POM

Xt
Ht St Vt Ut

Xt+1Generate H

f

Generate Z Zt

X

(a) POM

POM
Loss 

Function

gradient to update 

parameters
training 

function 

set

a batch of 

training samples

loop until convergence

t=t+1
t=T?

NO YES
randomly generated 

population XT

X0
Xt

Xt

(b) training

POM

target task f

t=0 t=t+1

loop if t<T

X0 Xt

(c) testing

Figure 1: In the figure, X0 is the initial random population. (a) The overall architecture of the POM.
(b) POM training process. Here T is the size of the inner loop iteration step during training, and
the training function should be differentiable. (c) POM testing process. Here, T is the number of
iterations of the testing process and f is the target task. f does not have to be differentiable. Here we
directly apply the trained POM to solve f without requiring gradient information.
Overall Framework We design LMM and LCM to achieve the generation of sample strategy (that
is, generate St) and crossover strategy (that is, generate crt), respectively. The overall architecture
of POM is shown in Fig. 1. The parameters that need to be trained in POM are θ = {θ1, θ2}. At
time step t, the population is Xt. Initially, we amalgamate the information from Xt to construct
descriptive representations of the population, Ht and Zt. LMM adaptively generates St based on Ht.
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The multiplication of Xt and St yields Vt (see Eq. (3)). Next, LCM adaptively generates crt based
on its input Zt, and performs a crossover operation based on crt to obtain Ut. Finally, SM [51], a
1-to-1 selection strategy is executed between Ut and Xt to produce the next-generation population
Xt+1.
Xt+1 = SM(Xt,Ut) = tile(lx>0(MF ′ −MF ))⊙Xt+ tile(1− lx>0(MF ′ −MF ))⊙Ut (15)

where lx>0(x) = 1 if x > 0 and lx>0(x) = 0 if x < 0, and the tile copy function extends the
indication matrix to a tensor with size (N, d), MF (MF ′) denotes the fitness matrix of Xt(Ut), and
⊙ indicates the pairwise multiplication between inputs.

Algorithm 1 MetaGBT Algorithm 2 Driving POM to Solve Problem
Input: T , n, training set TS.
Output: The optimal θ.
1: Randomly sample the parameter θ of POM.
2: while not done do
3: Sample |TS| populations of size n to ob-

tain [X0
1,X

0
2, · · · ,X0

|TS|].
4: for i = 1, 2, . . . , |TS| do
5: Randomly sample ωi for the fi in TS.
6: end for
7: for t = 1, 2, . . . , T do
8: for i = 1, 2, . . . , |TS| do
9: Xt

i ← POM(Xt−1
i , 1|θ).

10: lossti ← li(X
t
i,X

t−1
i , fi, ω

i, λ).
11: end for
12: θ ← Update θ based on 1

|TS|
∑
i

lossti.

13: end for
14: end while

Input: Generations T , population size n, BBO
problem f .

Output: The optimal XT found.
1: POM loads the trained parameter θ.
2: Randomly sample an initial population X0

of size n.
3: for t = 0, 1, . . . , T − 1 do
4: Construct Ht based on Xt and f .
5: St ← LMM(Ht|θ1).
6: Vt ← St ×Xt.
7: Build Zt based on Xt, Vt and f .
8: crt ← LCM(Zt|θ2).
9: Construct Ut using Equation (12).

10: Xt+1 ← SM(Xt,Ut).
11: end for

3.4 Tasks, Loss Function & MetaGBT

POM is meticulously crafted as a model amenable to end-to-end training based on gradients. While
POM necessitates gradient information from the training task during the training phase, it exhibits the
ability to tackle BBO problems in the testing phase without relying on any gradient information. To
ensure the acquisition of an efficient, highly robust, and broadly generalizable optimization strategy,
POM undergoes training on a diverse set of tasks. Training on these tasks sequentially poses the
risk of domain overfitting, local optima entrapment, and diminished generalization performance.
Consequently, we introduce a training methodology named MetaGBT.

Tasks. We form a training task set TS = {fi(X|ωj)},where i ∈ [1, 5] and j ∈ [1, N ], comprising
4N tasks derived from Table 3 in appendix, where ωi denotes the task parameter influencing the
function’s landscape offset. Our selection of these functions for the training task is motivated by
their diverse landscape features. The specific landscape features encompassed in TS are detailed in
Appendix B.

Loss Function. To avoid bias of different output scales in TS, for any function fi in TS, we design
the normalized loss function li(X

t,Xt−1, fi, ω
i, λ). In Equation (16), l1i calculates the average

fitness difference between the input and output of the POM, further normalized within [0, 1]. This
encourages convergence of the algorithm. l2i uses standard deviation to simulate the distribution of
the output population, encouraging diversity in the output population. std(Xt, j) is the standard
deviation of the jth dimension of the population. λ is a hyperparameter, and we find that setting it to
0.005 can make model training more stable.

Xt = POM(Xt−1, 1|θ)

l1i =

1
|Xt|

∑
x∈Xt

fi(x|ωi)− 1
|Xt−1|

∑
x∈Xt−1

fi(x|ωi)∣∣∣∣∣ 1
|Xt−1|

∑
x∈Xt−1

fi(x|ωi)

∣∣∣∣∣
, l2i =

d∑
j=1

std(Xt, j)

d
, li = l1i − λl2i

(16)
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MetaGBT. The pseudocode for MetaGBT is presented in Algorithm 1. Initially, we sample the POM
parameter θ from a standard normal distribution. The objective of MetaGBT is to iteratively update θ
to bring it closer to the global optimum θ∗. In line 2, we sample a population for each task in TS.
Lines 3, 4 and 5 involve the resampling of task parameters for all tasks in TS, thereby altering the
task landscape, augmenting training complexity, and enhancing the learning of robust optimization
strategies by POM. The final loss function (line 10) is determined by computing the average of the
loss functions for all tasks. Subsequently, in line 12, we update θ using a gradient-based optimizer,
such as Adam [52]. The trained POM is then ready for application in solving an unknown BBO
problem, as depicted in Algorithm 1.

1234567

6.3333POM
5.6875LSHADE
4.2188CMA-ES
4.1771LGA

3.7917 LES
2.2708 ES
1.5208 DE

Figure 2: The critical difference diagram illus-
trates the performance ranking of seven algorithms
across 24 BBOB problems with dimensions d =
30, 100, employing Wilcoxon-Holm analysis [53]
at a significance level of p = 0.05. Algorithm po-
sitions are indicative of their mean scores across
multiple datasets, with higher scores signifying
a method consistently outperforming competitors.
Thick horizontal lines denote scenarios where there
is no statistically significant difference in algorithm
performance.
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(a) Bipedal Walker
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CMAES
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LSHADE

(b) Enduro

Figure 3: Experimental results are presented for
the Bipedal Walker (a) and Enduro (b), with the
vertical axis denoted as R, representing the strategy
score. The score corresponds to the total reward
acquired by the agent during interactions with the
environment.

4 Experiments

4.1 Experimental Setup

We test the performance of POM on the widely used BBO benchmark and two complex real-world
problems (see Appendix C). Selected methods include DE (DE/rand/1/bin) [54] and ES ((µ,λ)-ES) as
population-based baselines, L-SHADE [22] and CMA-ES [12] as state-of-the-art population-based
BBO methods, and LES [25] and LGA [10] as state-of-the-art POMs. POM is trained on TS with
T = 100, n = 100, and d = 10. Detailed parameters for all compared methods are provided in
Appendix E. Please refer to Appendix D for the reasons for choosing these algorithms.

4.2 Results

BBOB [55]. We evaluate the generalization ability of POM across 24 BBOB functions with dimen-
sions d = 30 and d = 100, where optimal solutions are located at 0. Figure 2 presents the critical
difference diagram comparing all algorithms (refer to Appendix Tables 4 and 6, and Figures 11, 12
and 13 for detailed results). POM significantly outperforms all methods, showcasing its efficacy
across varying dimensions. Despite being trained solely on TF1-TF4 with d = 10, POM excels in
higher dimensions (d = {30, 100, 500}), with its performance advantage becoming more pronounced
with increasing dimensionality. Particularly on complex problems F21-F24, where global structure is
weak, POM lags behind LSHADE but surpasses other methods, attributed to its adaptability through
fine-tuning. TurBO [56] is the Bayesian optimization algorithm with the best performance on BBOB
[57]. Under little budget conditions, the performance of POM outperforms that of TurBO in most
cases (see Appendix G for details).

Bipedal Walker [58]. The Bipedal Walker task involves optimizing a fully connected neural network
with d = 874 parameters over k = 800 time steps to enhance robot locomotion control. In Fig.
3(a), LSHADE shows ineffectiveness, while CMA-ES, LSHADE, and LGA suffer from premature
convergence. Conversely, POM achieves stable and swift convergence, ultimately attaining the
highest score.

Enduro [58]. Enduro task entails controlling a strategy with d = 4149 parameters across k = 500
steps, posing greater difficulty than Bipedal Walker. As depicted in Fig. 3(b), LGA and LES
exhibit premature convergence and limited exploration. While CMA-ES initially converges slightly
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faster than POM, the latter maintains a superior balance between exploration and exploitation,
outperforming LSHADE.

12345

4.3333POM
4.0000NO LCM
2.9167UNTRAINED

2.1667 NO LMM
1.5833 NO MASK

(a)

123456

4.8750XL
4.0000M
4.0000VS 3.7292 L

2.9167 VL
1.4792 S

(b)

Figure 4: (a) Results of ablation study. The metric used to evaluate performance is the optimal value
of the function found, with smaller values being better. Here, d = 30. (b) Results of POMs with
different sizes on BBOB tests (d = 100).
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Figure 5: The impact of training dataset size on the performance of POM. d = 100. 1 means that the
training set only contains TF1, and 2 means that the training set only contains TF1 and TF2, and
so on.
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Figure 6: Experimental results of fine-tuning tests.
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Figure 7: (a) Time cost of POM. (b) Testing cost
of baselines and POM.

4.3 Analysis

Ablation Study The ablation study results for the designed modules are presented in Fig. 4 (a)
(refer to Appendix Table 7 for additional details). Configurations include UNTRAINED, representing
an untrained POM with randomly initialized parameters; NO LMM, where the LMM is excluded,
and a simple DE/rand/1/bin mutation operator is employed; NO LCM, indicating the absence of the
learnable crossover operation, using only binomial crossover; and NO MASK, signifying the omission
of the mask operation described in Eq. (8).

While UNTRAINED yields optimal results for F9 and F16, as an untrained POM is inherently an
optimization strategy, the adaptability of trained POM surpasses the baselines in most scenarios. In
simpler tasks with d = 30, UNTRAINED underperforms, demonstrating the advantage of trained POM
on more complex tasks. Notably, NO LMM and NO LCM excel on F5, F11, and F19, respectively.
This could be attributed to potential overfitting of POM to the relatively simple training set. The
exclusion of mask operation (NO MASK) significantly diminishes POM’s performance, highlighting
the importance of the mask for global information sharing and population interaction, crucial for
maintaining diversity. All modules contribute to POM’s overall performance, with the negative
impact on POM’s performance ranked as follows: NO MASK > NO LMM > UNTRAINED > NO
LCM.

Fine-tuning Test We evaluate the fine-tuned POM’s performance on TF6-TF8 as detailed in
Appendix Table 3. We replace LCM with a standard transformer encoder to obtain more stable
experimental results. For xi and vi, we normalize their features and then concatenate them by
dimension to obtain xvi ∈ Rd×2. xvi and the normalized [fitness, ranking] information of xi in the
parent population are concatenated to obtain xvf i ∈ R(d+1)×2. Based on this input, the transformer
encoder will generate cvi in Eq. (12). Different numbers of ω are generated as fine-tuning samples
for TF6-TF8, and Algorithm 1 is used to fine-tune POM for each function. The base POM is
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Figure 8: Displayed are visualized outcomes of LMM St in BBOB with d = 100 using n = 10
for clarity. Blank squares in the matrix denote masked portions from Eq. (8). Steps 1, 50, and
100 correspond to the 1st, 50th, and 100th generations in population evolution. The horizontal and
vertical axes denote individual rankings, with 1 as the best and 10 as the worst in the population.
Each row illustrates the weight assigned to other individuals when executing mutation operations for
the respective individual.
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Figure 9: Visual analysis results of LCM on BBOB F1, F11, and F24 with d = 100, employing
n = 100, are presented. "Rank" signifies an individual’s position, with rank 5 representing the
fifth-ranked individual in the population. Subgraphs depict the evolution of the probability that an
individual will undergo crossover across three tasks as the population progresses. For example, (a)
illustrates the crossover probability change for the top-ranked individual on F1, F11, and F24 with
the number of generations.

initially trained on TF1-TF5. We calculate the relative performance improvement (RFI) achieved
by the fine-tuned POM compared to the base POM, with results displayed in Figure 6. Experimental
results indicate that fine-tuning POM leads to significant performance improvements even with a
small sample size. The method for obtaining fine-tuning samples is not restricted; for black-box tasks,
a surrogate model can be constructed to facilitate fine-tuning.

Size of Training Dataset Any complex problem can be simulated by a polynomial composed of
simple basic function terms. To ensure that the optimization strategy learned by POM has robust
generalization ability and performance, we should train POM on a set of basic functions.

First, we tested the impact of increasing the number of basic functions in the training set on model
performance. Next, we examined the effect of introducing complex functions into the training set.
Functions TF1 − TF5 are basic simple terms. For example, TF1 is an absolute value term, and
TF5 is a square summation term. Functions TF6− TF8 are composite terms composed of several
basic functions. For instance, TF6 includes both a cumulative multiplier term and a cosine term. The
test results are shown in Figure 5 (a) and (b) (see Appendix Table 8 for details), respectively.

Experimental results indicate that increasing the number of basic functions leads to an overall im-
provement in POM performance, whereas the introduction of composite terms results in a significant
performance decline. This aligns with our hypothesis.

Scale of POM We explore the performance of POM at different scales, which is shown in Fig.
4 (b) (refer to Appendix Table 9 for additional details). We increase POM’s parameter count by
perturbing the hidden layers of each module (dm, dc). Six models are constructed in ascending order
of parameter count, labeled as VS (very small), S (small), M (medium), L (large), VL (very large),
and XL (extra large) (details in the Appendix Table 2). XL achieves the best performance, while VS
and M also perform well. S exhibits the worst performance, and VL performs worse than L. Two
core factors contribute to this phenomenon: the number of parameters and training. We observe a
complex relationship between the number of parameters and training difficulty. VS, with the fewest
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parameters, is the easiest to train and performs well on BBOB. Conversely, XL, with a large number of
parameters, exhibits the strongest capability to represent strategies, resulting in the best performance.
The performance of XL aligns with our expectations. We obtain the following principles: 1) Larger
models can have stronger capabilities but are more challenging to train; 2) Training difficulty and
model scale do not exhibit a simple linear relationship, warranting further research; 3) Larger models
require more functions for effective training.

Time Budget We assess the training and test time efficiency of POM across various architectures
on BBOB (d = 10) and BBOB (d = 100) respectively, as illustrated in Figure 7. POM demon-
strates remarkable efficiency in tackling BBO problems, with negligible training costs relative to its
exceptional generalization ability and high performance.

4.4 Visualization Analysis

LMM Learning Analysis Figure 8 displays St for an in-depth analysis of the LMM strategy (refer
to Appendix Figure 15-20 for additional details). Key observations and conclusions include: 1)
Generally, superior individuals receive higher weights during LMM, showcasing POM’s ability to
balance exploration and exploitation as the population converges. 2) Across diverse function problems,
POM dynamically generates optimization strategies, highlighting its adaptability and contributing
to robust generalization. 3) Disadvantaged individuals exhibit a more uniform weight distribution,
potentially aiding in their escape from local optima and enhancing algorithm convergence.

LCM Learning Analysis We visually examine the LCM strategy, presenting the results in Fig.
9 (refer to Appendix Figure 21-26 for additional details). LCM displays the capacity to adaptively
generate diverse strategies for individuals across different ranks in the population, revealing distinct
patterns among tasks and rankings. Notably, top-ranking individuals within the top 20, such as those
ranked 1st, 5th, and 18th, exhibit a flexible crossover strategy. The dynamic adjustment of crossover
probability with population evolution aids in preserving dominant genes and facilitating escape
from local optima. Conversely, lower-ranking individuals show an increasing overall probability of
crossover, promoting exploration of disadvantaged individuals and enhancing the algorithm’s explo-
ration capability. LCM proficiently generates adaptive crossover strategies across tasks, individuals,
and convergence stages, significantly boosting both convergence and exploration capabilities.

5 Conclusions

We present POM, a novel Pretrained Optimization Model designed to address the inefficiencies of
existing methods in zero-shot optimization. Evaluation on BBOB and robot control tasks demonstrates
POM’s superiority over other black-box optimizers, particularly in high-dimensional scenarios.
Additionally, POM excels in solving few-shot optimization problems. Future research avenues
include designing enhanced loss functions to optimize POM for both population convergence and
diversity, thereby improving overall algorithm performance. In addition, the limitations of model
scale and time performance deserve further study (see Appendix I for details).
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A Preliminaries

A.1 Genetic Algorithms

The crossover, mutation, and selection operators form the basic framework of GAs. GA starts with a
randomly generated initial population. Then, genetic operations such as crossover and mutation will
be carried out. After the fitness evaluation of all individuals in the population, a selection operation
is performed to identify fitter individuals to undergo reproduction to generate offspring. Such an
evolutionary process will be repeated until specific predefined stopping criteria are satisfied.

Crossover The crossover operator generates a new individual xc
i ∈ Rd by Eq. (17), and cr is the

probability of the crossover operator.

xc
k =

{
xi
k rand(0, 1) < cr

xj
k otherwise

(17)

where k ∈ [1, · · · , d], i and j ∈ [1, 2, . . . , n] (i ̸= j). d represents the dimension of the problem. xi
k

and xj
k represent the k-th element of xi and xj respectively. This operator is commonly conducted

on n individuals; n represents the population size. After an expression expansion, we reformulate Eq.
(17) as

∑n
i=1 xiW

c
i [46]. xi ∈ Rd represents the ith individual in X, where X = {x1,x2, · · · ,xn}

is a population. Wc
i ∈ Rd×d is the diagonal matrix. If Wc

i is full of zeros, the ith individual has no
contribution.

Mutation The mutation operator brings about random changes in the population. Specifically, an
individual xi in the population goes through the mutation operator to form the new individual xm

i ,
formulated as follows:

xm
k =

{
rand(lk, uk) rand(0, 1) < mr

xc
k otherwise

(18)

where mr is the probability of mutation operator and k ∈ [1, · · · , d]. xm
k and xc

k represent the k-th
element of xm and xc respectively. Similarly, Equation (18) can be reformulated as xc

iW
m
i , where

Wm
i ∈ Rd×d is the diagonal matrix.

Selection We introduce the binary tournament mating selection operator in Eq. (19). The selection
operator survives individuals of higher quality for the next generation until the number of individuals
is chosen. As shown in Eq. (19),

pi =

{
1 f(xi) < f(xk)
0 f(xi) > f(xk)

, (xi,xk) ∈ X ∪Xm (19)

where pi reflects the probability that xi is selected for the next generation, and Xm =
{xm

1 ,xm
2 , · · · ,xm

n }.

A.2 Mutation Strategy in DE

The core components of the optimization model include modules that generate solutions and modules
that select solutions. GA and DE basically include crossover modules, mutation modules and
selection modules. The evolutionary strategy represented by CMA-ES needs to sample a population
from a certain distribution (such as Gaussian distribution), and further select individuals to update
this distribution. In this paper, we design parameterized trainable LMM and LCM as modules
for generating solutions. The function of LMM is to generate a candidate population, and LCM
further performs crossover between the candidate population and the original population to obtain the
offspring population.

We list some classic DE mutation strategies.

• DE/rand/1

vt
i = xt

r1 + F · (xt
r2 − xt

r3) (20)
• DE/rand/2

vt
i = xt

r1 + F · (xt
r2 − xt

r3 + xt
r4 − xt

r5) (21)
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• DE/best/1

vt
i = xt

best + F · (xt
r1 − xt

r2) (22)

• DE/current-to-rand/1

vt
i = (1− F )xt

i + F · (xt
r1 − xt

r2 + xt
r3) (23)

• DE/current-to-best/1

vt
i = (1− F )xt

i + F · xt
best + F · (xt

r1 − xt
r2) (24)

• DE/current-to-pbest/1

vt
i = (1− F )xt

i + F · xt
pbest + F · (xt

r1 − xt
r2) (25)

The integer index r1 (and similarly, r2 and r3) is randomly selected from the range [0, N ]. pbest
is randomly selected from the indices of the best p individuals. xt

best is the individual with the best
fitness in the population at generation t.

The generalized form of the mutation strategy is

vt
i =

N∑
j

wi,jxj (∀wi,j ∈ R) (26)

For example, when wi,q = 1, wi,k = −wi,j ̸= 0, and wi,l = 0 (∀l /∈ {q, j, k}, q ̸= k, k ̸= j, q ̸= j),
it becomes DE/rand1/1. If individuals of the population has been sorted from good to bad by fitness,
when wi,0 = 1, wi,k = −wi,j ̸= 0, and wi,l = 0 (∀l /∈ {0, j, k}, k ̸= j), it becomes DE/best/1.

B Landscape Features of TF1-TF8

The landscape features included in TS are shown as follows:

• TF1: Unimodal

• TF2: Separable

• TF3: Unimodal, Separable

• TF4: Unimodal, Separable

• TF5: Multimodal, Non-separable, Having a very narrow valley from local optimum to global
optimum, Ill-conditioned

• TF6: Multi-modal, Non-separable, Rotated

• TF7: Multimodal, Separable, Asymmetrical, Local optima’s number is huge

• TF8: Multi-modal, Non-separable, Asymmetrical

C Test Set

C.1 BBOB

BBOB [59, 55] is a widely researched and recognized collection of benchmark test problems to
evaluate the performance of optimization algorithms. The dataset consists of a series of high-
dimensional continuous optimization functions, including single-peak, multi-peak, rotated, and
distorted functions, as well as some functions with specific properties such as Lipschitz continuity
and second-order differentiability.

C.2 Robot Control Tasks

We test the performance of POM on two complex robot control tasks.
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C.2.1 Bipedal Walker

The continuous control task Bipedal Walker [58], implemented within the Box2D physics engine,
has been designed to test the ability of walking agents to navigate varying terrain by controlling
their joints and maintaining balance. The challenge requires the agent to learn efficient walking
strategies that enable it to traverse the intended path without falling or deviating from its trajectory.
The robot’s state comprises a range of variables, including the hull angle speed, angular velocity,
horizontal speed, vertical speed, joint positions and angular speeds, legs contact with the ground, and
lidar rangefinder measurements. The robot’s actions involve determining motor speed values in the
range of [-1, 1] for each of the four joints at the hips and knees. The performance of the agent is
evaluated through a reward system, whereby it receives points for moving forward, with a maximum
of 300+ points awarded upon successfully reaching the end of the designated course. However, the
penalty of -100 points is imposed if the robot loses balance and falls. Furthermore, applying motor
torque incurs a small cost in terms of points. The score accrued by the agent serves as a measure of
its optimal performance. The Bipedal Walker task represents a challenging and dynamic environment
that effectively evaluates the walking and balance control abilities of agents. As such, it provides a
valuable benchmark for testing and comparing different reinforcement learning algorithms for robotic
locomotion.

C.2.2 Enduro

Enduro [58] is one of the classic reinforcement learning environments provided by OpenAI Gym. It
is a driving racing game based on the Atari 2600 game. In this environment, your goal is to drive as
far as possible by controlling the car. The Enduro game is set on an endless highway where you need
to avoid other vehicles and overtake as many other vehicles as possible within a limited time. You
can avoid collisions with other vehicles by moving your car left and right, and be careful to control
your speed to avoid accidents. The game rewards you based on how far you drive, so your goal is to
learn a good driving strategy to maximize the distance traveled.

In these two test tasks, the agent interacts with the environment for k time steps, and the reward at
the i-th step is ri. We evaluate strategy performance as follows:

R =

k∑
i=0

ri (27)

In these two tasks we conduct 10 sets of experiments, each set of experiments consists of 5 independent
runs. We finally take the best results of each set of experiments to calculate the mean and standard
deviation.
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D Baselines

Our core is the population-based pre-training BBO algorithm, so we do not compare with non-
population methods such as Bayesian optimization methods. Moreover, Bayesian optimization
methods are difficult to deal with continuous optimization problems of more than 100 dimensions.
We do not use LLM-based approaches [28–32, 34–36] as baselines because they can only be used for
a specific type of task.

Heuristic Population-based BBO Algorithm. DE(DE/rand/1/bin) [54], ES((µ,λ)-ES), L-SHADE
[22], and CMA-ES [12], where DE [54] and ES are implemented based on Geatpy [60], CMA-ES
and IPOP-CMA-ES are implemented by cmaes2, and L-SHADE is implemented by pyade3. The
reasons for choosing these baselines are the following:

• DE(DE/rand/1/bin): A classic numerical optimization algorithm.
• ES((µ,λ)-ES): A classic variant of the evolution strategy.
• CMA-ES: CMA-ES is often considered the state-of-the-art method for continuous domain

optimization under challenging settings (e.g., ill-conditioned, non-convex, non-continuous,
multimodal).

• L-SHADE: The state-of-the-art variant of DE.

Pretrained BBO Algorithm. We chose three state-of-the-art meta-learn BBO algorithms for com-
parison with POM.

• LES [25]: A recently proposed learnable ES. It uses a data-driven approach to discover new
ES with strong generalization performance and search efficiency.

• LGA [10]: A recently proposed learnable GA that discovers new GA in a data-driven manner.
The learned algorithm can be applied to unseen optimization problems, search dimensions,
and evaluation budgets.

• We train POM on TS. During training, the maximum number of evolution generations is
100, n = 100 and the problem dimension is set to 10.

2https: //github.com/CyberAgentAILab
3https://github.com/xKuZz/pyade
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E Parameters and Training Dataset

The primary control parameters of CMA-ES and L-SHADE are automatically adjusted. For LGA
and LES, we utilized the optimal parameters provided by the authors without modifications. Other
hyperparameters were tuned using grid search to identify the optimal combinations, and multiple
experiments were conducted accordingly. Detailed parameter settings are presented in Table 1. Each
experiment reports the mean and standard deviation of the results from various sets of experiments,
with a consistent population size of 100 across all trials. All experiments are performed on a device
with GeForce RTX 3090 24G GPU, Intel Xeon Gold 6126 CPU and 64G RAM.

Table 1: Detailed parameter settings for all baselines.

Algorithm item setting

POM dm = 1000 Standard Settings for POM (M).
dc = 4

CMA-ES

Initial σ = upper_bounds+lower_bounds
2

∗ 2
5

2/5 is a hyperparameter, and we determine this hy-
perparameter between [0.1, 1] using a grid search,
with a step of 0.1.

Initial µ

µ = lower_bounds + (randn(d) ∗
(upper_bounds − lower_bounds)), where
randn(d) stands for sampling a d-dimensional
vector from a standard normal distribution.

LSHADE memory_size = 6
We use a grid search to determine this parameter, the
search interval is [1, 10], and the search step is 1.

ES
selFuc = urs

We use a grid search to determine
this parameter, the search interval is
[dup, ecs, etour, otos, rcs, rps, rws, sus, tour, urs]
[60].

Nsel = 0.5
we determine this hyperparameter between [0.1, 0.8]
using a grid search, with a step of 0.1.

DE
F = 0.5

we determine this hyperparameter between [0.1, 0.9]
using a grid search, with a step of 0.1. [60].

XOV R = 0.5
we determine this hyperparameter between [0.1, 0.9]
using a grid search, with a step of 0.1.

LGA All parameters We use the pre-trained optimal parameters provided
by the authors.

LES All parameters We use the pre-trained optimal parameters provided
by the authors.

Table 2: POM parameters of different architectures and architecture settings.

STRUCTURE number of parameters dm dc

VS 40929 200 4
S 101529 500 4
M 202529 1000 4
L 404641 2000 20

VL 110851 5000 50
XL 2021201 10000 100
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Table 3: Additional Training Functions. zi = xi − ωi.

ID Functions Range

TF1
∑

i |xi − ωi| x ∈ [−10, 10], ω ∈ [−10, 10]
TF2

∑
i |(xi − ωi) + (xi+1 − ωi+1)| +

∑
i |xi − ωi| x ∈ [−10, 10], ω ∈ [−10, 10]

TF3
∑

i z
2
i x ∈ [−100, 100], ω ∈ [−50, 50]

TF4 max{|zi|, 1 ≤ i ≤ d} x ∈ [−100, 100], ω ∈ [−50, 50]

TF5(Rosenbrock)
d−1∑
i=1

(100(z2
i − zi+1)

2 + (zi − 1)2) x ∈ [−100, 100], ω ∈ [−50, 50]

TF6(Griewank)
d∑

i=1

z2i
4000 −

∏d
i=1 cos(

zi√
i
) + 1 x ∈ [−600, 600], ω ∈ [−300, 300]

TF7(Rastrigin)
d∑

i=1
(z2

i − 10 cos(2πzi) + 10) x ∈ [−5, 5], ω ∈ [−2.5, 2.5]

TF8(Ackley) −20 exp(−0.2
√

1
d

∑d
i=1 z2

i ) − exp( 1
d

∑d
i=1 cos(2πzi)) + 20 + exp(1) x ∈ [−32, 32], ω ∈ [−16, 16]

F Additional Experimental results on BBOB

F.1 BBOB Test

Table 4: BBOB RESULT. POM is trained on TF1-TF5 with d =10. The best results are indicated in
bold, and the suboptimal results are underlined.

d F POM ES DE CMA-ES LSHADE LES LGA

30

F1 3.72E-11(3.72E-11) 2.30E+02(1.36E+01) 9.46E+01(1.17E+01) 7.79E-04(8.97E-04) 1.28E-03(7.36E-04) 4.93E+00(4.03E+00) 1.13E+01(5.81E+00)
F2 4.69E-12(4.69E-12) 2.18E+00(5.24E-01) 1.10E-01(4.35E-03) 8.45E-02(1.64E-02) 1.47E-05(2.12E-06) 1.45E-02(5.21E-03) 1.75E-01(4.80E-02)
F3 6.57E+01(6.57E+01) 1.41E+03(1.26E+02) 1.02E+03(5.47E+01) 2.47E+03(2.39E+03) 7.12E+01(9.31E+00) 8.10E+02(1.04E+02) 2.82E+02(1.66E+01)
F4 6.95E+01(6.95E+01) 3.35E+03(6.76E+02) 1.99E+03(5.61E+02) 2.21E+02(1.02E+00) 1.04E+02(4.24E+00) 6.11E+02(1.22E+02) 3.76E+02(3.14E+01)
F5 3.61E+01(3.61E+01) 5.52E+01(1.45E+01) 1.32E+00(2.70E-01) 0.00E+00(0.00E+00) 0.00E+00(0.00E+00) 1.99E+02(4.46E+01) 0.00E+00(0.00E+00)
F6 1.69E-09(1.69E-09) 3.97E+02(9.66E+00) 5.29E+02(1.74E+02) 8.99E-02(6.01E-03) 1.54E-01(8.94E-02) 1.11E+01(7.44E+00) 2.25E+01(5.33E+00)
F7 3.78E-13(3.78E-13) 1.61E+03(5.19E+01) 7.62E+03(9.02E+02) 3.44E+00(7.67E-01) 1.25E+01(6.46E+00) 1.20E+02(3.92E+01) 6.97E+01(2.00E+01)
F8 6.23E-06(6.23E-06) 4.21E+05(6.85E+04) 3.26E+05(4.66E+04) 3.15E+02(3.90E+02) 3.08E+01(3.53E+00) 3.01E+03(2.28E+03) 1.63E+03(2.94E+02)
F9 1.60E+02(1.60E+02) 4.44E+05(8.88E+04) 7.06E+05(9.64E+04) 4.17E+01(1.20E+01) 5.85E+01(5.42E+01) 2.37E+03(6.93E+02) 1.38E+03(4.40E+02)

F10 2.24E+03(2.24E+03) 3.56E+06(1.48E+06) 2.33E+07(6.30E+06) 3.39E+05(1.18E+05) 1.16E+04(5.72E+03) 7.58E+04(2.93E+04) 2.67E+05(5.13E+04)
F11 7.38E+00(7.38E+00) 1.59E+03(5.31E+02) 5.73E+03(8.62E+02) 5.55E+03(1.21E+03) 1.53E+02(1.13E+02) 2.36E+02(2.59E+01) 3.95E+02(1.40E+02)
F12 5.13E-04(5.13E-04) 4.18E+09(4.62E+08) 1.37E+10(8.87E+08) 2.91E+11(2.89E+10) 4.10E+05(4.53E+05) 1.04E+08(6.51E+07) 9.59E+07(2.87E+07)
F13 6.76E-05(6.76E-05) 1.57E+03(6.29E+01) 1.07E+03(8.97E+01) 9.66E+00(1.62E+00) 2.44E+00(1.41E+00) 8.61E+01(3.33E+01) 2.40E+02(3.31E+01)
F14 2.29E-04(2.29E-04) 9.04E+01(1.08E+01) 5.84E+02(8.93E+01) 1.92E+00(1.14E+00) 4.38E-02(2.39E-02) 6.01E+00(1.54E+00) 4.02E+00(7.88E-01)
F15 7.84E+01(7.84E+01) 1.62E+03(1.29E+02) 4.31E+03(6.26E+02) 4.27E+04(3.66E+04) 1.16E+02(1.08E+01) 8.73E+02(1.65E+02) 2.84E+02(1.90E+01)
F16 2.55E+01(2.55E+01) 4.62E+01(4.62E+00) 5.44E+01(5.74E+00) 3.18E+01(3.66E+00) 1.64E+01(5.59E+00) 7.17E+00(9.49E-01) 3.24E+01(8.73E-01)
F17 2.79E-05(2.79E-05) 2.47E+01(7.36E+00) 2.43E+01(4.93E+00) 3.78E-01(8.36E-02) 4.67E-01(9.78E-02) 9.74E+00(3.39E+00) 2.21E+00(2.95E-01)
F18 1.30E-01(1.30E-01) 9.84E+01(1.68E+01) 1.19E+02(4.66E+01) 2.26E+00(5.51E-01) 9.34E-01(3.55E-01) 3.43E+01(1.02E+01) 1.21E+01(2.63E+00)
F19 4.82E+00(4.82E+00) 5.43E+01(4.16E+00) 5.00E+01(1.17E+01) 5.94E+00(4.07E-01) 5.44E+00(4.67E-01) 1.61E+01(2.11E+00) 7.06E+00(2.09E-01)
F20 -1.32E+01(-1.32E+01) 1.25E+05(3.14E+04) 1.08E+05(2.55E+04) 3.27E+00(1.03E-01) 3.13E+00(9.10E-02) -2.72E+01(1.03E+01) 9.09E+01(8.60E+01)
F21 3.36E+01(3.36E+01) 8.80E+01(6.16E-01) 8.56E+01(7.64E-01) 2.89E+00(5.34E-02) 1.44E+01(1.26E+01) 1.99E+01(8.05E+00) 9.98E+00(2.36E+00)
F22 1.57E+01(1.57E+01) 8.92E+01(1.82E+00) 8.57E+01(6.39E-01) 1.96E+00(5.02E-03) 1.14E+00(7.17E-01) 1.68E+01(3.62E+00) 9.91E+00(4.49E+00)
F23 3.68E+00(3.68E+00) 1.38E+01(8.94E-01) 1.16E+01(1.80E+00) 3.85E+00(3.62E-01) 3.17E+00(8.65E-01) 3.01E+00(3.26E-01) 4.38E+00(1.13E-01)
F24 2.81E+02(2.81E+02) 4.10E+04(6.39E+04) 5.32E+04(4.52E+04) 2.23E+02(5.47E+00) 1.72E+02(5.53E+00) 7.08E+02(6.37E+01) 3.69E+02(3.53E+01)

100

F1 5.92E-12(5.92E-12) 1.60E+03(3.45E+01) 4.62E+03(5.31E+02) 4.34E+01(4.29E+00) 1.64E+01(8.78E-01) 2.20E+02(4.07E+01) 1.13E+02(1.69E+01)
F2 4.70E-12(4.70E-12) 4.08E+01(6.19E+00) 2.24E+01(3.00E+00) 4.17E+01(9.20E+00) 7.58E-02(4.38E-02) 4.56E+00(1.06E+00) 3.28E+00(4.70E-01)
F3 1.07E-09(1.07E-09) 1.06E+04(7.18E+02) 4.77E+04(2.87E+03) 3.24E+04(8.39E+03) 8.71E+02(9.08E+01) 2.72E+03(1.55E+02) 1.82E+03(4.78E+01)
F4 1.39E-07(1.39E-07) 6.28E+04(7.31E+03) 2.96E+05(2.45E+04) 3.77E+03(3.11E+02) 1.29E+03(1.69E+02) 5.15E+03(1.02E+03) 2.49E+03(1.23E+02)
F5 3.04E+02(3.04E+02) 2.03E+01(1.42E+01) 4.64E+00(2.13E+00) 1.63E+02(2.83E+02) 3.98E+00(4.69E+00) 1.30E+03(8.74E+01) 4.05E+00(3.67E+00)
F6 9.32E-10(9.32E-10) 2.46E+03(2.04E+02) 9.15E+03(2.22E+02) 2.65E+02(1.05E+02) 4.00E+01(5.60E+00) 4.37E+02(4.07E+01) 2.09E+02(9.05E+00)
F7 2.42E-13(2.42E-13) 1.11E+04(2.21E+03) 6.11E+04(4.18E+03) 2.79E+03(3.55E+02) 1.96E+02(7.71E+01) 1.43E+03(3.21E+02) 9.43E+02(2.72E+02)
F8 3.01E-08(3.01E-08) 2.09E+07(2.75E+05) 1.60E+08(2.16E+07) 6.06E+04(2.47E+04) 1.35E+04(7.05E+03) 2.40E+05(1.18E+04) 9.43E+04(5.31E+04)
F9 6.41E+02(6.41E+02) 1.97E+07(1.59E+06) 2.18E+08(2.65E+07) 1.12E+05(8.38E+04) 4.06E+03(9.38E+02) 3.71E+05(1.41E+04) 1.07E+05(2.57E+04)

F10 2.34E+01(2.34E+01) 5.73E+07(1.15E+07) 3.29E+08(1.13E+07) 7.27E+07(4.91E+07) 4.19E+05(3.99E+04) 2.82E+06(1.01E+06) 3.83E+06(5.67E+05)
F11 1.71E+01(1.71E+01) 4.63E+03(5.42E+02) 2.41E+04(2.95E+02) 3.25E+04(5.30E+03) 4.59E+02(8.92E+01) 7.82E+02(3.81E+01) 1.27E+03(1.67E+02)
F12 1.43E-04(1.43E-04) 4.15E+10(1.75E+09) 4.86E+11(8.89E+10) 1.91E+12(5.61E+11) 9.01E+08(4.73E+08) 3.83E+09(2.93E+08) 2.12E+09(1.07E+09)
F13 7.23E-05(7.23E-05) 4.18E+03(8.22E+01) 6.65E+03(4.61E+02) 6.35E+02(1.15E+02) 3.89E+02(6.17E+01) 1.53E+03(1.03E+02) 9.26E+02(6.39E+01)
F14 9.07E-05(9.07E-05) 4.51E+02(6.12E+01) 3.85E+03(5.14E+02) 4.15E+02(6.83E+01) 7.45E+00(3.08E+00) 3.57E+01(5.43E+00) 4.11E+01(4.25E+00)
F15 4.88E+02(4.88E+02) 9.88E+03(7.02E+02) 6.86E+04(8.80E+03) 3.37E+04(1.93E+04) 1.05E+03(9.66E+01) 3.61E+03(2.38E+02) 1.65E+03(1.10E+01)
F16 4.72E+01(4.72E+01) 8.41E+01(3.87E+00) 1.90E+02(1.40E+01) 5.36E+01(3.48E+00) 3.44E+01(3.21E+00) 1.29E+01(5.22E-01) 5.58E+01(1.36E+00)
F17 5.50E-07(5.50E-07) 1.26E+03(3.78E+02) 1.77E+04(8.83E+02) 5.71E+00(1.24E+00) 2.61E+00(9.12E-02) 2.10E+01(2.18E+00) 1.20E+01(1.09E+00)
F18 5.94E-06(5.94E-06) 1.73E+03(1.13E+02) 2.66E+04(3.33E+03) 2.65E+01(4.37E+00) 1.06E+01(1.25E+00) 5.66E+01(9.50E+00) 4.16E+01(4.47E+00)
F19 6.74E+00(6.74E+00) 5.37E+02(5.46E+01) 5.32E+03(2.05E+03) 1.08E+01(1.71E+00) 8.95E+00(2.98E-01) 2.75E+01(2.74E+00) 1.30E+01(1.12E+00)
F20 -5.08E+00(-5.08E+00) 1.56E+06(8.58E+04) 5.16E+06(5.28E+05) 3.98E+04(1.36E+04) 1.70E+03(3.56E+02) 4.66E+04(1.65E+04) 2.56E+04(6.50E+03)
F21 4.03E+01(4.03E+01) 2.10E+02(4.08E+01) 1.22E+03(2.28E+02) 6.56E+01(1.25E+01) 1.37E+01(3.04E+00) 7.62E+01(6.40E-01) 7.35E+01(7.57E-01)
F22 5.95E+01(5.95E+01) 2.33E+02(1.93E+01) 1.46E+03(4.77E+02) 7.02E+01(2.84E+00) 3.12E+01(1.82E+01) 7.62E+01(4.80E+00) 8.01E+01(6.36E+00)
F23 4.83E+00(4.83E+00) 1.39E+02(8.62E+00) 1.04E+03(1.59E+02) 5.78E+00(5.92E-01) 5.02E+00(3.81E-01) 5.21E+00(1.55E-01) 7.15E+00(1.37E-01)
F24 1.24E+03(1.24E+03) 1.32E+07(2.48E+06) 1.30E+08(1.61E+07) 1.61E+03(6.24E+01) 1.24E+03(2.28E+01) 3.52E+03(3.10E+02) 3.37E+03(2.41E+02)

+/=/- - -/-/- 47/0/1 46/0/2 41/1/6 35/2/11 43/0/5 44/0/4
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F.2 BBOB Test With Optimal Solution Disturbed

We further test the performance of the algorithm on the BBOB. Here, the optimal solution of each
function is randomly disturbed, that is, x∗ = xopt + z, where x∗ represents the optimal solution
after disturbing, xopt represents the original optimal solution, xopt is a vector obtained by random
sampling and z ∈ [−1, 1]d. The results are displayed in Table 5 and Figure 10. We found that
the performance of POM can still dominate other algorithms when the function optimal solution is
disturbed.

123

2.6042POM
2.2292LSHADE

1.1667 CMA-ES

Figure 10: Critical difference diagram of 3 algorithms on 24 BBOB problems with d = 100. The
locations of the optimal solutions are in the range of [−1, 1].

Table 5: Additional Experimental results on BBOB (d = 100). The best results are indicated in bold,
and the suboptimal results are underlined.

F POM ES DE CMA-ES LSHADE LES LGA

F1 1.85E-11(1.85E-11) 2.49E+02(1.29E+01) 6.27E+02(7.89E+01) 5.76E+00(1.69E+00) 2.94E+00(8.22E-01) 2.20E+02(9.01E+00) 8.95E+01(1.19E+01)
F2 3.91E-12(3.91E-12) 5.95E+00(1.05E+00) 4.31E+00(1.50E-01) 6.51E+00(3.23E+00) 1.43E-02(6.93E-03) 3.38E+00(1.48E+00) 3.39E+00(6.19E-01)
F3 9.64E+01(9.64E+01) 2.14E+03(6.76E+01) 4.45E+03(3.99E+02) 1.26E+03(5.32E+01) 5.25E+02(3.82E+01) 2.68E+03(1.15E+02) 1.71E+03(1.32E+02)
F4 6.10E-08(6.10E-08) 3.82E+03(1.69E+02) 1.40E+04(3.22E+03) 1.68E+03(1.23E+02) 7.09E+02(2.40E+01) 5.24E+03(1.18E+03) 2.76E+03(3.12E+02)
F5 3.50E+02(3.50E+02) 7.94E+01(1.34E+01) 2.87E+01(7.49E+00) 2.22E+02(3.84E+02) 3.62E+00(4.75E+00) 1.38E+03(1.12E+01) 5.48E+00(7.74E+00)
F6 2.05E-10(2.05E-10) 4.55E+02(1.58E+01) 1.53E+03(1.66E+02) 5.10E+01(2.66E+01) 7.96E+00(1.51E+00) 3.99E+02(1.13E+01) 2.70E+02(8.24E+01)
F7 3.22E-13(3.22E-13) 1.91E+03(1.57E+02) 8.81E+03(8.16E+02) 7.20E+02(2.23E+02) 4.36E+01(9.36E+00) 1.33E+03(5.42E+02) 8.93E+02(1.21E+02)
F8 1.89E-08(1.89E-08) 5.54E+05(2.29E+04) 4.55E+06(5.34E+05) 3.02E+03(6.65E+02) 8.35E+02(6.27E+01) 3.96E+05(1.21E+05) 2.37E+05(3.39E+04)
F9 6.39E+02(6.39E+02) 5.11E+05(3.79E+04) 4.73E+06(6.75E+05) 4.07E+03(1.11E+03) 7.94E+02(1.25E+02) 3.83E+05(5.75E+04) 9.15E+04(1.63E+04)
F10 1.58E+03(1.58E+03) 9.00E+06(9.13E+05) 4.71E+07(2.44E+06) 1.49E+07(7.37E+06) 6.95E+04(2.16E+04) 2.14E+06(6.53E+05) 3.03E+06(6.19E+05)
F11 2.14E+01(2.14E+01) 7.92E+02(1.49E+02) 3.79E+03(2.36E+02) 5.21E+03(2.43E+02) 7.69E+01(1.13E+01) 7.65E+02(5.37E+01) 1.36E+03(2.93E+02)
F12 1.06E-04(1.06E-04) 3.97E+09(6.42E+07) 2.98E+10(4.86E+08) 1.51E+09(3.66E+08) 6.04E+07(1.93E+07) 3.70E+09(6.08E+08) 2.25E+09(3.85E+08)
F13 5.51E-05(5.51E-05) 1.61E+03(2.89E+01) 2.64E+03(1.44E+02) 2.52E+02(1.45E+01) 1.49E+02(1.06E+01) 1.49E+03(3.60E+01) 1.02E+03(2.22E+02)
F14 5.05E-05(5.05E-05) 5.67E+01(1.52E+00) 4.11E+02(2.83E+01) 5.52E+01(1.26E+01) 1.05E+00(4.57E-01) 3.85E+01(3.60E+00) 4.21E+01(3.73E+00)
F15 5.11E+02(5.11E+02) 2.16E+03(2.43E+01) 6.55E+03(6.17E+02) 1.27E+03(3.28E+01) 6.41E+02(6.21E+01) 3.23E+03(3.14E+02) 1.70E+03(1.76E+02)
F16 4.84E+01(4.84E+01) 5.14E+01(1.67E+00) 7.31E+01(5.97E+00) 5.25E+01(1.70E+00) 3.85E+01(4.42E+00) 1.48E+01(3.28E+00) 5.31E+01(2.25E+00)
F17 5.90E-07(5.90E-07) 9.25E+00(4.82E-01) 1.98E+02(6.26E+01) 2.43E+00(3.89E-01) 1.14E+00(1.70E-01) 1.24E+01(7.44E-01) 1.02E+01(6.05E-01)
F18 7.01E-06(7.01E-06) 3.54E+01(3.01E-01) 3.04E+02(1.64E+02) 9.59E+00(1.51E+00) 3.74E+00(1.00E+00) 6.79E+01(2.00E+01) 3.39E+01(2.04E+00)
F19 7.07E+00(7.07E+00) 2.15E+01(8.02E-01) 1.54E+02(3.80E+01) 8.39E+00(2.80E-01) 7.52E+00(1.58E-01) 3.46E+01(1.48E+00) 1.33E+01(1.28E+00)
F20 -3.43E+00(-3.43E+00) 1.03E+05(9.88E+03) 6.61E+05(3.47E+04) 1.87E+02(1.78E+02) 3.66E+00(3.87E-02) 6.16E+04(1.48E+04) 6.31E+04(7.62E+03)
F21 6.40E+01(6.40E+01) 8.29E+01(1.20E+00) 1.03E+02(6.73E+00) 2.46E+01(2.67E+00) 1.21E+01(2.52E+00) 7.90E+01(1.46E+00) 7.15E+01(7.37E+00)
F22 5.91E+01(5.91E+01) 8.04E+01(2.71E+00) 9.45E+01(3.28E+00) 1.95E+01(3.81E+00) 1.32E+01(2.31E+00) 7.81E+01(5.26E-01) 7.79E+01(6.09E+00)
F23 5.05E+00(5.05E+00) 6.57E+00(3.51E-01) 1.61E+01(5.17E+00) 5.51E+00(2.24E-01) 4.94E+00(1.06E-01) 5.09E+00(3.62E-01) 6.36E+00(5.37E-01)
F24 1.31E+03(1.31E+03) 2.57E+03(2.56E+02) 1.44E+06(1.77E+05) 1.17E+03(7.12E+01) 9.63E+02(1.01E+02) 3.57E+03(1.69E+02) 3.53E+03(1.90E+02)

win/tie/loss -/-/- 23/0/1 23/0/1 20/0/4 17/3/4 21/2/1 21/2/1
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F.3 Higher-Dimensional BBOB Test
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Figure 11: Critical difference diagram of 7 algorithms on 24 BBOB problems with d = 500.

Table 6: Additional Experimental results on BBOB (d = 500). The best results are indicated in bold,
and the suboptimal results are underlined.

F POM ES DE CMA-ES LSHADE LES LGA

F1 1.98E-12(1.98E-12) 2.31E+03(6.40E+01) 6.15E+03(6.55E+02) 2.48E+03(8.03E+01) 1.28E+02(1.87E+01) 2.74E+03(5.65E+01) 4.16E+03(5.26E+01)
F2 2.53E-12(2.53E-12) 9.56E+01(7.06E+00) 2.28E+02(2.16E+01) 2.11E+02(1.23E+01) 1.95E+00(2.56E-01) 7.48E+01(3.45E+00) 9.80E+01(1.12E+01)
F3 2.33E-11(2.33E-11) 1.67E+04(2.48E+02) 5.27E+04(2.96E+03) 3.02E+04(8.66E+02) 3.53E+03(4.12E+02) 1.91E+04(3.75E+02) 2.92E+04(1.15E+03)
F4 2.47E-09(2.47E-09) 5.06E+04(4.80E+03) 2.79E+05(3.05E+04) 8.90E+04(1.14E+04) 6.90E+03(1.38E+03) 1.31E+05(1.28E+04) 1.66E+05(1.40E+04)
F5 4.97E+03(4.97E+03) 3.07E+03(9.94E+01) 3.92E+03(1.36E+02) 1.26E+03(1.95E+02) 2.68E+03(2.48E+02) 8.44E+03(3.08E+02) 2.86E+03(8.51E+01)
F6 8.96E-11(8.96E-11) 3.91E+03(1.55E+02) 9.14E+03(9.31E+01) 4.51E+03(1.07E+02) 2.13E+02(2.23E+01) 3.93E+03(1.58E+02) 5.63E+03(1.75E+02)
F7 1.60E-13(1.60E-13) 1.70E+04(1.91E+02) 5.54E+04(2.24E+03) 2.70E+04(1.34E+03) 8.52E+02(1.20E+02) 2.14E+04(1.58E+03) 2.96E+04(1.03E+03)
F8 3.75E-08(3.75E-08) 2.27E+08(5.75E+06) 1.57E+09(3.05E+07) 2.80E+08(1.56E+07) 8.02E+05(1.97E+05) 1.69E+08(1.41E+07) 4.64E+08(1.05E+07)
F9 3.24E+03(3.24E+03) 2.07E+08(1.80E+07) 1.46E+09(2.76E+08) 2.85E+08(1.61E+07) 5.65E+05(1.21E+05) 2.46E+08(1.50E+07) 6.10E+08(2.26E+07)
F10 2.71E-05(2.71E-05) 1.15E+08(6.37E+06) 4.57E+08(3.63E+07) 2.36E+08(3.43E+07) 2.48E+06(6.76E+05) 9.21E+07(1.18E+07) 9.36E+07(2.24E+07)
F11 1.17E+02(1.17E+02) 4.09E+03(2.27E+02) 1.79E+04(2.97E+03) 2.46E+04(1.39E+03) 1.42E+03(5.16E+02) 4.15E+03(1.31E+02) 5.36E+03(4.49E+02)
F12 2.12E-05(2.12E-05) 4.52E+10(6.07E+08) 1.09E+12(2.33E+11) 2.28E+11(4.24E+10) 1.48E+09(1.87E+08) 4.90E+10(6.16E+08) 1.69E+11(5.93E+09)
F13 1.29E-04(1.29E-04) 4.86E+03(5.22E+01) 7.87E+03(3.62E+02) 4.89E+03(3.96E+01) 1.12E+03(1.31E+01) 5.28E+03(1.04E+02) 6.41E+03(1.02E+02)
F14 1.59E-06(1.59E-06) 2.76E+02(2.14E+01) 1.79E+03(8.21E+01) 6.18E+02(1.89E+01) 1.15E+01(8.01E-01) 2.48E+02(4.01E+01) 5.33E+02(3.10E+01)
F15 1.15E+02(1.15E+02) 1.63E+04(4.57E+02) 5.61E+04(5.73E+02) 2.50E+04(2.12E+03) 4.66E+03(1.29E+02) 2.12E+04(2.15E+03) 2.84E+04(1.07E+03)
F16 6.52E+01(6.52E+01) 6.56E+01(2.66E+00) 8.84E+01(4.04E-01) 7.60E+01(2.29E+00) 5.63E+01(1.15E+00) 2.92E+01(1.06E+00) 7.04E+01(1.29E+00)
F17 2.56E-07(2.56E-07) 8.27E+01(6.17E+00) 3.86E+03(4.66E+02) 4.11E+02(8.71E+01) 1.80E+00(1.06E-01) 1.96E+01(1.30E+00) 1.73E+02(2.50E+01)
F18 2.75E-07(2.75E-07) 1.35E+02(2.64E+01) 3.10E+03(8.03E+02) 3.77E+02(4.29E+01) 7.58E+00(3.17E-01) 7.52E+01(3.07E+00) 2.54E+02(2.65E+01)
F19 8.19E+00(8.19E+00) 1.05E+03(3.85E+01) 7.85E+03(6.28E+02) 1.45E+03(1.78E+02) 1.58E+01(5.79E-01) 1.11E+03(2.97E+01) 2.92E+03(4.50E+01)
F20 -2.65E-01(-2.65E-01) 1.44E+06(5.12E+04) 5.87E+06(4.81E+05) 2.58E+06(1.77E+05) 3.08E+02(8.15E+01) 1.25E+06(5.29E+04) 3.17E+06(9.01E+04)
F21 8.04E+01(8.04E+01) 9.09E+01(8.90E-01) 4.74E+02(7.62E+01) 1.11E+02(8.81E+00) 7.60E+01(7.10E-01) 8.60E+01(3.71E-02) 9.86E+01(1.34E+00)
F22 8.08E+01(8.08E+01) 9.28E+01(3.31E+00) 4.41E+02(4.83E+01) 1.14E+02(8.09E+00) 7.49E+01(2.79E+00) 8.62E+01(7.24E-02) 9.76E+01(1.64E+00)
F23 1.68E+00(1.68E+00) 1.05E+01(2.53E+00) 2.93E+02(3.11E+01) 3.82E+01(1.42E+01) 1.65E+00(6.59E-02) 1.68E+00(2.10E-02) 1.25E+01(1.24E+00)
F24 7.46E+03(7.46E+03) 6.49E+05(1.51E+05) 3.25E+07(4.36E+06) 3.41E+06(6.66E+05) 7.28E+03(7.25E+01) 2.21E+04(6.86E+02) 1.25E+06(1.77E+05)

win/tie/loss -/-/- 22/1/1 23/0/1 23/0/1 18/2/4 22/1/1 23/0/1

G Compare with TurBO

We compared POM and Bayesian optimization algorithms, finding that Bayesian optimization
converges very slowly on high-dimensional problems. TurBO [56], noted for its fast convergence and
strong performance [57], was used as a benchmark. Although TurBO requires substantial time for
10,000 evaluations, POM completes the same task in under one second. Therefore, we plotted the
convergence curves of TurBO and POM with only 3,100 evaluations. As shown in Figure 14, POM
demonstrates significant performance advantages over TurBO in most cases.
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Figure 12: The log convergence curves of POM and other baselines. It shows the convergence curve
of these algorithms on functions in BBOB with d = 30.
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Figure 13: The log convergence curves of POM and other baselines. It shows the convergence curve
of these algorithms on the functions in BBOB with d = 100.
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Figure 14: The log convergence curves of POM and TurBO. It shows the convergence curve of these
algorithms on functions in BBOB with d = 100.
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Table 7: Results of ablation experiments. The best results are indicated in bold, and the suboptimal
results are underlined. Here d = 30.

F NO LMM NO LCM NO MASK UNTRAINED POM

F1 8.85E+00(8.85E+00) 5.86E-07(5.86E-07) 3.09E+01(3.09E+01) 4.74E-03(4.74E-03) 5.58E-15(5.58E-15)
F2 6.41E-03(6.41E-03) 3.26E-08(3.26E-08) 2.97E-01(2.97E-01) 2.29E-06(2.29E-06) 1.67E-17(1.67E-17)
F3 2.77E+02(2.77E+02) 5.55E+01(5.55E+01) 4.34E+02(4.34E+02) 1.56E+02(1.56E+02) 1.34E+00(1.34E+00)
F4 3.55E+02(3.55E+02) 7.95E+01(7.95E+01) 7.37E+02(7.37E+02) 1.06E+03(1.06E+03) 2.92E+01(2.92E+01)
F5 2.39E+00(2.39E+00) 4.75E+01(4.75E+01) 3.05E+01(3.05E+01) 3.92E+01(3.92E+01) 1.83E+01(1.83E+01)
F6 5.44E+01(5.44E+01) 6.85E-06(6.85E-06) 6.70E+01(6.70E+01) 5.69E-02(5.69E-02) 5.15E-13(5.15E-13)
F7 3.30E+02(3.30E+02) 2.51E-02(2.51E-02) 1.70E+02(1.70E+02) 1.71E+01(1.71E+01) 6.28E-03(6.28E-03)
F8 3.71E+03(3.71E+03) 4.26E-04(4.26E-04) 1.34E+04(1.34E+04) 5.52E+00(5.52E+00) 1.24E-11(1.24E-11)
F9 5.37E+03(5.37E+03) 1.51E+02(1.51E+02) 8.09E+03(8.09E+03) 1.36E+02(1.36E+02) 1.32E+02(1.32E+02)
F10 9.45E+05(9.45E+05) 9.15E+02(9.15E+02) 6.47E+05(6.47E+05) 2.73E+05(2.73E+05) 1.22E+03(1.22E+03)
F11 2.69E+02(2.69E+02) 9.26E+00(9.26E+00) 1.79E+02(1.79E+02) 8.17E+01(8.17E+01) 4.92E+01(4.92E+01)
F12 1.81E+08(1.81E+08) 3.35E-02(3.35E-02) 3.31E+08(3.31E+08) 2.07E+04(2.07E+04) 2.87E-07(2.87E-07)
F13 2.95E+02(2.95E+02) 2.76E-03(2.76E-03) 5.71E+02(5.71E+02) 1.76E+01(1.76E+01) 1.05E-05(1.05E-05)
F14 1.53E+01(1.53E+01) 3.95E-04(3.95E-04) 5.66E+00(5.66E+00) 4.46E-02(4.46E-02) 1.16E-04(1.16E-04)
F15 3.71E+02(3.71E+02) 1.14E+02(1.14E+02) 3.84E+02(3.84E+02) 1.94E+02(1.94E+02) 9.35E+01(9.35E+01)
F16 2.92E+01(2.92E+01) 2.76E+01(2.76E+01) 2.91E+01(2.91E+01) 2.66E+01(2.66E+01) 1.24E+01(1.24E+01)
F17 6.19E+00(6.19E+00) 2.23E-02(2.23E-02) 4.75E+00(4.75E+00) 2.97E-01(2.97E-01) 5.06E-07(5.06E-07)
F18 2.21E+01(2.21E+01) 2.08E-01(2.08E-01) 1.98E+01(1.98E+01) 2.25E+00(2.25E+00) 2.71E-03(2.71E-03)
F19 8.12E+00(8.12E+00) 5.06E+00(5.06E+00) 9.64E+00(9.64E+00) 5.63E+00(5.63E+00) 5.62E+00(5.62E+00)
F20 4.05E+02(4.05E+02) -2.75E+01(-2.75E+01) 1.56E+03(1.56E+03) -3.11E+00(-3.11E+00) -1.84E+01(-1.84E+01)
F21 3.11E+01(3.11E+01) 2.20E+01(2.20E+01) 6.55E+01(6.55E+01) 6.45E+01(6.45E+01) 3.65E+01(3.65E+01)
F22 6.31E+00(6.31E+00) 1.08E+01(1.08E+01) 5.10E+01(5.10E+01) 6.32E+01(6.32E+01) 3.86E+01(3.86E+01)
F23 3.63E+00(3.63E+00) 3.49E+00(3.49E+00) 3.31E+00(3.31E+00) 3.23E+00(3.23E+00) 3.77E+00(3.77E+00)
F24 3.55E+02(3.55E+02) 2.60E+02(2.60E+02) 3.98E+02(3.98E+02) 2.88E+02(2.88E+02) 3.41E+02(3.41E+02)

Table 8: Results of Training Dataset Experiments. The best results are indicated in bold, and the
suboptimal results are underlined.

F 1 2 3 4 5 6 7 8

F1 1.50E-01(1.50E-01) 5.33E-04(5.33E-04) 8.26E-07(8.26E-07) 5.56E-08(5.56E-08) 4.97E-08(4.97E-08) 7.57E-06(7.57E-06) 7.54E-05(7.54E-05) 2.08E-04(2.08E-04)
F2 3.29E-02(3.29E-02) 4.29E-05(4.29E-05) 5.56E-07(5.56E-07) 6.78E-07(6.78E-07) 1.38E-09(1.38E-09) 6.62E-04(6.62E-04) 6.41E-07(6.41E-07) 6.54E-07(6.54E-07)
F3 8.52E+02(8.52E+02) 5.40E+02(5.40E+02) 2.87E+01(2.87E+01) 5.61E+02(5.61E+02) 3.84E+01(3.84E+01) 8.46E+00(8.46E+00) 5.27E+02(5.27E+02) 9.47E+01(9.47E+01)
F4 7.81E+02(7.81E+02) 6.80E+02(6.80E+02) 4.06E+02(4.06E+02) 7.58E+02(7.58E+02) 7.53E+02(7.53E+02) 5.80E+02(5.80E+02) 6.04E+02(6.04E+02) 1.94E+02(1.94E+02)
F5 9.14E+02(9.14E+02) 1.14E+03(1.14E+03) 7.18E+02(7.18E+02) 7.74E+02(7.74E+02) 5.48E+02(5.48E+02) 7.04E+02(7.04E+02) 5.93E+02(5.93E+02) 7.66E+02(7.66E+02)
F6 9.30E-01(9.30E-01) 2.89E-03(2.89E-03) 1.11E-05(1.11E-05) 1.04E-05(1.04E-05) 1.09E-06(1.09E-06) 7.17E-05(7.17E-05) 6.30E-04(6.30E-04) 8.35E-04(8.35E-04)
F7 1.06E+00(1.06E+00) 2.00E-11(2.00E-11) 1.60E-12(1.60E-12) 2.98E-12(2.98E-12) 1.40E-13(1.40E-13) 1.09E-12(1.09E-12) 7.43E-12(7.43E-12) 1.18E-11(1.18E-11)
F8 4.94E+02(4.94E+02) 1.13E+00(1.13E+00) 7.35E-03(7.35E-03) 2.97E-04(2.97E-04) 4.82E+01(4.82E+01) 5.00E+00(5.00E+00) 5.27E-02(5.27E-02) 5.92E-02(5.92E-02)
F9 1.56E+03(1.56E+03) 6.43E+02(6.43E+02) 6.36E+02(6.36E+02) 6.41E+02(6.41E+02) 6.40E+02(6.40E+02) 6.42E+02(6.42E+02) 6.41E+02(6.41E+02) 6.39E+02(6.39E+02)
F10 2.39E+04(2.39E+04) 3.60E+02(3.60E+02) 1.17E-01(1.17E-01) 3.28E-01(3.28E-01) 1.65E-04(1.65E-04) 3.32E+01(3.32E+01) 3.32E+00(3.32E+00) 1.83E+00(1.83E+00)
F11 2.12E+02(2.12E+02) 2.04E+01(2.04E+01) 1.58E+01(1.58E+01) 2.86E+01(2.86E+01) 1.97E+01(1.97E+01) 2.91E+01(2.91E+01) 1.23E+01(1.23E+01) 9.63E+00(9.63E+00)
F12 3.60E+07(3.60E+07) 1.51E+04(1.51E+04) 8.00E+00(8.00E+00) 2.00E+01(2.00E+01) 8.97E-01(8.97E-01) 2.52E+03(2.52E+03) 1.00E+03(1.00E+03) 3.18E+02(3.18E+02)
F13 2.08E+01(2.08E+01) 1.67E+00(1.67E+00) 5.91E-02(5.91E-02) 7.06E-03(7.06E-03) 3.42E-02(3.42E-02) 2.63E-01(2.63E-01) 8.87E-01(8.87E-01) 1.51E+00(1.51E+00)
F14 1.24E-01(1.24E-01) 4.11E-03(4.11E-03) 9.29E-05(9.29E-05) 1.37E-05(1.37E-05) 5.94E-06(5.94E-06) 1.24E-03(1.24E-03) 1.37E-03(1.37E-03) 1.75E-03(1.75E-03)
F15 8.38E+02(8.38E+02) 6.47E+02(6.47E+02) 6.55E+02(6.55E+02) 7.32E+02(7.32E+02) 6.48E+02(6.48E+02) 7.21E+02(7.21E+02) 7.90E+02(7.90E+02) 7.66E+02(7.66E+02)
F16 5.01E+01(5.01E+01) 4.77E+01(4.77E+01) 4.70E+01(4.70E+01) 4.65E+01(4.65E+01) 4.65E+01(4.65E+01) 4.84E+01(4.84E+01) 4.72E+01(4.72E+01) 4.74E+01(4.74E+01)
F17 6.55E-01(6.55E-01) 1.02E-01(1.02E-01) 3.08E-02(3.08E-02) 1.47E-02(1.47E-02) 5.44E-04(5.44E-04) 3.90E-03(3.90E-03) 3.15E-02(3.15E-02) 6.75E-02(6.75E-02)
F18 2.28E+00(2.28E+00) 4.04E-01(4.04E-01) 7.99E-02(7.99E-02) 1.47E-01(1.47E-01) 3.25E-03(3.25E-03) 4.09E-02(4.09E-02) 1.28E-01(1.28E-01) 2.79E-01(2.79E-01)
F19 7.88E+00(7.88E+00) 7.28E+00(7.28E+00) 7.04E+00(7.04E+00) 7.07E+00(7.07E+00) 6.44E+00(6.44E+00) 6.57E+00(6.57E+00) 7.26E+00(7.26E+00) 7.28E+00(7.28E+00)
F20 2.60E-01(2.60E-01) 1.33E+00(1.33E+00) 2.07E+00(2.07E+00) -1.54E+00(-1.54E+00) 0(0) 6.32E-01(6.32E-01) 1.95E+00(1.95E+00) 2.00E+00(2.00E+00)
F21 6.45E+01(6.45E+01) 6.87E+01(6.87E+01) 5.72E+01(5.72E+01) 6.67E+01(6.67E+01) 5.94E+01(5.94E+01) 6.72E+01(6.72E+01) 6.09E+01(6.09E+01) 6.36E+01(6.36E+01)
F22 7.55E+01(7.55E+01) 7.65E+01(7.65E+01) 7.62E+01(7.62E+01) 7.73E+01(7.73E+01) 7.38E+01(7.38E+01) 7.69E+01(7.69E+01) 7.62E+01(7.62E+01) 7.46E+01(7.46E+01)
F23 5.21E+00(5.21E+00) 4.74E+00(4.74E+00) 5.20E+00(5.20E+00) 5.21E+00(5.21E+00) 5.19E+00(5.19E+00) 4.92E+00(4.92E+00) 5.08E+00(5.08E+00) 4.83E+00(4.83E+00)
F24 1.33E+03(1.33E+03) 1.41E+03(1.41E+03) 1.24E+03(1.24E+03) 1.26E+03(1.26E+03) 1.22E+03(1.22E+03) 1.31E+03(1.31E+03) 1.19E+03(1.19E+03) 1.31E+03(1.31E+03)
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Figure 15: Visualized results of mutation strategy St on BBOB (F1-F4) with d = 100. Here, n = 10
for the sake of clarity. The blank squares in the matrix indicate the masked parts in Eq. (8). Steps 1,
50 and 100 correspond to the 1st, 50th and 100th generations in the population evolution process.
The horizontal and vertical axes show the ranking of individuals, with 1 being the best and 10 being
the worst in the population. Each row represents the weight assigned to other individuals when
performing mutation operations for the corresponding individual.
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Figure 16: Visualized results of mutation strategy St on BBOB (F5-F8) with d = 100.
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Figure 17: Visualized results of mutation strategy St on BBOB (F9-F12) with d = 100.
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Figure 18: Visualized results of mutation strategy St on BBOB (F13-F16) with d = 100.
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Figure 19: Visualized results of mutation strategy St on BBOB (F17-F20) with d = 100.
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Figure 20: Visualized results of mutation strategy St on BBOB (F21-F24) with d = 100.
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Table 9: Results of POMs of different sizes on BBOB tests (d = 100). The best results are indicated
in bold, and the suboptimal results are underlined.

F XS S M L VL XL

F1 3.89E-16(3.89E-16) 5.38E-07(5.38E-07) 6.06E-19(6.06E-19) 7.88E-24(7.88E-24) 1.97E-19(1.97E-19) 4.99E-27(4.99E-27)
F2 7.66E-18(7.66E-18) 9.97E-09(9.97E-09) 2.43E-21(2.43E-21) 6.96E-30(6.96E-30) 1.04E-21(1.04E-21) 2.58E-29(2.58E-29)
F3 3.11E-16(3.11E-16) 4.60E+02(4.60E+02) 1.39E-17(1.39E-17) 2.89E-16(2.89E-16) 4.17E+02(4.17E+02) 3.34E-26(3.34E-26)
F4 8.49E-03(8.49E-03) 5.26E+02(5.26E+02) 2.46E-02(2.46E-02) 8.56E-01(8.56E-01) 3.10E+02(3.10E+02) 6.15E-23(6.15E-23)
F5 4.00E+02(4.00E+02) 3.22E+02(3.22E+02) 3.89E+02(3.89E+02) 0.00E+00(0.00E+00) 4.05E+02(4.05E+02) 2.56E+02(2.56E+02)
F6 2.94E-14(2.94E-14) 8.11E-06(8.11E-06) 1.58E-16(1.58E-16) 1.67E-19(1.67E-19) 6.81E-17(6.81E-17) 3.92E-24(3.92E-24)
F7 1.83E-14(1.83E-14) 4.03E-13(4.03E-13) 9.48E-14(9.48E-14) 2.22E-13(2.22E-13) 6.61E-14(6.61E-14) 9.54E-14(9.54E-14)
F8 0.00E+00(0.00E+00) 6.76E-04(6.76E-04) 0.00E+00(0.00E+00) 0.00E+00(0.00E+00) 0.00E+00(0.00E+00) 0.00E+00(0.00E+00)
F9 6.32E+02(6.32E+02) 6.42E+02(6.42E+02) 6.37E+02(6.37E+02) 6.27E+02(6.27E+02) 6.38E+02(6.38E+02) 6.38E+02(6.38E+02)

F10 6.86E-01(6.86E-01) 8.96E+02(8.96E+02) 9.37E+01(9.37E+01) 1.89E+04(1.89E+04) 1.26E+00(1.26E+00) 2.45E-02(2.45E-02)
F11 2.93E+01(2.93E+01) 1.34E+02(1.34E+02) 8.50E+01(8.50E+01) 6.84E+01(6.84E+01) 4.56E+01(4.56E+01) 1.10E+01(1.10E+01)
F12 2.84E-11(2.84E-11) 2.90E+00(2.90E+00) 6.53E-11(6.53E-11) 1.02E-03(1.02E-03) 2.11E-09(2.11E-09) 3.89E-20(3.89E-20)
F13 1.17E-07(1.17E-07) 3.47E-02(3.47E-02) 1.95E-07(1.95E-07) 1.29E-05(1.29E-05) 1.67E-06(1.67E-06) 1.08E-11(1.08E-11)
F14 2.85E-05(2.85E-05) 1.97E-04(1.97E-04) 1.71E-05(1.71E-05) 8.94E-05(8.94E-05) 1.00E-04(1.00E-04) 6.58E-06(6.58E-06)
F15 9.76E+01(9.76E+01) 5.18E+02(5.18E+02) 3.22E+02(3.22E+02) 5.57E+02(5.57E+02) 4.95E+02(4.95E+02) 1.27E-07(1.27E-07)
F16 3.45E+01(3.45E+01) 4.51E+01(4.51E+01) 2.65E+01(2.65E+01) 3.34E+01(3.34E+01) 3.13E+01(3.13E+01) 3.50E+01(3.50E+01)
F17 1.63E-08(1.63E-08) 1.15E-03(1.15E-03) 5.86E-10(5.86E-10) 6.79E-11(6.79E-11) 6.60E-10(6.60E-10) 1.61E-14(1.61E-14)
F18 3.12E-08(3.12E-08) 5.33E-03(5.33E-03) 5.16E-09(5.16E-09) 4.85E-08(4.85E-08) 1.61E-08(1.61E-08) 5.50E-14(5.50E-14)
F19 6.22E+00(6.22E+00) 7.26E+00(7.26E+00) 6.59E+00(6.59E+00) 7.06E+00(7.06E+00) 7.34E+00(7.34E+00) 6.21E+00(6.21E+00)
F20 -5.39E+00(-5.39E+00) -7.19E+00(-7.19E+00) -7.71E+00(-7.71E+00) 9.90E-01(9.90E-01) -4.40E+00(-4.40E+00) -1.94E+00(-1.94E+00)
F21 5.24E+01(5.24E+01) 6.86E+01(6.86E+01) 5.46E+01(5.46E+01) 2.22E+01(2.22E+01) 6.43E+01(6.43E+01) 4.88E+01(4.88E+01)
F22 7.24E+01(7.24E+01) 7.70E+01(7.70E+01) 7.30E+01(7.30E+01) 6.73E+01(6.73E+01) 7.65E+01(7.65E+01) 7.34E+01(7.34E+01)
F23 5.06E+00(5.06E+00) 5.17E+00(5.17E+00) 5.15E+00(5.15E+00) 5.17E+00(5.17E+00) 5.42E+00(5.42E+00) 5.04E+00(5.04E+00)
F24 1.31E+03(1.31E+03) 1.37E+03(1.37E+03) 1.31E+03(1.31E+03) 1.32E+03(1.32E+03) 1.35E+03(1.35E+03) 1.34E+03(1.34E+03)
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Figure 21: Results of a visual analysis of LCM on BBOB with d = 100. Here, n = 100. This is
the crossover strategy of the individual ranked No. 1. Rank denotes the ranking of an individual.
A subgraph illustrates the change in the probability of an individual crossing three tasks as the
population evolves.
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Figure 22: Results of a visual analysis of LCM on BBOB with d = 100. Here, n = 100. This is
the crossover strategy of the individual ranked No. 5. Rank denotes the ranking of an individual.
A subgraph illustrates the change in the probability of an individual crossing three tasks as the
population evolves.
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Figure 23: Results of a visual analysis of LCM on BBOB with d = 100. Here, n = 100. This is
the crossover strategy of the individual ranked No. 18. Rank denotes the ranking of an individual.
A subgraph illustrates the change in the probability of an individual crossing three tasks as the
population evolves.
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Figure 24: Results of a visual analysis of LCM on BBOB with d = 100. Here, n = 100. This is
the crossover strategy of the individual ranked No. 51. Rank denotes the ranking of an individual.
A subgraph illustrates the change in the probability of an individual crossing three tasks as the
population evolves.
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Figure 25: Results of a visual analysis of LCM on BBOB with d = 100. Here, n = 100. This is
the crossover strategy of the individual ranked No. 75. Rank denotes the ranking of an individual.
A subgraph illustrates the change in the probability of an individual crossing three tasks as the
population evolves.
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Figure 26: Results of a visual analysis of LCM on BBOB with d = 100. Here, n = 100. This is
the crossover strategy of the individual ranked No. 100. Rank denotes the ranking of an individual.
A subgraph illustrates the change in the probability of an individual crossing three tasks as the
population evolves.

I Limitations

• Model size: In the experiment, we found that the relationship between the model size and
the performance of POM is not a strict linear relationship. Although the larger the model,
the more difficult it is to train, there is still no very quantitative design criterion between
model size, training data volume and training difficulty.

• Time performance: We introduced an operation similar to the attention mechanism, whose
time complexity is O(n2), which makes POM require a lot of time cost when processing
large-scale populations. How to reduce and improve the time efficiency of POM is also
worthy of further study.

J Potential Impact

This paper presents work whose goal is to advance the field of Machine Learning. There are many
potential societal consequences of our work, none which we feel must be specifically highlighted
here.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes, we accurately reflect the contribution and scope of the paper.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We discussed the limitations of work in the experimental analysis part.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Yes, we have a complete experimental proof.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We give all the details required to reproduce the main experimental results, see
section 4.1 for details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We provide source code, and the data sets used are public data sets.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide all the details (see section 3.3 for details).
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Yes, we provide statistical experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Yes, we provide device resources information and time analysis (see section
4).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research is in line with Neurips Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: See the appendix J for specific content.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We respect the relevant original author and the open source agreement.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We provide anonymous code link.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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