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ABSTRACT

Although reinforcement learning (RL) shines at solving decision-making prob-
lems, it not only requires collecting a large amount of environment data but also
is time-consuming for training and interaction, making it hard to apply to real ap-
plications. To reduce the time-cost and improve the data efficiency, model-based
reinforcement learning uses a learned system model to predict system dynamics
(i.e. states or rewards) and makes a plan accordingly, and can avoid frequent in-
teractions between the agent and the environment. Model-based methods suffer
from the model-bias problem, where certain spaces of model are inaccurate, re-
sulting in policy learning variations and system performance degradation. We pro-
pose a Multi-teacher MOdel BAsed Reinforcement Learning algorithm (MOBA),
which leverages multi-teacher knowledge distillation theory to solve the model-
bias problem. Specifically, different teachers search different spaces and learn
various instances of a system. By distilling and transferring the teacher knowl-
edge to a student, the student model is able to learn a generalized dynamic model
that covers the state space. Moreover, to overcome the instability of multi-teacher
knowledge transfer, we learn a set of student models and use an ensemble method
to jointly predict system dynamics. We evaluate MOBA in high-dimensional con-
trol locomotion tasks. Results show that, compared with SOTA model-free meth-
ods, our method can improve the data efficiency and system performance by up
to 75% and 10%, respectively. Moreover, our method outperforms other SOTA
model-based approaches by up to 63.2% when exposed to high-range model-bias
environments.

1 INTRODUCTION

Building on the tremendous successes of deep neural networks, the combining of classical rein-
forcement learning (RL) methods with deep learning has become increasingly popular throughout
the years. Deep reinforcement learning approaches have shown human-level performance in do-
mains like Atari games (Mnih et al.,2015), Go (Silver et al.,|2016), and complex continuous control
tasks (Lillicrap et al., 2015). Most astonishing achievements are built upon the model-free rein-
forcement learning algorithms which do not need the knowledge of environment. Model-free rein-
forcement learning suffers from low sample efficiency and requires huge amounts of environment
data, since it needs frequent interactions with the real environment, making it hard to apply to real
applications. On the contrary, model-based reinforcement learning algorithms use system dynamic
models for policy learning. The system model can be given or learned jointly with the agent policy.
By utilizing the system model, model-based reinforcement learning can avoid frequent environment
interaction and potentially be more sample efficient than model-free algorithms, thus it is more
suitable to real-world scenarios (Deisenroth & Rasmussen, [2011}; |[Levine et al., 2016} |Venkatraman
et al.l[2016).

Most existing model-based RL approaches, however, only work well on low-dimensional tasks and
struggle to perform effectively in continuous control tasks. The reason is that the policy optimiza-
tion tends to exploit regions with insufficient data for model training, leading to failures. The This is
the well-known model-bias problem, which assume that the learned system model sufficiently accu-
rately resembles the real environment (Schneider, 1996} Atkeson & Santamarial, [1997; Deisenroth &
Rasmussen, |2011). Although existing studies try to resolve the model-bias problem by learning an
ensemble models (Kurutach et al., 2018) or using a monotonic improvement approach (Janner et al.,
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2019), we argue that the learned models are not diverse enough and fail to deal with environment
changes.

Knowledge distillation (KD) is first introduced for model compression. Recently, this technique has
been widely used in different problems such as data privacy (Papernot et al.,2017), natural language
processing (NLP) (Tan et al., [2019), few-shot learning (Dvornik et al., | 2019). The motivation of
using KD can be concluded in two folds: (1) KD can be used to transfer different system dynamics
(e.g. state transition probability) to one student model, which can be used to unseen scenario. (2)
Multi-teacher KD is a way of solving model-bias problem because the student model is learned from
different environment instances, which contain various state spaces. RL can be benefit from both of
the above two advantages. First, RL agent is trained by the student model, which is a generalized
model contains different transition probabilities. Second, KD is benefit for agent exploration, since
it provides accurate state predictions.

In this paper, we propose a Multi-teacher MOdel BAsed Reinforcement Learning algorithm
(MOBA) to learn a set of environment models, which we called teacher models. Our key obser-
vation is that the policy performance is closely related to the learned model, thus it is likely that,
with enough data, the learned model will be accurate enough. Motivated by this, we improve the
model learning accuracy by using multiple teacher models, where different teachers contain different
aspects of an environment. In contrast to existing methods that directly learn a model from one envi-
ronment, we show that distilling multi-teacher model knowledge not only suppresses the model bias
but also avoids frequent interactions between the agent and environment, thus reducing the time-cost
and improving the data efficiency. Furthermore, we use an ensemble of student networks to predict
system dynamics and improve the stability of learned student model and policy. More importantly,
our proposed framework is algorithm agnostic, which can be easily combined with other model-free
methods to improve the sample efficiency accordingly.

The major contributions of this work are summarized as follows:

* We introduce a multi-teacher knowledge distillation approach to solve the model bias prob-
lem. The learned dynamic student models have a high model prediction accuracy, enabling
robustness to environment changes.

* We propose an ensemble student prediction method to improve the stability in student
model and policy learning.

2 RELATED WORK

2.1 MODEL-BASED REINFORCEMENT LEANING

Model-based reinforcement leaning algorithms are famous for solving real-world sequential
decision-making problems due to their data efficiency (Kaelbling et al.l [1996). Usually, one can-
not directly obtain the system model, thus there are plenty of ways to approximate the dynamic
model by treating the system model as a black box. Among all the approximators, Neural Networks
(NNs) based approximators are widely used in the model-based reinforcement learning, due to its
asymptotic performance of high-capacity approximate function (Schrittwieser et al., 2019} Kaiser
et all 2020). Moreover, NNs are able to scale to high dimensional control problems with better
sample efficiency (Nagabandi et al., [2018}; (Chua et al.| 2018} [Wahlstrom et al., 2015). The learned
models may be inaccurate in high-dimensional dynamic systems. A major challenge when using
high-capacity dynamics models lies in policies exploiting model inaccuracies where less data is
provided, which is also known as the model-bias problem.

Previous work has tried to alleviate the model-bias problem by learning a distribution of models
(Depeweg et all) [2017; |Chua et al. [2018; |[Kurutach et al., |2018; Rajeswaran et al., 2017) or by
learning adaptive models (Clavera et al., |2018a} [Fu et al., 20165 |Gu et al., 2016). In Clavera et al.
(2018b)), authors use an ensemble of learned dynamic models to overcome the model inaccuracy
problem. To solve the bias of the model generated data, Janner et al.|(2019) study the role of model
usage in the policy optimization. |Nagabandi et al. (2019) also propose a method to alleviate the
model-bias problem by learning a global model that is accurate through the entire state space. In
contrast to the above-mentioned approaches, we use the multi-teacher knowledge distillation to learn
a generalized dynamics model. Specifically, each teacher learns an instance of the system, which
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only differs in environment settings. We argue that the pure ensemble method still struggles in
generating similar trajectories, which cannot make enough difference in model learning. Besides,
we also use ensemble learning ideas in student training as it can stabilize both model and policy
training (Clavera et al.| | 2018b; [Kurutach et al.| 2018).

2.2  MULTI-TEACHER KNOWLEDGE DISTILLATION

Knowledge distillation is first proposed by (Hinton et al.l 2015)), and aims to help the training pro-
cess of a smaller student network under the supervision of a larger teacher network. FitNets (Romero
et al., 2014) encourage an intermediate layer of student network to have the ability to match the out-
puts of some intermediate layers of teacher network. The relationships among different neural lay-
ers and neurons (Yim et al.,2017; |Lee & Song},|2019) are also considered as knowledge distilled by
teacher models. To better transfer knowledge, multiple teacher networks have been introduced in the
knowledge distillation framework where a student network can simultaneously receive knowledge
distilled from multiple teacher networks.

Average ensemble of logits is a commonly-used approach in multi-teacher knowledge distillation.
In such a setting, a student network is encouraged to learn the average softened output of multiple
teacher networks’ logits via minimizing the cross-entropy loss, and the average softened output
serves as the incorporation of multiple teacher networks in the output layer. (Tarvainen & Valpola,
2017 [Papernot et al., [2016; [You et al.,[2017b). (Yuan et al. |2021)) formulate the teacher selection
problem under a RL framework, where each teacher network is assigned an appropriate weight based
on various training samples and the outputs of teacher networks.

To this end, we utilize multi-teacher knowledge distillation to solve the model-bias problem, where
each teacher learns an instance of the system. In this way, the teacher networks can simultaneously
guide the student network for a better system dynamics prediction. Moreover, the data and time
efficiency are improved by reducing interactions between the agent and environment. Different
from existing works, we also consider a set of student networks to improve the stability of learned
network and policy.

3 BACKGROUND

3.1 MODEL-BASED REINFORCEMENT LEARNING

A discrete-time finite Markov decision process (MDP) is defined by the tuple < S, A, p,r,~v >.
Here, S is the states space, A is the action space, p : S x A x S is a state transition function,
r: S x A — Ris areward function, -y is the discount factor. The goal of reinforcement learning is
to learn an agent policy 7 that can collect the largest expected return n(6) = E[Z? ~r;], which is
denoted by 7.

In contrast to model-free RL algorithms that don’t model system dynamics, model-based RL meth-
ods explicitly learn the state transition function p. The system dynamics can be treated as a black
box and learned using various ways. One of the methods we adopt in this paper is neural net-
work function approximator fg(s¢+1|s¢, a;). We maximize the log-likelihood of the state transition
distribution by training the parameters ¢. In this paper, the learned system dynamic functions are
represented deterministically.

3.2 KNOWLEDGE DISTILLATION

To improve the performance of learning a student network, (Hinton et al.,|2015)) introduces knowl-
edge distillation framework, which uses the supervision knowledge distilled from teacher networks.
The student network is trained to have similar output distribution with regard to teacher networks.
Outputs of student network is regulated to be close to the ground truth labels as well as outputs of

teacher networks.
LrpOs) =H(y, fos) + aH(for, fos)

where H(-,-) is the cross-entropy, « is a hyper-parameter that regularize the second term and y
stands for the ground-truth label. In addition, fy, and fy, are student network and teacher network
respectively.
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4 METHODOLOGY

In this section, we introduce our model-based RL framework, which learns a generalized system
model using multi-teacher knowledge distillation. The whole architecture is depicted in Figure [T}
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Figure 1: The architecture of our proposed method.

4.1 SYSTEM MODEL LEARNING

One of the vital component of this work is the system model learning, which learns system dynamics
in a black box manner. In particular, we learn two system dynamics, which are state transition
function and reward function. Furthermore, we tweak the environment settings to have different
instances of the same environmenﬂ We train a dynamic model as a teacher for each environment
instance. Then, we distill the knowledge from multiple teachers to one student model. The student
model will be used to train the policy.

4.1.1 THE TEACHER MODEL

In this work, we assume the state transition function to be a deterministic function of the state s;
and action a;. We use three hidden layer neural networks to approximate this function. For each
model, we learn two models: state transition function fyr (s, a;) and reward function f,r(s¢, ),

where k € [1,..., K] and K is the number of instances. The learned models generate an imaginary
trajectory to teach one single policy network. In our work, the reward function remains the same
across tasks while the dynamics vary. Therefore, each teacher model constitutes a different belief
about what the dynamics in the true environment could be and minimizes the loss:

K
o= > st = far(sean)lb+ Il = fur (s an) 3] M
k=1 (s¢,at,5¢+1,7t)EDk

4.1.2 THE STUDENT MODEL

To distill the knowledge from multi-teacher model, we adopt the idea from (You et al.| 2017a)) and
construct two parts in the student model loss function, which are ground truth loss and knowledge
distillation loss.

K
Ls= Z Z (st = Fos (sesan)ll3 + [ for (s6ae) = Fs (s, an)ll3], (2)

k=1 (s¢,at,5¢+1)EDk

where f,s is the student network parameterized by @°.

'See in appendix
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4.2 PoLICY REHEARSAL

We leverage the learned student model with policy learning. In this step, we train the policy using
generated trajectories, which we call policy rehearsal. We name generated trajectories rehearsal
trajectories. At each time-step ¢, the student model computes the hypothetical state s;4; and re-
ward 7. This step mirrors the structure of the underlying MDP model M and computes an ap-
proximate MDP M with expected reward and state. Given such a model, we can help the agent
rehearse future actions based on the current state, which could be seen as a way of planning (Schrit-
twieser et al., [2019). The goal of the agent is maximizing the future return and updating the corre-

sponding policy with respect to the approximate MDP M: #(6; ¢5) = E+ [ZtT:O r(st, at)], where
7 = (80,00, ---),50 ~ po(-), ar ~ mo(:|s;) and 5,11 = fys.

Specifically, we adopt PPO algorithm as our policy training strategy. In addition, we adopt the idea
from [Kurutach et al.| (2018) for early stopping. We will keep the policy learning with rehearsal
trajectories over a period of time until 7) no longer improves.

4.3 PoLICY EVALUATION

After policy rehearsal, We evaluate the policy in environment. Specifically, we perform a shallow
trail, which rollout the environment with fixed timesteps the using current policy, and calculate the

collected return. In the real MDP M, the shallow trail is defined as n(0) = E] [Ztho r(s¢, ap)l,
where 7' is a small number of steps. The policy learning continues as long as the current policy still
improves:

1 I

T Z l[n(enew) > n(eold) + 0]7 (3)
t=1

where C' is a threshold value that measures the relative improvements. We perform T times of
shallow trail and compute the average value. The iteration continues as long as this ratio exceeds a
certain threshold. In our implementation, we find 0.7 is a good threshold. The algorithm is described
in Algorithm

Algorithm 1 Vanilla Multi Teacher Model Based Reinforcement Learning (Vanilla-MOBA)
Require: Inner and outer step size «, 3

Initialize the policy g, the models f4,, ..., fo, and D <0
1: for T episodes do
2:  Sample trajectories from the real environment with policies g, , ..., Ty, .
3:  Addthemto Dq,...,Dy.
4:  Train model fy, using Dy.
5. for Model k < 1to K do
6: Optimise ¢, using Eqn.[I]
7:  end for
8:  while Performance 7 still improves do
9: Training student model ¢g using Eqn.[2]
10: Sample imaginary trajectories from student model
11: Update the policy according to the imaginary trajectories

12:  end while
13:  Terminate if the policy evaluation ratio (using Eqn. [3) below the threshold.
14: end for

4.4 STUDENT MODEL ENSEMBLE

During the evaluation, we find that the algorithm proposed in Algorithm [I| suffered from high vari-
ance training performance, which is caused by the unstable multi-teacher student distillation (Wang
& Yoon, [2020). To solve this issue, we propose a student model ensemble solution.

Instead of training one single student model, we learn a set of student models f¢1s, ceey f¢>f using the
same teacher models. All of student models are trained parallel via same loss function Eqn. 2| Fur-
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Algorithm 2 Ensembled Multi Teacher Model Based Reinforcement Learning (MOBA)

Require: Inner and outer step size «, 8
Initialize the policy g, the models f4,, ..., fo, and D <0
1: for N episodes do
2:  Follow steps 2-7 in Algorlthmﬂ]
3 Training K student model qbk using Eqn.
4 Follow steps 8-9 in Algorithm /]
5:  Sample imaginary trajectories from student models using Eqn. 4]
6
7

Follow steps 11-14 in Algorithm [I|
: end for

thermore, to enlarge the discrepancies among these student models, we uniformly sample different
parameters’ weights gbf ,k € K as the model initialization.

States and Rewards Ensemble Since our evaluation environments are continuous, it is no harm
to simply average the learned states and rewards. This approach not only avoids student model
overfitting but also stabilizes policy learning. We define the predicted next state as 5,41 and #; and
the predicted reward as 7;. The averaged predictions are given as below:

1 X K
St41 = Z f¢k St,at)], Z ff, 5, at)] “)
k=1 k:

Although we don’t evaluate in discrete states or rewards environments, we propose a solution to
generate rehearsal trajectories. In every step, we use the majority vote to decide the next state and
reward. If predictions are different, we randomly choose one of them as the next state and reward.
The ensemble MOBA is described in Algorithm 2}

5 EVALUATION

5.1 ENVIRONMENT SETUP

We evaluate our algorithms in continuous control benchmark tasks in PyBullet environment
(Coumans & Bai, [2016-2021). Specifically, we choose six standard benchmark tasks: Ant, Half
Cheetah, Humanoid, Walker, Inverted Double Pendulum, and Hopper. We create several instances,
which only differ in environment parameters for each task, and each instance has a corresponding
teacher model.

5.2 COMPARISON TO SOTA: MODEL-FREE ALGORITHMS

We compare our method with three state-of-the-art model-free RL algorithms: (1) PPO: proximal
policy optimization (Schulman et al., 2017) is one of the state-of-the-art policy update algorithms
that has been widely used in continuous control problems . (2) SAC: soft actor-critic (Haarnoja et al.,
2018)) is an algorithm that optimizes a an off-policy algorithm, forming a bridge between stochastic
policy optimization and DDPG-style approaches. (3) TD3: twin delayed DDPG (Fujimoto et al.|
2018) is an algorithm that addresses the overestimate Q-value issue by introducing three critical
tricks: clipped double-Q learning, “delayed” policy updates and target policy smoothing.

The results in Figure [2]show that our method can achieve asymptotic performance with a better con-
vergence rate. Overall, in all the locomotion tasks our method MOBA can outperform other model-
free methods in terms of convergence rate and mean episode return. Specifically, MOBA reduce
an average 64.0% of the training time in most of the tasks, 75% in pendulum task, and outperform
other algorithms in walker2D. Since we adopt PPO as our policy learning algorithm, our method
can effectively improve the PPO performance in challenging tasks: hopper, walker2D half cheetah,
which PPO is hard to converge to the optimal solution.
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Figure 2: Learning curves of our method versus state-of-the-art model-free algorithms. Each learn-
ing curve is computed in three runs with different random seeds. The dash line depicts the desired
best reward. MOBA (“Ours”) achieves faster convergence rate and achieves better performance than
model-free methods.

5.3 COMPARISON TO SOTA: MODEL-BASED ALGORITHMS

To further understand the advantages of multi-teacher knowledge distillation in improving data effi-
ciency, we compare our method with two state-of-the-art model-based RL algorithms: (1) GrBAL:
gradient-based adaptive learning (Nagabandi et al., |2019), which uses a gradient-based method to
learn a online adaptation of models in dynamic environments. (2) MBPO: model-based policy op-
timization (Janner et al.} [2019), which incorporates a linear approximation of model generalization
into the analysis and justifies using the model for truncated rollouts.
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Figure 3: Learning curves of our method versus state-of-the-art model-based algorithms. Each
learning curve is computed in three runs with different random seeds. MOBA (“Ours”) achieves
faster convergence rate than other model-based methods.

The results are shown in Figure[3] As we can see, our MOBA can still outperform the model-based
methods in terms of sample efficiency in all tasks. The reasons are concluded as follows: (1) MBPO
learns an ensemble of system models, which is trained from one instance of the environment and
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unable to cover the different aspects of state space. (2) Although GrBAL can rapidly adapt to the
environment changes, it fails to learn a model that covers all the state space and suffers model-bias
problem. (3) Our MOBA uses multi-teacher knowledge distillation mechanism for model learning,
which enhances the model accuracy. The learned student model covers different aspects of state
space, which ensures the accuracy of predicted states during agent exploration. Additionally, we
use the planning idea to rehearsal the agent trajectories with current policy and calculate its corre-
sponding return. The agent learns to make the best decision by planning the rehearse trajectories
and updates its policy. After the policy rehearsal, the agent interacts with the real environment and
collects a real reward as well as new environment trajectories, which, as a result, helps to improve
the policy rehearsal in the next iteration.

5.4 DEALING WITH THE MODEL-BIAS PROBLEM

To illustrate the model-bias problem and how it affects policy learning, we empirically measure the
policy performance under different dynamic systems with biased noise. We adopt the idea from
(Clavera et al., 2018b), which add biased Gaussian noise (b, 0.12) to the next state prediction,
where b ~ (0, by,q. ) is sampled from a uniform distribution between 0 and b,, .. In Figure E]We
show the policy performance under different ranges of adding bias.
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€ 2000
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Figure 4: Learning curves of our methods versus SOTA model-based algorithms using three different
bias ranged dynamic models in the half cheetah environment.

Our results show that MOBA consistently outperforms other two model-based algorithms when
system model has some biased noises. Especially, when exposed to the strong bias environments
i.e. bpar = 0.5 and by,q, = 1.0, MBPO and GrBAL show large variance in the learning curve
and fail to converge to an optimal solution. On the country, MOBA manage to solve the model-
bias problem in all three different bias range cases, which shows its effectiveness. Specifically, our
MOBA increases the mean episode rewards by up to 63.2% in strong bias environments.

5.5 ABLATION STUDY

In this section, we analyze the effect of the student model ensemble component. Figure [5]shows the
results of MOBA andVanilla-MOBA.

The results indicate that our proposed method can achieve better stability and lower variance by
adding the student ensemble component. This phenomenon is even more noticeable in the Pendulum
environment, which shows both MOBA and Vanilla-MOBA (in the best case) can find the optimal
policy. The mean value of the Vanilla-MOBA is lower than MOBA, which shows the effectiveness
of the student ensemble component.

6 CONCLUSION

In this paper, we study the model-bias problem in model-based RL, which often occurs in high-
dimensional dynamic systems due to the policy exploration in inaccuracy model spaces. A major
challenge lies in how to cover different spaces of the system dynamic model. To conquer this
challenge, we propose an Ensembled Multi Teacher Model-Based Reinforcement Learning algo-
rithm. MOBA learns a generalized dynamic model through the knowledge distillation from multiple
teacher models, which learn from different instances of environments with various settings. To the
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Figure 5: Learning curves of MOBA andVanilla-MOBA.

best of our knowledge, this is the first multi-teacher knowledge distillation approach for model learn-
ing. Evaluation results show that our method can outperform SOTA model-free and model-based
methods in high-dimensional control locomotion tasks. Moreover, our method achieves the best
performance when exposed to high range model-bias environments. The ablation study shows the
effectiveness of leveraging the student model ensemble component to stabilize the policy and model
learning.
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A APPENDIX

A.1 DETAILS OF PYBULLET ENVIRONMENTS’ INSTANCES

In this section, we explain how we implement instances for Pybullet tasks. In all the locomotion
tasks (i.e., Ant, Half Cheetah, Humanoind, Hopper, and Walker2D), we modify the initial position,
initial orientation, and goal state. Specifically, the initial position is chosen according to three stan-
dard position numbers suggested in code baseﬁ As for initial orientation, the value (0, 0, 3) forces
all the robots to face a random direction but stay straight. We also change the robot pitch and yaw to
force the robot to start with a more challenging position. Moreover, we change the goal state, which
is the distance the robot is required to walk. The detailed settings is shown in Table. [T}

Task Number | Init Position | Init Orientation (raw, pitch, yaw) | Goal State (km)
1 0,0, 1.4) 0, 1.57,0) 500
Ant 2 (0,0,0.25) ©,0,3) 1500
3 (0,0,0.45) 0, 1.57,3) 2000
Half 1 0,0, 1.4) 0, 1.57,0) 500
Cheetah 2 (0,0,0.25) ©,0,3) 1500
3 (0,0,0.45) 0, 1.57,3) 2000
1 0,0, 1.4) 0, 1.57,0) 500
Humanoid 2 (0,0, 0.25) ©0,0,3) 1500
3 (0,0,0.45) 0, 1.57,3) 2000
1 0,0, 1.4) 0, 1.57,0) 500
Hopper 2 (0,0,0.25) 0,0, 3) 1500
3 (0,0,0.45) 0, 1.57,3) 2000
1 0,0, 1.4) 0, 1.57,0) 500
Walker2D 2 (0,0, 0.25) ©,0,3) 1500
3 (0,0,0.45) 0, 1.57,3) 2000
1 (-0.1,0) - -
Pendulum 2 (0.1, 0) - -
3 ©,0) - -

Table 1: Environment parameters for each instances of environments implemented for evaluation.
Moreover, since pendulum task is not locomotion task that doesn’t apply orientation and goal state.
We only modify its initial position.

A.2 BASELINES MODIFICATION

Since the baselines are not designed for multiple instances of environment, to make a fair com-
parison, we use the multi-processing method to train baseline algorithms. This is first proposed in
synchronized advantage actor-critic method (Mnih et al.l [2016), which trains a vector of the same
environments using the same algorithm. During the training, each process copies the same networks
and train the corresponding environment. At the end of each iteration, the agent collects different
networks parameters and average them. Then, the averaged parameters push back to the copied net-
works. In our case, instead of vectorizing the same environments, we stack the different instances
of environments and train them using the multi-processing method.

A.3 COMPARE MOBA VANILLA-MOBA ENSEMBLE WITH MODEL-BASED METHODS

To illustrate the advantage of multi-teacher knowledge distillation, we compare the Vanilla MOBA
with other model-based algorithms in Figure [f]

As we can see from Figure [] in spite of the large variance, the Vanilla-MOBA can still outperform
other SOTA model-based methods in three out of six environments (i.e. Humanoid, Hopper, and
Walker 2D). In the Ant environment, we can see that Vanilla-MOBA converges faster than MBPO
and GrBAL. However, it cannot perform well in Half Cheetah and Pendulum. From these results,
we can see that Vanilla-MOBA shows advantages in complex locomotion tasks (i.e. Humanoid,

2https://github.com/bulletphysics/bullet3/blob/master/examples/pybullet/gym/pybullet_envs/robot_locomotors.py
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Hopper, and Walker 2D), which is hard to train by using ensemble model-based methods (GrBAL
and MBPO).
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Figure 6: Learning curves of MOBA, Vanilla-MOBA, MBPO, and GrBAL

A.4 EVALUATION RESULTS ON OTHER ENVIRONMENTS

In this part, we evaluate the performance of the proposed MOBA method on different teacher
datasets. In the RL problem, different datasets correspond to different tasks, where each task is
drawn from the same task distribution. To evaluate, we adopt the environment CausalWorld
that contains various features including task generation.
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Figure 7: Learning curves of MOBA and PPO on CausalWorld Environment

The results are shown in Figure
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A.5 HYPER-PAREMTERS

We choose the PPO algorithm policy learning method. We list the important hyper-parameters in
Table.[2] We also provide the complete code in the supplementary material.

Table 2: Hyper-parameter values for PPO training

Parameter Value
Discount factor () 0.9995
n_steps 5000
Entropy coefficiency 0
Learning rate 0.00025
Maximum gradient norm 10
Value coefficiency 0.5
Experience buffer size le6
Minibatch size 128
clip parameter (¢) 0.3
Activation function ReLU
Optimizer Adam
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