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Abstract

Predicting ADMET (absorption, distribution, metabolism, excretion, and toxicity)
properties of small molecules is a key task in drug discovery. A major challenge in building
better ADMET models is the experimental error inherent in the data. Here, we develop
denoising schemes based on deep learning to address this. The most significant performance
increase occurs when the original model is finetuned with the denoised data using training
error as the noise detection metric. Our denoising scheme outperforms other literature
schemes for ADMET data and has implications for improving models for experimental
assay data in general.

1 Introduction

Predicting ADMET properties is a crucial task in the optimization of small molecules dur-
ing drug discovery (Ferreira and Andricopulo, 2019; Céceres et al., 2020; Beckers et al.,
2023). ADMET assays, in practice, have experimental error even when using validated pro-
cedures (Wenlock and Carlsson, 2015). In previous studies, ensemble-based, split-based, and
forgotten events methods were used to detect noise, but mostly in classification tasks (Gupta
and Gupta, 2019; Nguyen et al., 2020; Toniato et al., 2021; Yuan et al., 2022; Kim et al.,
2023). ADMET predictors are typically regression tasks due to the continuous nature of
the data, making it difficult to apply existing denoising schemes. In this study, we survey
several noise detection metrics and devise denoising schemes for ADMET assay data. The
results show that finetuning the model with the data denoised based on the training error
gives the best performance improvement. To our knowledge, this is the first study to present
a denoising scheme for assay data that improves predictive performance on regression tasks.

2 Methods

Artificial gaussian noise was added to varying percentages of the data at varying magnitudes
as shown in Figure 1. Graph convolutional network models were then trained on noisy data
using Chemprop (Heid et al., 2024). The top 10% of ‘noisy’ data were removed using four
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different noise detection metrics, as shown in Figure 2: (1) absolute training error (TE),
(2) number of forgotten events, (3) ensemble variance, and (4) split variance. For the top
performing TE metric, four denoising schemes were tested: (1) filtering out the top 10%
noisy data as the baseline (TE Filter); (2) finetuning the model after filtering (TE Finetune);
(3) replacing the data with the average of the model prediction and dataset value (Mean
Correction); and (4) replacing the data with the model prediction (Prediction Correction).
The TE Filter was benchmarked against Ground Truth and Random Filters, which filter
out the true top noisy data and randomly selected data, respectively. The models were
tested on a 20% held-out set without artificial noise, and across four ADMET datasets for
LogD, Fyp, Papp, and hERG binding (see Table 1 for details). Further Methods details are
available in Appendix A.

3 Results and Discussions

Metrics from the literature—split variance, ensemble variance, and forgotten event met-
rics—have no correlation with added noise in the data, as shown in Figures 3-6. Therefore,
these are not suitable as noise detection metrics for ADMET data. This inconsistency
with prior studies (Toniato et al., 2021; Yuan et al., 2022) may be due to differences in
modeling of regression over classification data. The TE metric we introduced here shows a
strong correlation with data noise, and this correlation improves as the magnitude of noise
increases. The TE does not correlate with either the number of rare atoms or similarity
to train molecules, indicating its effectiveness in filtering out noisy data without excluding
important data (further details in Appendix B).

Our model trained after TE Finetuning has improved performance relative to the orig-
inal model built without de-noising, especially in the medium noise regions, with average
R? gains of 0.01-0.05 (Figures 7-11). Considering that the model with the Ground Truth
Filter improves R? by 0.03-0.09 for these regions, the performance boost from our denois-
ing scheme is not negligible. In the low noise and high noise regions, the performance is
similar to the original model. Our other denoising schemes that use TE are similarly im-
proved in the medium noise regions and had similar or worse performance to the original
model in low noise regions. In the high-noise regime where noise is added to 100% of data,
de-noising methods other than TE Finetuning cause the performance to worsen. The TE
Finetuning Model has the largest average performance increase in the medium noise region
relative to the base model (Figure 11). Preliminary results also indicate that R? improve-
ment up to 0.07 can be achieved using an adaptive threshold finetuning approach (Figure
11). Finetuning is advantageous over filtering because there is no loss of information from
filtering.

4 Conclusion

We propose a denoising scheme that uses training error as a noise detection metric and we
use finetuning to improve the performance of models after denoising the dataset. We are
currently assessing our improved predictive approach on larger datasets and prospective use
cases.
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Appendix A. Further details on Methods

A.1 Noise addition procedure

D: ADMET Dataset Noise Function A: Noisy Dataset
S~D Forves:
p% Random g «N@u=0,0=mxo0,,)
sample of vV=v+g
D without

replacement

Repeat on All Combinations: p = 30, 50, 100; m = 0.5, 1.0, 2.0

Figure 1: Overview of noisy dataset creation. For each dataset, this creates nine unique
noisy training sets.

Artificial random gaussian noise was added to varying percents of the data (p C 30, 50, 100)
and at varying standard deviations (o = m*0expt Where m C 0.5, 1,2) as described in Figure
1. The standard deviation of the original dataset distribution, oexpt, normalizes the magni-
tude of noise being added to each unique dataset. For the purposes of quantifying noise in
each datapoint, we defined the original ADMET data as clean (“no noise”) reference data
and measured our denoising schemes against the artificial added noise. Combining all sam-
pled percentages and magnitudes results in 10 different noise combinations for each dataset,
including the original data set which has no artificial noise added. The performance of the
models was evaluated on a 20% held-out test set without artificial noise.

A.2 Noise detection metrics

Four noise detection metrics were surveyed: (1) Training error, (2) number of forgotten
events, (3) ensemble variance, and (4) split variance. A forgotten event at epoch n occurs
when the training error of epoch n is greater than the training error of epoch n — 1:

1, if TrainingErrore,ep », > TrainingErrorg,qcn -1, ()

Forgotten Event = ]
0, otherwise

The total number of forgotten events is calculated by the summation of forgotten events
across all training epochs. Ensemble variance is calculated by the variance of predictions
of four different models trained on the same dataset: two with varying initial parameters
and two with varying random validation sets. Split variance is calculated by the variance
of predictions of three different models each trained on equal-sized, non-overlapping splits
of the data.
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A.3 Denoising schemes and baselines

Train new
Chemprop
del .
ese TE Filter Model

Finetune

Filter out

Noisy Data Fi o ginal model
ilter out || original model o
Set u » TE Finetune Model
Identify N
top 10% - —
.. training error
Original Model .
Correct by Train new
4 4 \
mean of prediction | | Chemprop
and original model Mean Correction
Model
~— @

Train new
Chemprop

Correct
by prediction

Prediction
Correction Model

Figure 2: Overview of our four denoising schemes. In this visualization, absolute training
error is being used as a metric to detect noise. The noise detection metric is
interchangeable for each denoising scheme.

Four main denoising schemes were tested as visualized in Figure 2. The TE Filter Model
uses a filtering of the top 10% molecules with the highest training error. The filtered dataset
is then fed into a new Chemprop model to train. The TE Finetune Model uses the same
filter as the TE Filter Model but instead, the final model comes from finetuning the original
model on the filtered dataset. The Mean Correction Model differs from the two filter models
as it replaces corresponding values of the top 10% molecules with the mean of the predicted
and original values. Similarly, the Prediction Correction Model replaces these values with
just the prediction. These four denoising schemes were tested using training error as the
metric. The other metrics were tested using a denoising scheme analogous to the TE Filter
Model. These models are referred to as the FE Filter Model, EV Filter Model, and SV
Filter Model accordingly.

We also assessed performance against models built using two baseline schemes that are
analogous to the TE Filter Model. The Ground Truth Filter Model is an oracle which filters
the 10% data with the true highest noise. The Random Filter Model filters out 10% data
randomly.
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A.4 Details on datasets

Table 1: ADMET assay datasets used in this study.

Data source

Aliagas et al. (2022)

Watanabe et al. (2018),
Iwata et al. (2022)

Assay Data count Description
LogD 4190 Distribution coefficient between
octanol and water at pH 7.4
in log;, unit
Fraction of unbound 2717 In log;,(fraction unbound)
plasma in human (F ;)
Apparent permeability 6457 Caco-2 apparent permeability
(Papp) in log;,(1075 cm/s)
hERG binding 5108 Binding affinity (IC50) to human

hERG potassium (K+) channel

in logl0(nMolar IC50)

Wenzel et al. (2019),
Falcén-Cano et al. (2022) |
Braga et al. (2015)

A.5 Model details

All ADMET models were built on a directed message passing neural network (D-MPNN)
based architecture as implemented in Chemprop (Heid et al., 2024). The hyperparameters

were chosen based off optimization done previously for this data.

Chemprop’s default

hyperparameters were used for model parameters not specified in each table.

Table 2: Chemprop model parameters

Hyperparameter

Value

MPN depth

MPN hidden size

600

FEFN number of layers

FFN hidden size

1200

Dropout

Aggregation

Norm

Number of folds (training/validation split seed)

Ensemble size (parameter initialization seed)

Epochs

80 (15 for finetuning)
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Appendix B. Additional details on results
B.1 Correlation between the noise and noise metrics

To evaluate the suitability of each noise detection metric, we compared the Spearman R
correlation of that metric to absolute artificial noise added. A higher correlation to noise
indicates a better ability to detect noise.

Both split and ensemble variance metrics yield an uncorrelated parity plot with small
Spearman R correlation values as shown in Figure 3 e-f. In addition, their stacked bar
distribution is uniform across all percentiles. Similarly, the forgotten events metric has a
low correlation with noise added and does not identify high noise data particularly well
at either extreme (Figure 3 d). This suggests that split variance, ensemble variance, and
forgotten events are not suitable metrics for detecting noise. These findings are contrary to
that of prior studies using forgotten events or ensembling as a noise detection metric (Gupta
and Gupta, 2019; Nguyen et al., 2020; Toniato et al., 2021; Yuan et al., 2022; Kim et al.,
2023). Our conflicting results may be attributed to differences in the model when performing
regression rather than classification.

The training error metric correlates with data noise considerably more compared to the
three literature metrics at the same noise scale (Figure 3 b). In addition, the stacked bar
plot shows that 85% of the molecules in the highest 10% of training error have high noise.
This suggests that the training error metric is suitable for noise detection. Additionally, the
correlation becomes more pronounced when the dataset contains more noise as presented
in Figure 3 a-c.

In addition to its strong noise detection capabilities, training error is simple and quick
to calculate for each datapoint. This metric is thus extremely applicable in practice com-
pared to more complex noise detection methods especially concerning ADMET data where
datasets are large. Figures 3-6 show that the results are consistent across all four datasets
tested.
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a-c. Training Error Metric d-f. Literature Metrics
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Figure 3: Correlation between the artificial noise and various noise detection metrics for
the logD dataset. Low noise molecules are defined as those that have less than
0.50expt- Medium noise molecules are defined as those that have between 0.50 ¢xpt .
and loexpt.. High noise molecules are defined as those that have over 0.50cxpt.
a, b, c: Absolute training error correlation to artificial noise with increasing
amounts of noise added. d, e, f: Three literature noise detection metrics. Sub-
figures b and d-f have the same noise combination.
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Figure 6: Correlation between the artificial noise and various noise detection metrics for
the hERG binding dataset.

B.2 Visualizing difficult or scarce datapoints

Other studies using training error as a noise detection metric attempted to use more com-
plex noise detection schemes in order to combat the mislabeling of noisy examples due to
imbalance in the dataset (Li and Mao, 2023; Zhou et al., 2023). Additional analysis was
conducted on our datasets to determine whether a more complex noise detection scheme
would benefit the performance of our models or if simply using training error is sufficient.
To determine underrepresented molecule types in the training set, we looked at the Tani-
moto similarity of molecules, molecules with unique atom types, and molecules in sparsely
filled clusters. The Tanimoto similarity of each molecule was calculated against each of the
molecules in the rest of the training set and averaged across the set. A lower Tanimoto
similarity suggests that it is more underrepresented as it is less similar to the training set.
However, our findings show that there is no correlation between the Tanimoto similarity
score and training error in all noise combinations across all datasets. This suggests that
less similar molecules are not being filtered out at a higher rate.

Furthermore, there is often imbalance in the dataset when there are molecules with atom
types that are less typical in drug-like molecules. In the original dataset, the molecules
containing the less represented atom types in the dataset do not generally produce a higher
error than other molecules which do not contain these atom types. Moreoever, these more
unique molecules follow the general trend with respect to noise correlation and are not
filtered out at a higher rate than molecules with higher representation, even when these
molecules have low-noise. This further suggests that less represented molecules are not
filtered at a higher rate.
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Additionally, the molecules were k-means clustered by their Morgan /circular fingerprint,
a typical vectorized representation used to determine the similarity between molecules. Sim-
ilar results are observed as the molecules in smaller clusters were not filtered out at a higher
rate and do not lead to a higher training error in the original data set. Based on the identical
findings of each method to identify less represented tasks, it can be concluded that for our
chemical datasets and model architecture, these tasks do not cause an inflation of training
error in these samples. The GCNN model that we use is likely able to generalize better to
these unique training tasks. Therefore, for ADMET predictors using the Chemprop archi-
tecture, training error itself is likely a sufficient noise detection metric as informative/less
represented tasks are not more likely to labeled as noisy.

B.3 Denoising performance summary

The performances of each denoising scheme for each noise combination is reported in Figures
7-10. In most noise combinations, our methods (blue numbers) performed better on the test
set compared to the other literature metric filter methods (gold numbers). This corroborates
our earlier findings of training error as the best metric for noise identification and proves
its utility in a denoising scheme.

Our models yield varying performance changes relative to the original non-denoised
model in varying noise regions. We identify the low noise region as all combinations where
0 = 0.5 * Oexpt, the medium noise region as all combinations where o = 1% Oexpt OF 2 % Texpt
and noise is added to 30% or 50% of the data, and the high noise region as all combinations
where 0 = 1% Oexpt OF 2% Oexpt and noise is added to 100% of the data. The results in these
separated regions are empirically similar across all datasets.

The performance of our denoising schemes in the low noise region are similar to that of
the un-denoised model as shown in Figures 7-10 b-d. As observed before, there is a weaker
signal when using training error to detect noise when less noise is added to the dataset.
There are thus less true noisy values being identified in these schemes.

In the high noise region, the TE Finetune Model did not have any significant performance
decrease whereas the other models did in Figures 7-10 g,j. The base TE Filter Model is a
naive approach to denoising. Simply removing data limits the total examples the algorithm
can learn from. Because the remaining training set still has high noise and fewer examples
after filtering, the model performance is worse as it is more likely to overfit to the high noise
examples. The Mean Correction and Prediction Correction models are dependent on the
accuracy of the base model. In the high noise region, the base model is much less accurate
and is likely adding more noise into the dataset. The TE Finetuning Model has less loss
of information due to pretraining with the unfiltered data set and does not add additional
noise to the dataset explaining its superiority to the other models.

Our models have improved performance compared to the baseline un-denoised model in
the medium noise region as presented in Figures 7-10 e-f, h-i. Similar to the other noise
regions, the denoising scheme which has the best performance in the medium noise region
using the 10% training error cutoff is the TE Finetune Model (Figures 7-10).
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DENOISING DRUG DiSCOVERY ADMET DATA FOR IMPROVED REGRESSION TASK PERFORMANCE
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Figure 7: Results summary for all noise combinations tested and for all denoising schemes
on the logD dataset. Black numbered columns represent our baselines, gold num-
bered columns represent denoising schemes using literature metrics, blue num-
bered columns represent our denoising schemes, and the green numbered column
is the ground truth baseline. EV, SV, FE, TE, and GT stand for ensemble
variance, split variance, forgotten events, training error, and ground truth, re-
spectively. Each model is tested on a clean, held-out test set. Error bars are
calculated using the standard deviation of the R? (coefficient of determination)
for each of the four training ensembles.

13



ADRIAN,

CHUNG, AND CHENG

0=0.50exp, 30% of dataset e. 0= 10exp, 30% of dataset
1 1
0.8| 0680566067 . 067067 065068068 08| 066 0.6, 1 o 61 063065 066 0,63 065 07
o~ [ —rt o~ R
x 06 x 06 A
ki ki
@ @
2 os 2 os
02 02
w x\\t%\g N g\\@‘w\ ;\\ co“ c°“v\\\e “oﬁ\\‘a SN (\\‘2( 53 \‘%\ m“ e“;\\\e
@
? ?
a Original Data Set c 0=0.50exp, 50% of dataset f 0= 10exp, 50% of dataset
© oL S tL
0.8 070069 069 |, g5 0.68 0.68 0.68 0.69 0.8{ 066 0.65 0.65 0.66 0.67 0.67 0.67 0.8
N 0.64 , ~ o064 , ’gnﬁii o ~ 0.57060057nnﬁu>b°590600610'50062
@ 0.6 @« 0.6 @ 06|
o o =
] 3 04 8 oa
Qo4 2o 2o
0.2 0.2 0.2
“o st %\\\E‘?‘\@‘?\\@‘?\@VY\\@‘?\\@‘ Qo\" ot ol “\*@‘ ‘\éf \\'@?\\Le‘ \\'@ \\ne‘?\\ng ot @ﬂﬂ\w—‘ “oﬁ\\ti‘ “éla?‘ \\xe \'@q\\@‘ \\@‘Co\" ng et
20
?\ e e «?\ “ve e
0=0.50exp, 100% of dataset 0= 10exp, 100% of dataset
d. g. !
081 066064 . 5, o 064 066 0,64 065 0.65 0.8 o
~ ~ 054 s
% 06 - — % 06| 051052 o4 0.50 053 0.52 054
B B N
Qo4 2 os
02 02

o “\w ?\\‘e(%\\‘e‘?‘\(e‘?\\\a‘?\\@ ?\\@ S o ol
o e o0 G0
? Qe

“D“\ne“\ q\\\z‘v\\xz‘(\\\z‘?\\@?\\w@ﬂ e
o =

0= 20exp, 30% of dataset

1.
08 0.61
~ 06 0.54 0,54 0.550.54 (5 3060 USEDSQ
OB e e r
3
8 o4
02
neiane’ \\e N
\\"do‘“ LARNACS <€f§o€§} Cn T
(S P
: 0'=20exp, 50% of dataset
i P
CEEY
08
056
Tos| | MBMSNM”osanaguso
P
S oa
8o
0.2

(\\f\‘ \\é\'lag\\@ el \@ “\ff \\@‘ce“cv“ et
o SonCeehee

0= 20exp, 100% of dataset

08
x 06 0.6
= o.smssom nzmgaozﬁusaou
0 04
hd
" H“‘H—‘—‘W

{\\@ﬁ\@‘“\\e‘?\\t&‘w\e‘?\\@Y\\xe‘co(‘ 0((?\“9‘

Figure 8: Results summary for all noise combinations tested and for all denoising schemes
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Figure 9: Results summary for all noise combinations tested and for all denoising schemes
on the apparent permeability (Papp) dataset.
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Figure 10: Results summary for all noise combinations tested and for all denoising schemes
on the hERG binding dataset.

To give a final recommendation, we quantified the average performance change in each
model over all datasets in each noise combination. Overall, the TE Finetune Model is the
best performing denoising scheme for models using the 10% training error cutoff. Figure 11
shows a summary of the performance of each model relative to base, non-denoised model for
all dataset types. This further reinforces that the TE Finetune Model does not exacerbate
the predictive performance in the low and high noise regions and enhances the performance
in the medium noise region. Comparing our model with the ground truth baseline further
demonstrates its utility. The ground truth baseline improves the R? value by 0.03 — 0.09 on
average in the medium noise region while our TE Finetune Model improves the R? by 0.01 —
0.05 on average. These improvements are on the same order which is impressive given that
the ground truth gives a theoretical upper bound to the denoising methods. Additionally,
finetuning is less computationally intensive and quicker relative to training a deep-learning
model from scratch.

Furthermore, an adaptive threshold was used to detect noisy data rather than a simple
10% cutoff. This noise detection method was applied to the TE Finetuning denoising
scheme. The adaptive threshold was based on the standard deviation of the training data
that we are denoising. Thus, the number of samples that are filtered out changes based on
the amount of noise in the data. This method gives a preliminary improvement in R? of
0.01 — 0.07 compared to the base model (Figure 11). We are planning to investigate this
method further in hopes to attain further performance improvement.
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Figure 11: Performance of each denoising scheme relative to the un-denoised model across
all four public datasets for each noise combination individually. Each bar is the
average R? change over four ADMET assays tested. The Adapt. TE FT label
stands for the adaptive training error finetuning model.
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