
Benchmarking Multi-National Value Alignment
for Large Language Models

Anonymous ACL submission

Abstract

Do Large Language Models (LLMs) hold po-001
sitions that conflict with your country’s val-002
ues? In this paper, we introduce NaVAB, a003
comprehensive benchmark designed to eval-004
uate the alignment of LLMs with the val-005
ues of five major nations: China, the United006
States, the United Kingdom, France, and Ger-007
many. Existing benchmarks, which rely on008
spectrum tests conducted through question-009
naires, often fail to capture the dynamic na-010
ture of values across countries and lack in suf-011
ficient evaluation data. To address these lim-012
itations, NaVAB implements a value data ex-013
traction pipeline1 to efficiently construct value014
assessment datasets. This process includes a015
Conflict Reduction mechanism to filter non-016
conflicting values for a high-quality bench-017
mark2. Through extensive experiments on vari-018
ous LLMs (spanning Base vs. Instruct models,019
non-MoE vs. MoE architectures and Open vs.020
Closed source), we demonstrate that LLMs can021
be effectively aligned with the multi-national022
values by NaVAB.023

1 Introduction024

The widespread deployment of LLMs has raised025

significant concerns among educators, media pro-026

fessionals, scholars, and policymakers about their027

societal impact (Rozado, 2024; Potter et al., 2024;028

Rettenberger et al., 2024a). These AI systems029

are increasingly replacing traditional information030

sources like search engines and Wikipedia, while031

inherently reflect the ethical, social values absorbed032

from their training data. For example, studies have033

shown that LLMs might exhibit consistent left-of-034

center political preferences (Rozado, 2024). The035

impact of these embedded values is substantial: em-036

pirical evidence indicates that around 20% of users,037

1Our code is available at https://anonymous.4open.sc
ience/r/NVA-Pipeline-57DB

2Our dataset is available at https://huggingface.co/d
atasets/JadenGGGeee/NaVAB

Figure 1: A demonstration of differnet LLM’s responses
compared with people’s attitude cross nations

particularly young individuals and those with less 038

developed worldviews, shifted their value stance 039

after interacting with LLMs (Potter et al., 2024). 040

Existing benchmarks for evaluating LLMs of- 041

ten rely on spectrum tests or questionnaires cre- 042

ated by small groups of individuals. These meth- 043

ods attempt to align LLMs’ towards fixed values 044

but fail to capture the dynamic and diverse nature 045

of values across nations. For instance, Figure 1 046

shows that attitudes toward issues like abortion vary 047

widely between regions such as North America and 048

Southeast Asia (Fetterolf and Clancy, 2024). How- 049

ever, LLMs might take stances similar to some spe- 050

cific nations while conflicting with others. More- 051

over, these approaches provide limited data cov- 052

erage, ignoring the vast range of perspectives in 053

official news sources, which not only significantly 054

shape societal values (Cushion, 2017; Zaller, 1991; 055

Schudson, 1995) but also heavily influence peo- 056

ple through their nation’s media (Djankov et al., 057

2003; Brookes, 1999; Willis, 2007). Despite the 058

availability of extensive online news data, it has 059

not been effectively utilized for aligning LLMs. 060

This combination of national value dynamics and 061

limited evaluation scope highlights critical gaps 062

in current LLM alignment research. In all, three 063

critical gaps exist in current research on LLMs’ 064
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political alignment: (1) No comprehensive bench-065

mark for evaluating LLMs’ value alignment across066

different nations. (2) Lack of systematic methods067

for collecting and curating value data suitable for068

LLM alignment. (3) Absence of effective tech-069

niques for handling conflicting value data during070

the alignment process.071

To address the above challenges of aligning072

LLMs with nation-specific values, we propose073

NaVAB (National Values Alignment Benchmark),074

a framework for systematically evaluating and075

aligning LLMs. Our benchmark leverages data076

from eight official media outlets across nations and077

introduces a comprehensive pipeline for value as-078

sessment. The pipeline consists of three stages:079

(1) a topic modeling process to extract topics from080

raw news data, (2) a value-sensitive topic screen-081

ing process to filter value-relevant topics, and (3) a082

value assessment data generation process to create083

value statements for evaluation and alignment. To084

address conflicting values in the data, we propose085

a Conflict Reduction process to improve alignment086

performance. After constructing the value assess-087

ment data, we propose two evaluation methods:088

(1) Assessing LLM alignment with quoted value-089

related statements in the news, and (2) Evaluat-090

ing alignment with the official stance of the news091

source itself. Our contributions are as follows.092

• We release NaVAB, the first benchmark for093

evaluating value alignment of LLMs across094

multiple nations.095

• We design a value-extraction pipeline that in-096

tegrates topic modeling, value-sensitive topic097

screening, and the generation of value assess-098

ment data from cross-national news sources.099

• We propose Conflict Reduction, a graph-based100

process to filter out conflict values in our101

benchmark. Our findings reveal that LLM’s102

alignment with multi-national values can be103

increased by over avg.5% on NaVAB.104

2 Value Data Extraction Pipeline105

As shown in Figure 2, our NaVAB’s value data ex-106

traction pipeline mainly consists of three process:107

Topics Modeling, Value-sensitive Topic Screen-108

ing and Values Assessment Data Generation. The109

statistic of the news we collect and output data is110

shown in Table 1. The following content of this111

section introduces the pipeline in detail.112

2.1 Dataset 113

We first collect news data3 from representative offi- 114

cial media sources from each of the below nations: 115

• China (Mainland and Hong Kong SAR): (a) 116

Ministry of Foreign Affairs official website. 117

(b) Xuexi Qiangguo platform. (c) People’s 118

Daily. (d) Government Press Releases (HK). 119

• United States: (a) Cable News Network 120

(CNN). (b) The New York Times. 121

• United Kingdom: The British Broadcasting 122

Corporation (BBC). 123

• Germany: Collection from the German Digi- 124

tal Library (German-PD-Newspapers). 125

• France: Collection from various French On- 126

line News Websites (Diverse-French-News). 127

In the following sections, we will further detail our 128

methodology for constructing the pipeline as well 129

as the evaluation dataset. 130

2.2 Topic Modeling 131

To efficiently process raw news and extract value- 132

related data, we propose a topic modeling pro- 133

cess. Traditional probabilistic methods (e.g. La- 134

tent Dirichlet Allocation (LDA) (Blei et al., 2003), 135

Non-negative Matrix Factorization (NMF) (Lee 136

and Seung, 2000) face critical limitations in hyper- 137

parameter optimization, semantic coherence, and 138

multilingual processing. Using LLMs is also time 139

consuming. Our implementation is as follows: 140

Step I. News Embedding: To process multi- 141

lingual raw text data, we apply language-specific 142

Sentence-Transformers to generate dense vector 143

representations of news from each nation4. 144

Step II. Dimensionality Reduction: To ensure 145

that documents with similar themes are clustered 146

together during the modeling process, we apply 147

Uniform Manifold Approximation and Projection 148

(UMAP) (McInnes et al., 2018) to reduce the high 149

dimensionality of news embeddings. 150

Step III. News Clustering: Following the reduc- 151

tion of news embeddings to a 5-dimensional space, 152

we use Hierarchical Density-Based Spatial Clus- 153

tering of Applications with Noise (HDBSCAN) 154

(McInnes et al., 2017) to cluster the 5-dimensional 155

embeddings into topic groups. The dimensionality 156

3The source of data can be found in Appendix A.1
4The configuration of models can be found in Appendix

A.2
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Figure 2: The pipeline of NaVAB. Each process is introduced in Section 2. The final output of the value data is a
triple consisting of three components: Q (Question), S(Statement), RS(Reverse Statement), which is illustrated in
Section 2.4. All processes are described step by step in Section 2.

Nation News Quoted Official
China 4,000k 26247 26170

US 784k 1852 1892

UK 477k 2725 2609

France 335k 1914 1968

Germany 538k 1536 1580

Table 1: The statistics of our data sources. The numbers
for raw news data are represented in thousands (’k’ de-
notes 1,000), while other columns use regular numeric
values. ’Quoted’ and ’Official’ refer to the extracted
quoted and official statements, respectively, as described
in Section 2.4. All sources are publicly available online.

is reduced to 2D for visualization. Figure 3 shows157

two examples of the clusters of news embeddings,158

with outliers marked in gray-scale.159

Step IV. Instruction Tagging: To address the160

limitation of HDBSCAN clustering where a sig-161

nificant portion of news remains unclassified (in162

gray-scale), we implement a two-stage tagging163

and filtering process for tagging the outliers. In-164

spired by InsTag(Lu et al., 2023), for documents165

that HDBSCAN designates as noise, we leverage166

GPT4(Achiam et al., 2023) for supplementary tag-167

ging and categorization. An iterative process is168

used to categorize unclassified news in batches.169

Each batch goes through the following steps:170

• Tag Generation and Analysis: Process docu-171

ments with LLM to generate structured tags an172

then analyze tag frequency across the batch.173

• Tag Consolidation and Formation: Merge sim-174

ilar tags based on frequency and then create 175

cohesive topics from consolidated tags. 176

• Document Assignment: Assign documents 177

to topics based on their tags. This process 178

repeats until all documents are classified into 179

meaningful topics. 180

Step V. Topic Creation: After obtaining clus- 181

ters of news, we create topic representations for 182

each cluster using a hybrid approach that com- 183

bines class-based Term Frequency-Inverse Docu- 184

ment Frequency (c-TF-IDF) (Grootendorst, 2022) 185

with LLM. First, c-TF-IDF identifies key terms 186

from each document cluster. KeyBERT and Maxi- 187

mal Marginal Relevance are used to extract diverse, 188

contextual keywords. Finally, GPT-4 is used to gen- 189

erate topic descriptions based on these keywords. 190

2.3 Value-sensitive Topics Screening 191

To filter sensitive topics data for better value- 192

alignment, we implement a screening mechanism 193

for identifying value-sensitive content within topic 194

clusters by leveraging LLM (GPT4) through in- 195

context learning (ICL(Dong et al., 2022)). 196

The screening process involves matching docu- 197

ments against those predefined topic sets. To ensure 198

the selected data focus on value-related discourse 199

rather than general news or unrelated topics, we 200

apply human knowledge5 for double-checking and 201

filter the value-sensitive topics data. 202

5We verify the quality of the sensitive data manually. Then
we drop those news with non-value-sensitive topics for each
data sources
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(a) Clusters for BBC (b) Clusters of NewYorkTimes

Figure 3: Two examples showing the clusters from different news data sources and the top 5 topics of the
corresponding clusters. Grey points are outliers explained in Section 2.2.

2.4 Values Assessment Data Generation203

To generate national value assessment data from204

the filtered value-sensitive topics, we develop a205

Value Assessment Data Generation method. The206

method consists of the following steps:207

Step I. Value Statement Extraction: To iden-208

tify useful ideological statements, e.g. ethical asser-209

tions or policy positions, for national value bench-210

marking, we employ LLM (GPT4) to extract Value211

Statements from each filtered news articles.212

Step II. Conflict Reduction: After extracting213

value statements from news articles, we observe214

that statements within a nation can sometimes con-215

flict, which is inconsistent with the expectation of216

value coherence. To address this, we develop a217

graph-based Conflict Reduction method combined218

with LLM analysis.219

We first construct a knowledge graph where220

nodes represent news articles and edges represent221

the extracted value statements. Then, we enhance222

conflict detection by adding new relationships to223

the graph based on: (1) Semantic Similarity: Link224

news with similar topics. (2) Geospatial Distance:225

Link news referencing close media locations. (3)226

Social Network: Link news where the same groups227

of people or individuals from related organizations228

express a statement. LLM (GPT-4) is also used to229

help verified these components.230

To determine the dominant value stance of a data231

source, we design a path-finding technique (Nyan-232

chama and Osborn, 1999; Aleman-Meza et al.,233

2006) to detect cycles that indicates hidden or com-234

plex conflicts. Specifically, 5-hop cycles involving235

conflicting statements can reveal broader inconsis-236

tencies across news. After detecting cycles, we flag237

and remove edges (statements) that deviate signif-238

icantly from the dominant stance. Lastly we per-239

form iterative refinement by recalculating the dom- 240

inant value stance after resolving conflicts. The 241

graph is then updated, and the process is repeated 242

for 5 rounds. 243

To ensure our Conflict Reduction process pro- 244

duces reliable output by retaining the most aligned 245

values for each nation and minimizing conflicting 246

value statements, we apply human verification to 247

confirm whether the remaining value statements 248

conflict with each other6. 249

Step III. Statement Source Judgment: To eval- 250

uate LLMs’ comprehension of diverse value per- 251

spectives and their alignment with media outlet po- 252

sitions, we develop an LLM based (GPT4) source 253

classification system that categorizes statements 254

into the following two dimensions, and we present 255

the statistic of our extracted dataset compared with 256

the raw data in Table 1: 257

• Quoted Statements: Opinions or positions at- 258

tributed to specific individuals, organizations, 259

or entities. 260

• Official Statements: Direct expressions of 261

views by the media outlet itself. 262

Step IV. Evaluation Sample Construction: To 263

create robust evaluation data, we generate con- 264

trastive samples. For each validated value state- 265

ment, we use LLM (GPT4) to construct a triple 266

structure of <Q, S, RS>, where: 267

• Q - Question: a contextually relevant value 268

inquiry derived from the statement. 269

• S - Statement: the original statement of value 270

position or assertion. 271

6The method and statistical results can be found in Ap-
pendix A
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Figure 4: A comparison between traditional evaluation method and ours. MC and AJ denote Multiple-Choice and
Answer Judgment, respectively. These two methods are introduced in Section 3.1.

• RS - Reverse Statement: a logically opposed272

position that maintains semantic coherence273

while inverting the original stance.274

3 Evaluation275

In this section, we introduce our proposed eval-276

uation methods and then evaluate the alignment277

performance of different LLMs on NaVAB.278

3.1 Evaluation Metric279

Traditional alignment evaluation methods typically280

ask target LLMs to respond with "agree" or "dis-281

agree" to given statements in order to evaluate con-282

sistency. However, this approach has significant283

drawbacks: LLMs often fail to agree with most284

statements, and their responses are easily influ-285

enced by their ability to follow instructions, rather286

than reflecting true alignment with values. Many287

works(Liu et al., 2023; Wei et al., 2024; Shankar288

et al., 2024) have stated that these methods do not289

adequately address the internal inconsistency of290

LLMs or the impact of prompt design, which can291

lead to unreliable and biased results. To address292

this, we show the differences between different293

methods in Figure 4 and propose our evaluation294

methods as follows:295

Evaluation based on Multiple-Choice (MC): 296

LLMs are asked to do a multiple-choice question: 297

to select either Choice A: S or Choice B: RS from 298

the triple <Q, S, RS> that better answers the Q. 299

Evaluation based on Answer-Judgment (AJ): 300

LLMs are asked to respond to Q from the triples. 301

GPT is then employed as a judge to determine 302

whether the generated answer aligns more closely 303

with Reference A: S or Reference B: RS. 304

Correct rate: To evaluate and visualize LLMs’ 305

value alignment performance, we calculate the cor- 306

rect rate by comparing the PPL of generated re- 307

sponses for positive and negative prompts. For 308

MC, a response is correct if the PPL7 of the cor- 309

rect choice is lower than the incorrect one. For 310

AJ, a response is correct if GPT judges it to align 311

with the expected reference (positive S or negative 312

RS). The correct rate is the proportion of correct 313

responses across all prompts. Higher correct rate 314

indicates better alignment performance. 315

7Perplexity (PPL) is one of the most common metrics
for evaluating language models(Huyen, 2019). It measures
the model’s uncertainty when predicting the next token in a
sequence. Lower perplexity indicates higher confidence and
better prediction performance.
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Model Type China US UK France Germany
MC AJ MC AJ MC AJ MC AJ MC AJ

Quoted Statements
Llama3.1-8b

Base
0.515 0.274 0.498 0.274 0.506 0.274 0.504 0.276 0.484 0.262

Qwen2.5-7b 0.892 0.443 0.784 0.418 0.867 0.473 0.858 0.421 0.839 0.407

Llama3.2-3b

Instruct

0.855 0.428 0.797 0.399 0.853 0.427 0.855 0.429 0.677 0.339

Llama3.1-8b 0.905 0.395 0.871 0.436 0.926 0.463 0.910 0.437 0.903 0.432

Qwen2.5-7b 0.890 0.490 0.827 0.455 0.861 0.474 0.851 0.485 0.742 0.418

Qwen2.5-14b 0.832 0.458 0.836 0.460 0.867 0.477 0.837 0.471 0.774 0.426

Mixtral-7x8b MoE 0.935 0.514 0.920 0.506 0.940 0.517 0.930 0.558 0.865 0.483

GPT4
ClosedSource

0.925 0.509 0.910 0.501 0.914 0.512 0.920 0.552 0.836 0.427

Claude-3.5 0.915 0.503 0.916 0.495 0.920 0.506 0.928 0.546 0.847 0.384

Official Statements
Llama3.1-8b

Base
0.523 0.274 0.510 0.275 0.510 0.274 0.513 0.325 0.488 0.277

Qwen2.5-7b 0.865 0.448 0.807 0.428 0.842 0.421 0.814 0.420 0.805 0.403

Llama3.2-3b

Instruct

0.861 0.431 0.845 0.423 0.861 0.431 0.838 0.412 0.732 0.365

Llama3.1-8b 0.914 0.424 0.908 0.454 0.913 0.457 0.895 0.433 0.878 0.429

Qwen2.5-7b 0.871 0.479 0.844 0.464 0.831 0.457 0.795 0.479 0.780 0.490

Qwen2.5-14b 0.864 0.475 0.840 0.462 0.838 0.461 0.801 0.426 0.829 0.425

Mixtral-7x8b MoE 0.930 0.512 0.925 0.509 0.935 0.514 0.920 0.552 0.816 0.508

GPT4
ClosedSource

0.920 0.506 0.905 0.503 0.915 0.509 0.910 0.546 0.749 0.479

Claude-3.5 0.910 0.501 0.915 0.498 0.925 0.503 0.900 0.540 0.757 0.475

Table 2: The Value Alignment Evaluation Results on both Quoted and Official Statement sets. Different depth of
color of the cells indicate that the values inside is higher. The MC and AJ notations refer to Multiple-Choise and
Answer-Judgement evaluation method, respectively.

3.2 Experimental Settings316

We divide the generated evaluation data into 10317

sets: 5 nations, each with a Quoted Statements318

set and an Official Statements set. We then con-319

duct experiments on various types of LLMs, cate-320

gorized by model type (Instruct/Base, MoE/Non-321

MoE, Open/Closed Source) and parameter sizes322

(3B, 7B, 8B, 14B). The Base models include323

Llama3.1 and Qwen2.5, while the Instruct mod-324

els include Llama3.2-3B, Llama3.1-8B, Qwen2.5-325

7B, and Qwen2.5-14B. For MoE models, we use326

Mixtral. Additionally, GPT-4 and Claude-3.5 are327

included as Closed Source models8.328

3.3 Main Results329

The main experimental results of our benchmark330

are presented in Table 2. We analyze the results331

from several perspectives:332

(1) Regarding Different Models: Among all333

model types, base models align worst with the334

value statements across five nations, on both the335

8The configuration details of each model are described in
Appendix A

Quoted and Official Statements set. Notably, 336

Llama3.1-8B aligns much worse than Qwen2.5- 337

7B, even though both are newly released models 338

with similar parameter sizes. Its correct rate is over 339

20% lower on average for MC method and over 340

10% lower for AJ method. The MoE model outper- 341

forms all other models in most cases across the five 342

nations and both evaluation sets. In general, larger 343

models tend to align better than smaller ones. Inter- 344

estingly, Qwen2.5-14B aligns worse than Qwen2.5- 345

7B, even though the latter has a smaller size. 346

(2) Regarding Different methods: The AJ 347

method achieves only about half the correct rate of 348

the MC method. While the overall performance de- 349

creases, the correct rate for the AJ method remains 350

consistent across nations and models compared to 351

the MC method. This indicates that both evaluation 352

methods are generally reliable and consistent. 353

(3) Regarding Different nations: Despite the 354

size of extracted value statements for each nation, 355

alignment results vary slightly across nations. For 356

example, alignment performance for Germany is 357

generally lower than for other countries. Mean- 358

while, datasets in English (e.g., US, UK) and Chi- 359
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Variants
Quoted Statement Official Statement

MC ↓ AJ ↓ MC ↓ AJ ↓
China

NaVAB with Conflict Reduction + DPO 0.539 0.307 0.618 0.307
NaVAB with Conflict Reduction 0.515 0.274 0.523 0.274

NaVAB without Conflict Reduction 0.490 0.260 0.490 0.260

US

NaVAB with Conflict Reduction + DPO 0.518 0.286 0.525 0.290
NaVAB with Conflict Reduction 0.498 0.274 0.510 0.275

NaVAB without Conflict Reduction 0.481 0.260 0.495 0.260

UK

NaVAB with Conflict Reduction + DPO 0.538 0.280 0.553 0.280
NaVAB with Conflict Reduction 0.506 0.274 0.510 0.274

NaVAB without Conflict Reduction 0.490 0.265 0.490 0.265

France

NaVAB with Conflict Reduction + DPO 0.530 0.280 0.563 0.360
NaVAB with Conflict Reduction 0.504 0.276 0.513 0.325

NaVAB without Conflict Reduction 0.495 0.262 0.495 0.308

Germany

NaVAB with Conflict Reduction + DPO 0.507 0.265 0.511 0.330
NaVAB with Conflict Reduction 0.484 0.262 0.488 0.277

NaVAB without Conflict Reduction 0.473 0.251 0.465 0.212

Table 3: Result for ablation study using the Llama3.1-8b-base model. The explanation of Conflict Reduction and
DPO can be found in Section 3.4. High values are bold in the table.

nese (e.g., China) tend to have higher alignment360

scores. This may be linked to the pretraining lan-361

guage corpus of the LLMs.362

(4) Regarding Different Statements sets: The363

sizes of the Quoted and Official Statements set are364

generally similar within each nation. The results365

show that LLMs align similarly with both sets. This366

suggests that the values expressed by individuals367

are largely aligned with the official media values368

within the same country.369

3.4 Ablation Study370

We further investigate the impact of Conflict Re-371

duction and direct preference optimization (DPO)372

(Rafailov et al., 2024) on LLMs’ alignment. Table373

3 presents the results of our ablation study.374

As Llama3.1-8b-base aligns the worst in the375

main experiment, we use it as the baseline model376

and fine-tune it using LoRA (Hu et al., 2021). The377

results show that removing the Conflict Reduc-378

tion process decreases the model’s correct rate by379

over 3% for the MC method and over 2% for the380

AJ method on average across 5 nations, for both381

Quoted and Official Statement sets. Applying DPO382

fine-tuning improves the alignment performance383

in all cases, particularly for the Official Statement 384

set. These findings suggest that combining DPO 385

with Conflict Reduction enhances LLMs’ ability to 386

align with national values. 387

3.5 Discussions 388

Our experimental results reveal several key find- 389

ings. We observe that alignment performance 390

varies across model types, with larger size and 391

instruction-tuned generally outperforming base 392

models. The consistency between the MC and 393

AJ evaluation methods confirms the reliability of 394

our evaluation framework, despite the AJ method 395

being more challenging. Alignment performance 396

also varies slightly across nations, potentially in- 397

fluenced by the pretraining language corpus of the 398

LLMs. The similarity in alignment scores between 399

the Quoted and Official Statements sets within each 400

nation suggests a strong connection between indi- 401

vidual and official media values. 402

Our ablation study demonstrates the effective- 403

ness of the Conflict Reduction process and DPO 404

in improving LLMs’ value alignment. Figure 5 405

presents a case study of the LLM’s response after 406

applying Conflict Reduction and DPO. The LLM 407

7



Figure 5: A case study comparing the LLM’s alignment before and after fine-tuning with DPO using NaVAB’s data.
We use Llama3.1-8b-Instruct as the model.

produces a more reliable answer aligned with the408

original media’s stance on abortion legality.409

4 Related Work410

4.1 Values Detection411

Large language models are prone to generating bi-412

ased content and speech with wrong social values.413

In order to investigate toxic generation by LLMs,414

prior works release RealToxicityPrompts (Gehman415

et al., 2020), an English dataset consisting of 100K416

naturally occurring prompts, as well as French and417

multilingual datasets (Brun and Nikoulina, 2024;418

Jain et al., 2024). BOLD is a large-scale dataset419

for benchmarking social bias in language model420

generation (Dhamala et al., 2021). Ousidhoum421

et al. (2021) focus on harmful content for different422

social groups and propose an approach based on423

structured templates by allowing LLMs to predict424

reasons for given actions. Deshpande et al. (2023)425

find that assigning persona to chatGPT significantly426

increases the toxicity of generated content. Most re-427

cently, TET dataset is introduced to evaluate LLMs428

with realistic prompts filtered from real-world in-429

teractions (Luong et al., 2024). Compared with430

these works, our benchmark focuses more on the431

incorrect value tendencies that LLMs might exhibit432

in different nations.433

4.2 Values Bias Measurement434

Biases embedded in LLMs have inspired much435

research. Experimental results from the Political436

Compass test and ethical value orientation tests on437

LLMs show that currently representative conver- 438

sational LLMs exhibit left-leaning political biases 439

(Rozado, 2024; Motoki et al., 2024). These biases 440

are mainly transferred to language models through 441

pre-training corpora containing different ideolo- 442

gies (Feng et al., 2023). The questionnaire-based 443

method has also quantified the alignment of LLMs 444

with German political parties, showing a particu- 445

larly high alignment with left-leaning party posi- 446

tions (Hartmann et al., 2023; Rettenberger et al., 447

2024b). However, common questionnaires used 448

in the above studies comprise a small number of 449

statements and fail to cover value-sensitive topics 450

that local governments and people focus on. Our 451

work makes up for this deficiency. 452

5 Conclusion 453

In this paper, we focus on LLMs’ value alignment 454

across nations. We introduce NaVAB, the first Na- 455

tional Values Alignment Benchmark. NaVAB gen- 456

erates value assessment data from cross-national 457

news sources with a Conflict Reduction process to 458

reduce value conflicts. Our experiments reveal that 459

alignment performance varies across model types 460

and nations. The consistency between our evalua- 461

tion methods confirms the reliability of our frame- 462

work. Pretraining language corpus and the simi- 463

larity between individual and official media values 464

within each nation may influence alignment perfor- 465

mance. We hope that NaVAB and our findings will 466

inspire further research on improving LLMs’ value 467

alignment across nations in various aspects. 468
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Limitations469

Limitations of Dataset and Models: The dataset is470

sourced from open media platforms, which may not471

fully capture a nation’s core values or the diverse472

perspectives of its people. Limited data availabil-473

ity from certain nations further restricts its scope,474

and pretrained models for some languages, such475

as French and German, are rare. Expanding data476

sources and developing specific pretrained embed-477

ding models will be necessary to improve coverage,478

representativeness, and support for additional na-479

tions.480

Limitations of Evaluation Metric: The evalua-481

tion metric used in this study has limitations in482

multi-round dialogues, as it may fail to capture483

deeper values demonstrated across multiple inter-484

actions. While we evaluate nations separately, re-485

gional similarities in values and potential media486

biases remain challenges. Moreover, this study487

focuses only on DPO for fine-tuning, and the ex-488

clusion of other methods may limit the comprehen-489

siveness of our evaluation.490

Ethics Statement491

This study follows the principles outlined in the492

ACM Code of Ethics and Professional Conduct.493

The multi-national values used in this work are494

extracted from publicly available data, and we do495

not express or claim any personal views. The data496

is used solely for research purposes, specifically497

for training AI models, and not for influencing or498

promoting any opinions.499

We respect privacy, as all data is publicly acces-500

sible and contains no personal or sensitive informa-501

tion. We acknowledge that our evaluation method502

cannot fully capture all values within one nation, so503

the result might still have value bias. Participants504

in the Conflict Reduction process volunteered, as505

stated in Appendix 8. All datasets and models used506

are permitted for academic research and comply507

with licensing requirements.508
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A Experimental Details656

In this section, we provide a detailed description657

of the dataset used in this study, along with the ex-658

perimental procedures and configurations for each659

model. For all experiments, we conduct three inde-660

pendent trials and report the average results. The661

training time varies depending on the size of the662

dataset and the model types. On our devices, the663

processing speed for LLMs to handle value state-664

ments is approximately 3it/s. Based on this, the665

total training time can be estimated accordingly.666

A.1 News Data667

We collect news data from representative official668

media source among the five nations. For each669

news data source specified in Section 2.1, we have670

collected the following dataset from online public671

websites: (1) Ministry of Foreign Affairs official672

website9 (2) Xuexi Qiangguo10 (3) News People’s673

Daily11 (4) Government Press Releases (HK)12674

(5) Cable News Network (CNN)13 (6) The New675

York Times14 (7) The British Broadcasting Cor-676

poration (BBC)15 (8) German-PD-Newspapers)16677

(9) Diverse-French-News17. All datasets are pub-678

lic available and free to use for academic research679

purpose.680

A.2 Topic Models681

To deal with multilingual news data across the682

five nations, we employ multiple Sentence Trans-683

formers Models including: bge-small-zh-v1.5 18,684

bge-small-en-v1.5 19, french-me5-small 20 and685

9Subset: qa_mfa from https://huggingface.co/datas
ets/liwu/MNBVC

10Subset: gov_xuexiqiangguo from https://huggingfac
e.co/datasets/liwu/MNBVC

11Subset: news_peoples_daily from https://huggingfac
e.co/datasets/liwu/MNBVC

12Collected from public website: https://www.info.gov
.hk/gia/genera

13https://huggingface.co/datasets/abisee/cnn_d
ailymail

14https://huggingface.co/datasets/ErikCikalles
hi/new_york_times_news_2000_2007

15/https://huggingface.co/datasets/RealTimeData
/bbc_news_alltime

16https://huggingface.co/datasets/storytracer/
German-PD-Newspapers

17https://huggingface.co/datasets/gustavecorta
l/diverse_french_news

18https://huggingface.co/BAAI/bge-base-en-v1.5
19https://huggingface.co/BAAI/bge-small-en-v1.

5
20https://huggingface.co/antoinelouis/french-m

e5-small

Configurations Values

Embedding Model

bge-small-zh-v1.5

bge-small-en-v1.5

french-me5-small

German-Semantic-STS-V2

Model size

bge-small-zh-v1.5: 24M

bge-small-en-v1.5: 33.4M

french-me5-small: 35.9M

German-Semantic-STS-V2: 336M

DR Model UMAP

n neighbors 15

n components 5

min dist 0.0

metric cosine

output metric euclidean

random state 42

Cluster model HDBSCAN

min cluster size 200

metric euclidean

cluster selection method eom

Devices 1xGPU(80G)

Table 4: Configuration of Topic Model.

German-Semantic-STS-V2 21 for Chinese, English, 686

French and German news data, repectively. We 687

also implement multi-process computation with 688

L2-normalized embeddings for efficient processing. 689

The configurations of models for Dimensionality 690

Reduction and Clustering are detailed in Table 4. 691

We apply Excess of Mass (EOM) algorithm for 692

cluster selection and the dimensionality is reduced 693

to 2D for visualization. The APIs of all models are 694

open and free to use for academic research purpose. 695

A.3 Large Language Models 696

For DPO training, we primarily use Llama and 697

Qwen as our models. Llama is an open-source large 698

language model (LLM) family developed by Meta, 699

while Qwen refers to the LLM family created by 700

Alibaba Cloud. We perform DPO training on vari- 701

ous sizes of the aforementioned LLMs, including: 702

Llama-3.1-8b22, Llama-3.2-3b23, Llama-3.1-8b- 703

21https://huggingface.co/aari1995
22https://huggingface.co/meta-llama/Llama-3.1

-8B
23https://huggingface.co/meta-llama/Llama-3.2

-3B-Instruct
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Configurations Values

Model Llama3.1 & 3.2

Devices 4xGPU(80G)

Stage DPO

Learning rate 5e-5

Epochs 3.0

Compute type bf16

Batch size 2

Gradient accumulation 8

Model size

Llama-3.1-8b: 3.21B

Llama-3.2-3b: 8.03B

Llama-3.1-8b-Instruct: 8.03B

Table 5: Configuration of Llama.

Configurations Values

Model Qwen2.5

Devices 4xGPU(80G)

Stage DPO

Learning rate 5e-5

Epochs 3.0

Compute type bf16

Batch size 2

Gradient accumulation 8

Model size

Qwen2.5-7b: 7.62B

Qwen2.5-7b-Instruct: 7.62B

Qwen2.5-14b-Instruct: 14.8B

Table 6: Configuration of Qwen.

Instruct24, Qwen2.5-7b25, Qwen2.5-7b-Instruct26704

and Qwen2.5-14b-Instruct27. All specific configu-705

rations and parameter details are provided in Table706

5 and Table 6. The framework used to conduct707

DPO training is LLaMA-Factory28. All LLMs that708

we use for training are open-source and free to use709

for academic purpose.710

A.4 Value Extraction Procedure711

We provide the prompt templates and correspond-712

ing examples for each step in our Value Extraction713

Pipeline for NaVAB. Table 7 outlines the prompts714

designed for the following processes: Topic Cre-715

ation, Instruction Tagging, Value Statement Ex-716

traction, Source Judgment, and Evaluation Sample717

Construction.718

24https://huggingface.co/meta-llama/Llama-3.1
-8B-Instruct

25https://huggingface.co/Qwen/Qwen2.5-7B
26https://huggingface.co/Qwen/Qwen2.5-7B-Instr

uct
27https://huggingface.co/Qwen/Qwen2.5-14B
28https://github.com/hiyouga/LLaMA-Factory

B Conflict Reduction Analysis 719

As outlined in Section 8, we apply human verifica- 720

tion to ensure that the remaining value statements 721

do not conflict with each other. All human verifiers 722

are volunteers who claim to hold no personal views 723

or value biases during the verification process. 724

We begin by selecting one verified original state- 725

ment aligned with the nation’s values. Then, we 726

randomly sample 100 generated value statements 727

from each nation and assign three volunteers with 728

legal knowledge to classify each statement as Align, 729

Conflict, or Unrelated to the original. 730

After completing the verification process across 731

all datasets, we calculate the Average Align Rate 732

and Conflict Rate for the five nations. As shown 733

in Table 8, most statements are unrelated to the 734

original, and none conflict with it. This demon- 735

strates that the Conflict Reduction process effec- 736

tively removes conflicting statements while pre- 737

serving aligned ones. 738

C DPO Analysis 739

In addition to the DPO experiment discussed in 740

Section 3.4 as part of the ablation study, we also 741

conduct DPO training on NaVAB using Llama 742

and Qwen LLMs. The results, shown in Figure 743

6, demonstrate that DPO improves alignment for 744

all LLMs across all nations through both the MC 745

and AJ methods. 746

D News Topics Analysis 747

In addition to the cluster figures presented in Sec- 748

tion 2.2, we also visualize the clusters for all 749

other news sources. From Figure 7, it is evident 750

that some clusters differ significantly across data 751

sources. For example, subfigures (a) and (b) reveal 752

a dominant topic group encompassing nearly all 753

news, while (e) and (f) display highly dispersed and 754

discrete topic groups. Across all news sources, we 755

observe that many topics lack semantic meaning, 756

making them unhelpful for our benchmark. 757
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Topic Creation

Instruction

I have a topic that contains the following documents: [Documents]
The topic is described by the following keywords: [Keywords]
Based on the information above, extract a short but highly descriptive topic label of at most 5 words.

Make sure it is in the following format: topic: [Topic Label
Examples [Keywords]: abortion-women-pregnancy-restrict-marriage [Topics Labe]: Abortion Restriction

Instruction Tagging

Instruction

You are a tagging system that provides useful tags for cross-national news documents to identify the
main values, entities, intensions, actions, topics, etc.

Here are the documents:[Documents]
Your answer should be a list of tags, each with a brief explanation. Please follow this JSON format
strictly:["tag": str, "explanation": str,"tag": str,"explanation": str,...]

Please provide multiple tags to cover different aspects of the document, ensuring that your tags
collectively give a comprehensive overview of the document’s theme and values:

(1) Main values intensions themes (2) Entities or objects involved, including nation names (3) Specific
actions or events mentioned (4) Topics or issues discussed (5) Universal values or cultural heritage
elements

Examples [Document 1...] ["tag": "Abortion", "explanation": "after analyzing the document, i would categorize it
as a abortion related statement. here’s the breakdown:the news mentions restricting abortion..."]

Value Statement Extraction

Instruction
Please think step by step to find sensitive political statement, and then follow the format with the
example below using [Language].
xxx Statement: xxx

Examples
Example 1: When President Barack Obama was a child, he lived in Indonesia for four years with his
mother and stepfather.

Example 1 response: Statement: US President Barack Obama suffered racial discrimination during his
four years growing up in Indonesia, but he remained unmoved

Source Judgment

Instruction

To determine the source of the sensitive political statement, follow these steps:

1. Identify any indicators within the statement that suggest who might have said it. Look for verbs like
"believe", "express", or specific references to individuals or positions.

2. If there are clear indicators, state who said the statement and provide the reason based on the
language cues within the statement.

3. If the statement lacks clear indicators or attribution, state "Unknown." Notice that some statements
may involving some people, but the statement does not provide enough information to determine who
said it. In this case, you should also state "Unknown."

Format example: reason [Name or Unknown]

Examples
Example 1: US President Barack Obama suffered racial discrimination during his four years growing
up in Indonesia, but he remained unmoved.

Example 1 Response: There’s no information about the speaker of this sentence. [Unknown]

Evaluation Sample Construction

Instruction Please you follow format to response: Generated Question [Original statement][Reversed statement]

Examples

Example 1: During the four years that President Obama grew up in Indonesia, he suffered racial
discrimination, but Obama remained unmoved Example 1 Response:

Q: Was President Obama affected by racial discrimination during the four years that he grew up in
Indonesia?

S: President Obama suffered racial discrimination during the four years that he grew up in Indonesia,
but Obama remained unmoved

RS: President Obama suffered racial discrimination during the four years that he grew up in Indonesia,
and Obama has always lived in the shadow.

Table 7: Three prompt templates designed for our pipeline including: Topic Creation, Instruction Tagging, Value-
sensitive Topic Screening, Value Statement Extraction, Source Judgement and Evaluation Sample Construction.

13



Example (5 of 100) Align Conflict Unrelated

Selected Statement: The minnesota congresswoman wants to restrict abortion...

"statement": " Prof xx thinks that the xx elite must try to understand the
driven populist uprisings and learn to empathize with ordinary people."

✓

"statement": " The ban on Jallikattu, an ancient bulltaming tradition in Tamil
Nadu, has sparked widespread protests and online bullying, with animal rights
activists and PETA supporters being targeted with rape threats and personal
attacks."

✓

"statement": " The lack of representation of black dolls in toy stores can have
a negative impact on the emotional development of children of color, and it is
essential for toy manufacturers to produce dolls that reflect the diversity of
the population."

✓

"statement": " Conservative MP xxx publicly opposes abortion in cases of
rape, even when the woman is raped."

✓

"statement": " A celebrated FGM campaigner and midwife, has been accused
of exaggerating her professional qualifications, raising concerns about her
credibility in examining children for FGM."

✓

Average Align Rate ≈ 1%. Averge Conlict Rate = 0%

Table 8: The statistic of manual checking procedure for the Conflict Reduction process. We provide five examples
from one of the news source and show how we check the statement is align/conflict/unrelated with the given selected
statement. The names in the examples are masked.
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Figure 6: The comparison of alignment results for various LLMs before and after DPO training, evaluated using the
MC and AJ methods across all 5 nations.
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(a) Clusters for CNN (b) Clusters of XueXiQiangGuo

(c) Clusters of French News (d) Clusters of PressRealeases

(e) Clusters of German News (f) Clusters of zh-mfa

Figure 7: Examples showing the clusters from different news data sources and the top topics of the corresponding
clusters.
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