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Abstract

Code generation models have shown signifi-001
cant potential for programming tasks. How-002
ever, existing training methods like supervised003
fine-tuning face key limitations: they do not ef-004
fectively teach models to prioritize correct over005
incorrect solutions in ambiguous situations, nor006
do they effectively optimize the runtime effi-007
ciency of the generated code. To address these008
challenges, we propose CodeDPO, a frame-009
work that integrates preference learning into010
code generation to improve two key code pref-011
erence factors: code correctness and efficiency.012
CodeDPO employs a novel dataset construc-013
tion method, utilizing a self-generation-and-014
validation mechanism that simultaneously gen-015
erates and evaluates code and test cases. The016
underlying assumption is that test cases exe-017
cutable by multiple code snippets provide more018
reliable validation, and code that passes more019
tests is more likely to be correct. Through this020
self-validation process, our PageRank-inspired021
algorithm iteratively updates the ranking score022
of each code snippet, ultimately creating a code023
preference optimization dataset based on cor-024
rectness and efficiency. CodeDPO is flexible025
and scalable, generating diverse preference op-026
timization data without depending on power-027
ful models such as GPT-4. Through compre-028
hensive evaluations of five widely used bench-029
marks, CodeDPO demonstrates significant im-030
provements in correctness and efficiency com-031
pared to existing methods. Our experiments032
prove that CodeDPO enhances the capabilities033
of LLMs in code generation and provides a ro-034
bust foundation for conducting code preference035
optimization in more complex and challenging036
real-world scenarios. 1037

1 Introduction038

In recent years, code generation models have039

gained significant attention for their potential to040

1Code and additional details are available: https://
anonymous.4open.science/r/CodeDPO/

automate software development. Models such as 041

GPT-4 (GPT-4, 2023), Claude, and open-source 042

alternatives like Phi (Gunasekar et al., 2023; Abdin 043

et al., 2024), DeepSeekCoder (Guo et al., 2024), 044

and StarCoder (Li et al., 2023; Lozhkov et al., 045

2024) have demonstrated the capability of LLMs 046

to handle complex code generation tasks. However, 047

one of the ongoing challenges lies in boosting the 048

correctness and efficiency of the generated code. 049

To improve code generation models, a common 050

approach is supervised fine-tuning (SFT) (Zhang 051

et al., 2023b), where models are trained on pairs 052

of instructions and correct code snippets. While 053

SFT improves the overall quality of the generated 054

code, it falls short in teaching models to consis- 055

tently prefer correct solutions over incorrect ones 056

(Hong et al., 2024). Figure 1 illustrates the likeli- 057

hood of generating code with varying correctness 058

and efficiency during SFT training. When we adopt 059

SFT training on those correct solutions, as the like- 060

lihood of preferred outputs increases, the proba- 061

bility of generating undesirable outputs also rises, 062

leading to performance saturation. 063

To address these limitations, recent research has 064

turned to direct preference optimization (DPO) 065

(Rafailov et al., 2024), a method designed for align- 066

ment based on pairwise preference data. DPO al- 067

lows models to rank different outputs and choose 068

preferable solutions (e.g., more factual or help- 069

ful). While DPO has shown success in reason- 070

ing tasks like mathematics (Lai et al., 2024; Wu 071

et al., 2024), its application in code generation re- 072

mains under-explored. Unlike natural language 073

tasks, code generation requires objective metrics, 074

such as executability, which poses challenges for 075

directly applying DPO. In this paper, we first 076

define code preference based on two key fac- 077

tors—Correctness and efficiency. Correctness 078

refers to whether the code solves the problem ac- 079

curately, while efficiency measures how quickly 080

the code runs. Existing methods (Gee et al., 2024; 081
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Figure 1: Log probabilities for code with varying cor-
rectness and efficiency during Phi-2-2.7B model train-
ing on our constructed dataset. The traditional SFT
strategy struggles to teach models to prefer correct so-
lutions over incorrect or slow ones. In contrast, our
CodeDPO approach effectively optimizes for both cor-
rectness and efficiency.

Zhang et al., 2024) rely heavily on high-quality082

test cases to assess correctness. However, these ap-083

proaches struggle to fully address correctness and084

efficiency, facing limitations such as restricted data085

diversity, an imbalance between positive and nega-086

tive samples, and insufficient focus on optimizing087

code efficiency.088

In this paper, we introduce CodeDPO, a novel089

framework that integrates preference learning into090

code model training to optimize both correctness091

and efficiency. CodeDPO constructs the dataset092

from real-world code repositories using a self-093

generation-and-validation mechanism, where code094

and test cases are simultaneously generated and095

evaluated. We assume that tests executable by096

more code snippets are more reliable, and code097

that passes more tests is more likely to be cor-098

rect. To implement this, CodeDPO uses a mutual099

verification process: each receives an initial self-100

validation score, which is iteratively updated us-101

ing a PageRank-inspired (Page, 1999) algorithm.102

This algorithm adjusts the credibility of each code103

snippet and tests by considering their relations in104

cross-verification, prioritizing solutions based on105

correctness and efficiency. The final preference-106

optimized dataset is then used to train various code107

models using the DPO learning algorithm. A108

key advantage of CodeDPO is its flexibility. Un-109

like existing methods that rely on high-quality test 110

cases or powerful models to generate them, Cod- 111

eDPO does not depend on these resources. Its 112

self-generation and validation mechanism supports 113

the scalable creation of diverse and robust prefer- 114

ence optimization data. This allows our framework 115

to optimize code models for real-world scenarios 116

where high-quality test data may be sparse. 117

CodeDPO can serve as a crucial step in the post- 118

training phase of code models. We conduct ex- 119

periments on five popular benchmarks such as Hu- 120

manEval (Chen et al., 2021), HumanEval+ (Liu 121

et al., 2024a), MBPP (Austin et al., 2021), MBPP+, 122

and DS-1000 (Lai et al., 2023) with CodeDPO, 123

demonstrating its superiority over existing meth- 124

ods. Notably, we develop a top-performing 6.7B 125

model by building on an existing SFT strategy (Guo 126

et al., 2024; Wei et al., 2023) and further enhancing 127

it with our CodeDPO approach, achieving an im- 128

pressive 83.5% pass rate on HumanEval. We also 129

conduct ablation studies to investigate the impact 130

of our self-generation-and-validation mechanism 131

and other preference optimization settings. Our 132

findings confirm that CodeDPO enhances the code 133

generation capabilities of LLMs while providing 134

a solid foundation for further research into opti- 135

mizing code generation for both correctness and 136

efficiency. 137

2 Related Work 138

2.1 Large Language Models for Code 139

Code generation, which automates writing source 140

code from natural language (NL) descriptions, is 141

gaining significant attention. LLMs have shown 142

strong capabilities in this area due to their large- 143

scale training on diverse datasets, such as Ope- 144

nAI’s GPT-4 (GPT-4, 2023), StarCoder (Li et al., 145

2023; Lozhkov et al., 2024), Code Llama (Roz- 146

ière et al., 2023), and DeepSeekCoder (Guo et al., 147

2024). These models are often fine-tuned further, 148

such as through instruction-supervised fine-tuning 149

(SFT), to maximize their coding potential. Since 150

gathering high-quality data is difficult, researchers 151

use self-instruct methods to generate synthetic in- 152

struction data from powerful models like GPT-4 153

(Wang et al., 2022; Taori et al., 2023; Chaudhary, 154

2023). Evol-Instruct (Luo et al., 2023) uses more 155

complex prompts for better data generation. OSS- 156

instruct (Wei et al., 2023) allows LLMs to get in- 157

spired from real-world code snippets for better qual- 158

ity in coding tasks. While these SFT methods boost 159
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code quality, it does not fully train models to prefer160

correct solutions over incorrect ones (Hong et al.,161

2024). Updating training strategies is critical for162

improving these code models to handle various163

coding tasks.164

2.2 Preference Optimization for Code Models165

Preference optimization techniques have recently166

been used to help LLMs prefer better outputs167

over weaker ones in various natural language tasks168

(Rafailov et al., 2024). The Direct Preference Op-169

timization (Rafailov et al., 2024) has been widely170

applied to LLM alignment due to its convenience171

and effectiveness. Its objective is defined as:172

LDPO = −E(x,yw,yl)∼D

[
log σ

(
β log

πθ(yw | x)
πref(yw | x)

−β log
πθ(yl | x)
πref(yl | x)

)]173

Compared with the SFT loss, the DPO loss intro-174

duces a preference-based mechanism. Instead of175

merely maximizing the likelihood of ground truth176

data, as in SFT, DPO optimizes the model to align177

with human preferences by leveraging both pre-178

ferred responses (yw, winning) and dispreferred179

responses (yl, losing). While DPO has proven ef-180

fective in reasoning tasks like mathematics (Lai181

et al., 2024), its use in code generation is still under-182

explored. Code generation requires objective mea-183

sures of correctness and efficiency, unlike natural184

language tasks where preferences are often more185

subjective. Some works have simply explored PO.186

Code-Optimize (Gee et al., 2024) builds its dataset187

from the MBPP-train subset, which includes just188

384 problems. PLUM uses GPT-4 to generate tests,189

which are then used to validate and rank code so-190

lutions. PLUM currently achieves state-of-the-art191

performance in preference optimization for code192

models. However, PLUM (Zhang et al., 2024) faces193

some limitations. It uses a limited number of tests194

to validate the code, and the resulting dataset is im-195

balanced due to its validation method, which means196

it can only use KTO (Ethayarajh et al., 2024) for197

training. Additionally, PLUM does not consider the198

code efficiency. This paper introduces CodeDPO,199

which does not rely on external test cases or pow-200

erful models for dataset generation. Our approach201

uses a self-generation and validation mechanism202

to create balanced preference pairs, aiming to opti-203

mize both correctness and efficiency.204

3 CodeDPO: Self-Verified Performance 205

Optimization Code Generation 206

Framework 207

CodeDPO is designed to integrate preference learn- 208

ing into code generation models, improving both 209

the correctness and efficiency of the generated code. 210

As shown in Figure 4, our method involves four 211

key steps: ❶ Data Seed Construction with real- 212

world source code: We first collect a data seed 213

from open-source code repositories and generate 214

programming task prompts. ❷ Correctness Op- 215

timization with self-validation score: We gen- 216

erate code and tests simultaneously, using a self- 217

generation-and-validation loop to build a dataset 218

for correctness optimization. The self-validation 219

score is iteratively updated based on whether the 220

generated code passes the tests. We assume that 221

tests executable by multiple code snippets are more 222

reliable, and code that passes more tests is more 223

likely to be correct. As illustrated in the figure, 224

after two iterations, the score of code-1 changes 225

from 1 to 1.75 to 2.6875 (∼2.7 in the figure), as 226

it passes more reliable tests and receives higher 227

scores with each update, indicating a greater likeli- 228

hood of correctness. ❸ Efficiency Optimization 229

with execution time: We measure execution time 230

on selected credible test sets to build the dataset 231

for efficiency optimization. In the figure, we select 232

test-1 and test-2 as the credible test set to measure 233

the execution time of each code snippet. ❹ Model 234

Optimization Training: We collect the dataset 235

from the previous two stages and use Direct Pref- 236

erence Optimization (DPO) to train various code 237

models. 238

3.1 Data Seed Construction 239

The data seed construction for CodeDPO is the 240

first step for initiating the preference learning pro- 241

cess to generate programming task prompts. We 242

adopt a method inspired by OSS-instruct (Wei 243

et al., 2023, 2024)2, which extracts key program- 244

ming concepts from open-source code repositories. 245

These concepts serve as the foundation for gen- 246

erating various programming task prompts. For 247

example, a code snippet that performs sorting op- 248

erations might highlight concepts such as sorting 249

algorithms, data structure traversal, and time com- 250

2We follow the implementation provided at
https://github.com/bigcode-project/
starcoder2-self-align/tree/
fd0af77e2773b14696c7cea02a472f9e99d9c4e3.
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Figure 2: Our CodeDPO involves four steps: ❶ Data Seed Construction with real-world source code; ❷ Correctness
Optimization with self-validation score (in this figure we set T to 2 and d to 0.5. For simplicity, the final score in
the figure is rounded to one decimal place. Details are shown in Appendix J.3.1); ❸ Efficiency Optimization with
execution time on credible tests; ❹ Model Optimization Training.

plexity. From these concepts, we generate code251

generation prompts. The data seed thus allows the252

model to explore a wide range of scenarios.253

3.2 Correctness Optimization with254

Self-Generation and Validation255

Central to CodeDPO is the self-generation-and-256

validation loop, which enables the model to itera-257

tively update the code correctness rank through258

mutual validation of code and test cases (Chen259

et al., 2022, 2023; Zhang et al., 2023a). The pro-260

cess begins by generating multiple candidate code261

snippets based on a prompt. Simultaneously, corre-262

sponding test cases are generated to evaluate these263

snippets. The validation loop follows these steps:264

1. Code Generation: Given an instruction, the265

model generates a set of candidate code snippets266

C = {c1, c2, ..., cn}. 2. Test Case Generation:267

Test cases T = {t1, t2, ..., tm} are generated in268

parallel to validate the candidate snippets. 3. Val-269

idation Process: Each code snippet is executed270

against the generated test cases. The validation out-271

comes are used to update the self-validation scores272

for both the code snippets and the test cases.273

Ranking Code Snippets and Test Cases Using274

Self-Validation Scores To rank both code snip-275

pets and tests, we employ a PageRank-inspired276

(Page, 1999) iterative algorithm. Initially, each277

code and test is assigned a self-validation score of278

1. Over a fixed number of iterations T = 10, these279

scores are updated based on the performance of the280

snippets and test cases during validation.281

The self-validation score for code snippets and282

test cases is updated using the following formulas:283

Scoret(ci) = (1− d)× Scoret−1(ci)

+ d×
∑
tj

Scoret−1(tj)× Link(tj , ci)

Scoret(tj) = (1− d)× Scoret−1(tj)

+ d×
∑
ci

Scoret−1(ci)× Link(ci, tj)

(1) 284

Where d is the damping factor, and Link(tj , ci) 285

indicates whether a code snippet ci passes the test 286

case tj . This iterative process is repeated until 287

convergence. After T iterations, the final rankings 288

reflect the quality of the code snippets and test 289

cases based on the correctness. 290

3.3 Execution Efficiency Optimization 291

In addition to ensuring correctness, CodeDPO in- 292

tegrates execution efficiency optimization to en- 293

sure that our approach generates functionally cor- 294

rect and efficient code. During the self-validation 295

loop, the execution time for each code snippet is 296

recorded. However, not all test cases accurately re- 297

flect the efficiency of the code. To address this, we 298

use the top-performing code from the correctness 299

optimization phase as a reference, assuming the 300

test cases it passes are credible. The total execution 301

time for each code snippet is then measured based 302

on the subset of these credible tests. Code snippets 303

that pass these credible test cases with lower exe- 304

cution times are assigned higher efficiency scores. 305

Finally, we collect both fast and slow code snip- 306

pets as part of the training dataset for execution 307

efficiency optimization, which is used for further 308

training, encouraging the model to prioritize so- 309

lutions that are accurate and optimized for speed 310
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during code generation.311

3.4 Final Dataset and Model Optimization312

The final dataset is built from the previous two313

optimization dataset construction stages, account-314

ing for correctness and execution time. We filter315

out samples whose ranking scores are identical or316

too close. The final dataset consists of 93k cor-317

rectness optimization samples and 21k efficiency318

optimization samples. Each sample includes a319

unique code problem prompt with a preferred and320

a rejected solution. In the subsequent training, we321

combine both correctness and efficiency data to322

optimize the model in both aspects simultaneously.323

In our experiments, we apply Direct Preference324

Optimization (DPO) (Rafailov et al., 2024) across325

various code models to facilitate optimization learn-326

ing. To enhance the stability and robustness of327

the training process, we employ RPO (Pang et al.,328

2024; Liu et al., 2024b) format loss, which essen-329

tially consists of a weighted SFT loss on the chosen330

preferences together with the original DPO loss.331

We utilize both base models and SFT models as332

the backbone for further training. Our goal is to333

demonstrate that CodeDPO has the potential to334

enhance code models at different stages of their335

training, even for models that have undergone ex-336

tensive training or fine-tuning. The setup details337

are provided in Section 4.2.338

4 Experiment Setup339

In this study, we aim to investigate the following340

research questions:341

RQ1: Does CodeDPO improve the correct-342

ness of generated code compared to baseline343

models on standard benchmarks? We evaluate344

on HumanEval (Chen et al., 2021), HumanEval+345

(Liu et al., 2024a), MBPP (Austin et al., 2021),346

MBPP+, DS-1000 (Lai et al., 2023) and Live-347

CodeBench (Jain et al., 2024).348

RQ2: Does CodeDPO enhance the execution349

efficiency of generated code? We measure the ex-350

ecution efficiency of code generated by CodeDPO351

compared to baseline models.352

RQ3: What is the impact of the self-353

generation-and-validation algorithm on Cod-354

eDPO’s performance? We perform ablation stud-355

ies by removing or modifying the self-generation-356

and-validation mechanism to assess its contribution357

to the overall performance.358

RQ4: How does the choice of preference op-359

timization strategy affect CodeDPO’s effective- 360

ness? We evaluate different preference optimiza- 361

tion strategies, including Direct Preference Opti- 362

mization (DPO), Kahneman-Tversky Optimization 363

(KTO) (Ethayarajh et al., 2024), and Supervised 364

Fine-Tuning (SFT), to understand their impact on 365

the model’s performance. 366

RQ5: How does data scaling influence the 367

performance of CodeDPO? We investigate data 368

scaling by varying the amount of training data to 369

show how data size affects its ability. 370

4.1 Backbone LLMs 371

We evaluate several widely used LLMs in the code 372

generation domain for our experiments, covering 373

both base models and SFT models at different 374

training stages. For base models, we apply Cod- 375

eDPO to Phi-2 (2.7B) (Gunasekar et al., 2023), 376

DeepSeekCoder-base (1.3B, 6.7B) (Guo et al., 377

2024), and StarCoder2-base (7B) (Lozhkov et al., 378

2024). Additionally, we evaluate our method on 379

several fine-tuned SFT models (Wei et al., 2023), 380

including Magicoder-CL-7B, Magicoder-S-CL- 381

7B, Magicoder-DS-6.7B, and Magicoder-S-DS- 382

6.7B, which are fine-tuned based on CodeLlama- 383

7B and DeepSeekCoder-base-6.7B using state-of- 384

the-art SFT techniques. 385

While applying the PO phase after SFT is gen- 386

erally recommended (Rafailov et al., 2024), we 387

extend our evaluation to base models as they can 388

generate more diverse code snippets and offer more 389

significant potential for improvement (Wang et al., 390

2024). We choose all these popular models as the 391

backbone of our experiments to optimize correct- 392

ness and execution efficiency. 393

4.2 Training and Inference Settings 394

For dataset construction, we use DeepSeekCoder- 395

v2 as the data generation model. For each problem 396

prompt, we sample 15 code solutions and test cases 397

from this model with temperature = 1.5. To con- 398

struct the preference optimization dataset, we set 399

T to 10 and d to 0.85 for the self-validation score. 400

Our practice shows that this parameter configura- 401

tion quickly yields a stable ranking score. In this 402

paper, we focus on constructing a Python dataset. 403

The total cost of our dataset construction process is 404

nearly 80$. For training, we train each code model 405

for 10 epochs and select the best-performing model 406

based on the lowest validation loss. We utilize a 407

learning rate of 5e-6 with a linear scheduler and 408

warm-up. For inference, we use greedy search de- 409
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coding for code generation. We use 16 A100 GPUs410

for all experiments.411

5 Results and Analyses412

5.1 Code Correctness (RQ1)413

We evaluate the model performance on five widely-414

used code generation benchmarks: HumanEval,415

HumanEval+, MBPP, MBPP+, and DS-1000.416

Following the standard training process (base417

model → SFT → DPO), we first record the per-418

formance of the base model, SFT model, and DPO-419

aligned model on DeepSeekCoder-6.7B, as shown420

in Table 1. With the enhancement of our Cod-421

eDPO, the final model achieves an 83.5% pass rate422

on HumanEval. Notably, even after high-quality423

SFT training, CodeDPO still achieves additional424

performance improvements. CodeDPO plays a cru-425

cial role in the post-training phase of code models,426

significantly boosting overall performance.427

We further evaluate the performance of Cod-428

eDPO alongside baselines3 on a wide range of429

base models and SFT models. As shown in Ta-430

ble 2, CodeDPO achieves the best performance431

on both HumanEval(+) and MBPP(+). Compared432

to the baseline models in the first row of each433

block, we observe that CodeDPO delivers signif-434

icant improvements across all models, regardless435

of their initial performance. Notably, we achieve436

a 36.1% relative improvement on StarCoder2-7B.437

Additionally, CodeDPO shows remarkable gains438

on the more challenging HumanEval+, demonstrat-439

ing its robustness under stricter evaluation. Thanks440

to CodeDPO’s data construction strategy, we can441

build a reliable preference dataset that helps the442

model favour high-quality outputs, leading to more443

robust and reliable code generation.444

For DS-1000, as shown in Table 3 and 7, we fur-445

ther evaluate CodeDPO across different libraries.446

We did not incorporate prior knowledge of specific447

Python libraries in our data construction. While448

we observe slight performance drops in the Torch449

and TensorFlow settings, this may be due to the450

relatively low percentage of these libraries in our451

dataset construction. However, CodeDPO demon-452

strates overall performance improvements over453

their respective baselines. DS-1000 differs from454

benchmarks like HumanEval and MBPP in data455

3The baselines have not yet published their datasets. We
reproduced the Code-Optimize experiment based on the re-
ported settings. For PLUM, we report results from their paper
using models identical to ours, which is why some models do
not include PLUM results.

format and the coding skills it assesses, and it en- 456

sures that it is excluded from nearly all models’ 457

training sets. It proves that CodeDPO can enhance 458

the model’s coding capabilities in more complex 459

and diverse scenarios. Details are in Appendix A. 460

We conducted additional experiments on Live- 461

CodeBench (Jain et al., 2024) in Table 4, one of 462

the most challenging benchmarks for real-world 463

competitive coding tasks. The results indicate that 464

CodeDPO demonstrates significant performance 465

improvements for both the base model and the su- 466

pervised fine-tuning (SFT) model across all diffi- 467

culty levels. The gains are particularly notable in 468

the "medium" and "hard" subsets, which represent 469

some of the most challenging problems in competi- 470

tive programming tasks. These findings highlight 471

the effectiveness of the proposed framework for 472

real-world, complex coding tasks. 473

5.2 Code Efficiency (RQ2) 474

To address RQ2, we follow existing methods (Shy- 475

pula et al., 2024) by measuring the execution time 476

of the generated code and calculating the speed-up 477

ratio. We also evaluate the percentage of opti- 478

mized code before and after applying CodeDPO, 479

where a program is considered optimized if it is at 480

least 10% faster than its baseline. These metrics 481

are based on the intersection of solved problems 482

before and after applying CodeDPO. We select 483

HumanEval+ and MBPP+ for evaluation because 484

they significantly expand the diversity of test cases, 485

making them more reliable for measuring the ex- 486

ecution efficiency of the generated code under a 487

variety of edge cases. Since runtime environments 488

can affect measurements, we repeat each evaluation 489

five times and show the distribution in Figure 3. It 490

is clear that CodeDPO consistently improves code 491

performance. The speed-up ratio shows that our 492

method speeds up the code by 1.25 to 1.45 times. 493

Additionally, the percentage of optimized code in- 494

dicates that after applying CodeDPO, around 20%- 495

45% of generated code solutions have been im- 496

proved, confirming its effectiveness in enhancing 497

code efficiency. 498

5.3 Ablation Studies 499

5.3.1 Self Generation and Validation 500

Algorithm (RQ3) 501

Correlation between self-validation scores and 502

actual code accuracy using HumanEval ground 503

truth tests To evaluate the effectiveness of our 504
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Model HumanEval HumanEval+ MBPP MBPP+

DeepSeekCoder-6.7B-base 47.60 39.60 70.20 56.60
+ SFT (with MagiCoder-OSS-instruct) 73.17 68.29 76.72 66.67
+ SFT + Our CodeDPO 83.54 76.22 80.70 70.93

Table 1: Pass rates (%) of code models at different stages on HumanEval(+) and MBPP(+). We track the performance
of the base model, SFT model, and DPO-aligned model on DeepSeekCoder-6.7B. Our CodeDPO shows additional
improvements, even after high-quality SFT training.

Model HumanEval (/+) MBPP (/+)

SFT Model

MagiCoder-CL-7B 51.21 / 48.78 65.60 / 55.82
Our CodeDPO 60.36 / 54.87 70.93 / 59.15
Code-Optimise 48.78 / 46.95 67.17 / 57.14

MagiCoder-S-CL-7B 67.07 / 61.59 69.58 / 60.58
Our CodeDPO 74.39 / 71.95 71.43 / 61.40
Code-Optimise 64.63 / 54.88 69.42 / 60.15
PLUM 73.80 / 69.50 71.40 / 60.80

MagiCoder-DS-6.7B 57.93 / 53.66 75.93 / 64.02
Our CodeDPO 67.07 / 62.80 81.70 / 68.92
Code-Optimise 57.93 / 51.83 76.19 / 64.91
PLUM 71.30 / 65.90 79.60 / 66.70

MagiCoder-S-DS-6.7B 73.17 / 68.29 76.72 / 66.67
Our CodeDPO 83.54 / 76.22 80.70 / 70.93
Code-Optimise 68.90 / 64.63 78.20 / 67.92
PLUM 80.50 / 73.80 80.40 / 69.30

Base Model

Phi-2-2.7B 48.78 / 46.34 65.34 / 54.49
Our CodeDPO 57.32 / 51.83 69.05 / 56.88
Code-Optimise 49.39 / 47.56 67.42 / 55.80

DeepSeekCoder-1.3B 31.53 / 28.65 57.40 / 48.67
Our CodeDPO 42.07 / 38.04 61.37 / 53.43
Code-Optimise 34.15 / 30.49 59.15 / 49.87

DeepSeekCoder-6.7B 47.60 / 39.60 70.20 / 56.60
Our CodeDPO 59.75 / 51.83 72.18 / 60.01
Code-Optimise 47.56 / 37.20 72.18 / 57.64
PLUM 56.70 / 48.80 72.90 / 58.90

StarCoder2-7B 35.40 / 29.90 54.40 / 45.60
Our CodeDPO 48.17 / 34.15 58.40 / 49.37
Code-Optimise 32.32 / 28.05 58.90 / 47.89
PLUM 46.30 / 39.60 60.40 / 49.10

Table 2: Pass rate (%) of CodeDPO compared to base-
line models on HumanEval and MBPP.

Model plot np pd torch scipy sk tf Avg

Magic-CL-7B 54.8 16.4 16.5 17.6 23.6 29.6 33.3 25.5
Our CodeDPO 57.4 37.3 22.7 22.1 35.8 31.3 31.1 34.0

Magic-DS-6.7B 55.5 37.7 28.2 25.0 34.0 45.2 33.3 37.1
Our CodeDPO 59.4 40.5 29.2 23.5 39.6 42.6 31.1 38.7

Phi-2-2.7B 42.6 33.6 15.5 16.2 17.0 11.3 17.8 23.5
Our CodeDPO 49.0 33.6 16.5 14.7 20.8 14.8 13.3 25.3

StarCoder2-7B 54.2 37.7 18.6 25.0 31.1 23.5 35.6 31.4
Our CodeDPO 56.8 38.2 18.9 20.6 39.6 25.2 31.1 32.6

Table 3: Pass rate (%) of CodeDPO on DS-1000 across
seven libraries using greedy decoding.

Model Easy Medium Hard

Base Model
DeepSeek-Coder-6.7B 39.9 7.4 0.4
Our CodeDPO 51.9 12.2 0.7

SFT Model
MagiCoder-S-DS-6.7B 48.1 10.7 0.1
Our CodeDPO 53.1 16.3 0.7

Table 4: Performance comparison on LiveCodeBench
across difficulty levels.

self-generation-and-validation algorithm, we exam- 505

ine the correlation between self-validation scores 506

and actual code accuracy. We use HumanEval for 507

this preliminary experiment. For each problem in 508

HumanEval, we sample 15 code solutions and tests 509

following the setting in Section 4, and then use 510

different strategies to rank these generated codes. 511

To evaluate the rank quality, we execute with the 512

ground truth for each code to get the actual code ac- 513

curacy. We consider three experimental strategies: 514

❶ Self-validation score, which refers to our origi- 515

nal method. ❷ Filter with all tests, which assumes 516

all generated test cases are correct and uses them 517

to judge code correctness. This approach creates 518

passed/non-passed pairs, similar to the baseline 519

PLUM (though PLUM uses GPT-4 for test gener- 520

ation, while we use a more cost-effective model). 521

❸ Sort by number of passed tests, which counts 522

the number of passed tests for each code among 523

all generated tests, using the code with the most 524

and least passed tests as the comparison pair. It is 525

commonly employed in post-processing methods, 526

such as CodeT (Chen et al., 2022). 527

Table 5 presents the Spearman, Kendall’s Tau, 528

and Normalized Discounted Cumulative Gain 529

(NDCG) metrics for the different ranking strate- 530

gies. Our experiments show that the self-validation 531

score is highly correlated with actual code accuracy. 532

In contrast, filtering by all tests heavily depends 533

on the quality of the test generation model. Sort- 534

ing by the number of passed tests treats all tests 535

equally important. However, due to the inherent 536

uncertainty in generated tests, these methods can 537
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(a) HumanEval+

(b) MBPP+

Figure 3: Runtime Speedup and Percentage of Opti-
mized Code on HumanEval+ and MBPP+.

be vulnerable to low-quality tests. Our proposed538

self-validation method employs a mutual reinforce-539

ment mechanism to update the credibility of both540

code and tests, effectively mitigating these issues.541

Method Spearman Kendall’s Tau NDCG

Self-validation score 0.8598 0.8047 0.9653

Filter with all tests 0.6114 0.6114 0.8753
Sort by # of passed tests 0.7724 0.7250 0.9162

Table 5: Correlation between self-validation score and
actual code accuracy on HumanEval.

Impact of self-validation score on model per-542

formance We apply these strategies to construct543

datasets and evaluate the final model performance544

in code generation. Table 6 presents the model545

performance across various dataset construction546

strategies. We introduce a new strategy—random547

selection—which randomly selects two code solu-548

tions from the generated code as the preference pair.549

The experiment results demonstrate that the self-550

generation-and-validation algorithm plays an essen-551

tial role in ensuring the correctness and reliability552

of the preference dataset construction. Details are553

shown in Appendix B.554

Model HumanEval (/+) MBPP (/+)

DeepSeekCoder-1.3B 31.53 / 28.65 57.40 / 48.60

Data Construction Strategies
Filter with all tests 34.75 / 29.89 57.40 / 48.80
Sort by # of passed tests 37.19 / 31.09 58.39 / 50.37
Random selection 21.34 / 18.29 48.94 / 38.35
Our CodeDPO 42.07 / 38.04 61.37 / 53.43

Training Strategies
SFT 39.02 / 35.36 59.45 / 50.26
Our CodeKTO 40.85 / 35.98 59.65 / 50.13
Our CodeDPO 42.07 / 38.04 61.37 / 53.43

Table 6: Ablation study of performance based on
DeepSeekCoder-1.3B.

5.3.2 Impact of PO Training Strategy (RQ4) 555

We explore the impact of different preference op- 556

timization strategies (DPO, KTO, and SFT) on 557

model performance. For training, the SFT strategy 558

uses the best code solution from our constructed 559

dataset. In our KTO strategy, we replace DPO with 560

KTO in our framework. As shown in Figure 1, 561

the traditional SFT strategy struggles to guide the 562

model in preferring correct solutions over incorrect 563

or slower ones during training. The results in Ta- 564

ble 6 demonstrate that DPO performs best among 565

these strategies. Benefiting from our dataset con- 566

struction method, we can obtain well-balanced pref- 567

erence pairs, enhancing the contrastive mechanism 568

in DPO. Details are shown in Appendix C. 569

5.4 Data Scaling Law for CodeDPO (RQ5) 570

To address RQ5, we explore how scaling the train- 571

ing data affects CodeDPO’s performance. As 572

shown in Table 10, increasing the data consistently 573

improves model performance, but these improve- 574

ments gradually plateau as the dataset size grows. 575

In our experiments, we balance performance gains 576

and training costs, ensuring optimal results with 577

CodeDPO. Details are shown in Appendix D. 578

6 Conclusion 579

We propose CodeDPO, a preference optimization 580

framework for code models that focuses on both 581

correctness and efficiency. CodeDPO iteratively 582

updates the self-validation score, prioritizing so- 583

lutions based on correctness and efficiency. Our 584

work technically validates the reliability of self- 585

validation to synthesize preference optimization 586

data, eliminating the need for complex resources 587

such as pre-existing tests or powerful generation 588

models. We hope this work opens new avenues 589

for synthesizing data and implementing large-scale 590

preference optimization for code models. 591
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Limitation592

There are several limitations to our work that we593

aim to address:594

Comparison with Advanced RL Techniques595

such as DeepSeek-R1 Although our study show-596

cases the effectiveness of CodeDPO, it does not597

thoroughly compare this method with other ad-598

vanced reinforcement learning (RL) alignment tech-599

niques like DeepSeek-R1 (Guo et al., 2025). Tech-600

niques such as GRPO in DeepSeek-R1 are typically601

designed for online RL alignment, requiring sub-602

stantial training resources, high-quality datasets,603

and complex reward environments, which can be604

prohibitively resource-intensive. In contrast, Cod-605

eDPO focuses on offline alignment methods, us-606

ing approximations and necessary simplifications607

to achieve optimization objectives. This allows608

CodeDPO to deliver results comparable to or even609

matching those of advanced online RL methods,610

but with notably reduced resource demands. Our611

self-validation scores also indicate that our ranking612

methods are robust even with lower-quality source613

code and tests, demonstrating consistent perfor-614

mance even with less advanced generation models.615

Given its low resource requirements and consistent616

performance, CodeDPO is well-suited to a broad617

range of code generation scenarios. However, a618

comprehensive evaluation of how CodeDPO stacks619

up against these sophisticated RL techniques in620

terms of performance and efficiency is a potential621

avenue for future research.622

Limitations of Current Correctness Evaluation623

Firstly, constrained by current mainstream correct-624

ness evaluation methods, the test-case-driven func-625

tional correctness DPO is still not enough for code626

model. Current methods for evaluating correctness627

heavily rely on high-quality test cases or powerful628

models (e.g., GPT-4) to generate reliable outputs.629

To address these limitations, our paper introduces a630

self-validation data generation method that reduces631

dependency on such resources while maintaining632

robustness.633

Because our method does not require high-634

quality test cases or strong external models, it is635

well-suited for scaling to larger datasets and can636

be applied to a wide range of code models. This637

scalability provides a foundation for improving cor-638

rectness and efficiency across diverse code tasks.639

Incorporating Readability and Security Next, 640

beyond correctness and efficiency, incorporating 641

readability and security metrics into our extended 642

CodeDPO framework is a natural extension: Met- 643

rics such as comment-to-code ratio, consistent vari- 644

able naming, and adherence to coding style guides 645

could be integrated into the preference learning 646

process. For instance, LLMs could act as judges 647

to evaluate readability alongside correctness. Tech- 648

niques like static code analysis and detection of 649

code smell and common vulnerabilities could help 650

identify and penalize insecure patterns during data 651

construction, contributing to safer code generation. 652

We plan to explore these deeper alignment objec- 653

tives in future work. 654
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A Code Correctness on DS-1000 (RQ1)826

For DS-1000, as shown in Table 7, we further eval-827

uate CodeDPO across different libraries on various828

backbone models.829

B Self Generation and Validation830

Algorithm (RQ3)831

We apply different strategies to construct datasets832

and evaluate the final model performance in code833

generation. We conduct experiments on various834

models and the detailed results are shown in Table835

8.836

C Impact of PO Training Strategy (RQ4)837

We explore the impact of different preference op-838

timization strategies (DPO, KTO, and SFT) on839

model performance. For training, the SFT strategy840

uses the best code solution from our constructed841

dataset. In our KTO strategy, we replace DPO842

with KTO in our framework. We conduct experi-843

ments on various models and the detailed results844

are shown in Table 9.845

D Data Scaling Law for CodeDPO (RQ5)846

We show the experiment results for RQ5, which847

can help us explore how scaling the training data af-848

fects CodeDPO’s performance. We train the model849

with varying amounts of data—25%, 50%, and850

75%—and evaluate its impact on the model perfor-851

mance. For example, HumanEval scores rise from852

32.92 (25%) to 41.46 (75%), with similar trends853

observed on MBPP. In our experiments, we care-854

fully balance performance gains and training costs,855

ensuring optimal results with CodeDPO. In further856

research, we plan to expand the current training857

scale to explore the extreme limits of CodeDPO’s858

performance.859

E CodeDPO Dataset Construction860

algorithm description861

In order to make it clear, we give a formal algorithm862

description of the CodeDPO construction pipeline863

in Algorithm 1.864

F LLM Prompts for CodeDPO dataset865

construction866

We use the following prompts for dataset seed con-867

struction and self-validation. During dataset con-868

struction, we first use code snippets from a ran-869

domly selected subset of the Stack v1 dataset as870

input and prompt the LLM to generate the concept 871

(LLM Prompt 1). Based on the concept, we then 872

prompt the LLM to generate the task description 873

(LLM Prompt 2). 874

For the validation process, we directly prompt 875

the LLM with the task description to generate code 876

solutions. Additionally, we prompt the LLM to gen- 877

erate only assertion statements as test cases (LLM 878

Prompt 3). Since our chosen generation LLM is 879

efficient and cost-effective, the entire process of 880

data generation and construction takes around 40 881

hours on a server with 32 CPUs. 882

LLM Prompt 1 for Concept Generation

Extract key programming concepts from a
given code snippet collected from the open
source repositories. Present the concepts as
a comma separated list.

{Few-shot Examples}

## Example 2
### Snippet

{Input Code}

### Concepts
{need to generate}

883

LLM Prompt 2 for Task Prompt Generation

Create a set of independent code instruc-
tions that are original, different, diverse,
and high-quality, where the properties con-
trol an instruction’s category, language, con-
cepts, and difficulty.

{Few-shot Examples}

## Example 2
### Property

{Input Concept}

### Instruction
{need to generate}

884
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Model plot (155) np (220) pd (291) torch (68) scipy (106) sk (115) tf (45) Average

SFT Model

Magic-CL-7B 54.8 16.4 16.5 17.6 23.6 29.6 33.3 25.5
Our CodeDPO 57.4 37.3 22.7 22.1 35.8 31.3 31.1 34.0

Magic-S-CL-7B 52.3 43.2 30.6 47.1 34.9 46.1 44.4 40.7
Our CodeDPO 58.7 44.5 31.3 38.2 40.6 42.6 33.3 41.3

Magic-DS-6.7B 55.5 37.7 28.2 25.0 34.0 45.2 33.3 37.1
Our CodeDPO 59.4 40.5 29.2 23.5 39.6 42.6 31.1 38.7

Magic-S-DS-6.7B 53.5 49.5 30.6 47.1 35.8 53.0 40.0 42.9
Our CodeDPO 59.4 50.5 31.9 39.7 41.5 47.8 33.3 43.7

Base Model

Phi-2-2.7B 42.6 33.6 15.5 16.2 17.0 11.3 17.8 23.5
Our CodeDPO 49.0 33.6 16.5 14.7 20.8 14.8 13.3 25.3

DSC-1.3B 36.8 19.5 10.0 14.7 10.4 17.4 11.1 17.5
Our CodeDPO 34.8 23.6 10.7 14.7 20.8 13.9 8.9 18.9

DSC-6.7B 52.3 35.5 20.6 19.1 24.5 37.4 22.2 31.1
Our CodeDPO 56.8 36.4 21.6 17.6 34.0 34.8 20.0 32.8

StarCoder2-7B 54.2 37.7 18.6 25.0 31.1 23.5 35.6 31.4
Our CodeDPO 56.8 38.2 18.9 20.6 39.6 25.2 31.1 32.6

Table 7: More results on Pass rate (%) of CodeDPO on DS-1000 across seven libraries using greedy decoding.

Model HumanEval HumanEval+ MBPP MBPP+

Phi-2-2.7B 48.78 46.34 65.34 54.49
Our CodeDPO 57.32 51.83 69.05 56.88
Filter with all tests 49.39 48.17 69.17 55.13
Sort by # of passed tests 50.60 49.39 67.16 54.88
Random selection 22.56 18.90 45.11 36.59

DeepSeekCoder-1.3B 31.53 28.65 57.40 48.60
Our CodeDPO 42.07 38.04 61.37 53.43
Filter with all tests 34.75 29.89 57.40 48.80
Sort by # of passed tests 37.19 31.09 58.39 50.37
Random selection 21.34 18.29 48.94 38.35

Table 8: More results on ablations of our self validation score on the trained model performance.

LLM Prompt 3 for Test Case Generation

Generate only assertion statements based
on the following description. Do not gener-
ate any other code:

{Instruction}

Generated Assertions:
assert {need to generate}

885

G Experiments on Challenging Code 886

Efficiency Tasks 887

To evaluate code efficiency comprehensively, ad- 888

ditional experiments are conducted on EffiBench 889

(Huang et al., 2024). Since the absolute values of 890

the results may vary depending on the specific ex- 891

ecution environment, the analysis focuses on the 892
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Model HumanEval HumanEval+ MBPP MBPP+

Phi-2-2.7B 48.78 46.34 65.34 54.49
SFT 55.49 49.22 66.87 55.76
Our CodeDPO 57.32 51.83 69.05 56.88
Our CodeKTO 54.88 51.22 64.91 53.63

DeepSeekCoder-1.3B-base 31.53 28.65 57.40 48.67
SFT 39.02 35.36 59.45 50.26
Our CodeDPO 42.07 38.04 61.37 53.43
Our CodeKTO 40.85 35.98 59.65 50.13

DeepSeekCoder-6.7B-base 47.60 39.60 70.20 56.60
SFT 56.09 46.95 70.18 56.88
Our CodeDPO 59.75 51.83 72.18 60.01
Our CodeKTO 54.88 49.39 71.93 58.65

Table 9: More results on the comparison of preference optimization strategies (DPO vs. KTO vs. SFT).

Model HumanEval HumanEval+ MBPP MBPP+

DeepSeekCoder-1.3B-base 31.53 28.65 57.40 48.67

25% 32.92 29.87 55.13 47.87
50% 36.59 31.70 58.14 49.87
75% 41.46 37.80 60.65 52.63

Our CodeDPO 42.07 38.04 61.37 53.43

Table 10: Model Performances with different data scaling in our CodeDPO.

relative improvements achieved by CodeDPO. The893

results are summarized in the table below and will894

be included in the revised paper alongside evalua-895

tions on additional models.896

The results indicate that CodeDPO significantly897

reduces execution time and memory usage, both898

in absolute terms and after normalization, while899

maintaining comparable maximum memory usage.900

These improvements highlight the effectiveness of901

CodeDPO in optimizing code for both computa-902

tional efficiency and resource usage, ensuring ap-903

plicability to environments where performance and904

memory constraints are critical.905

H Execution Time for Code Efficiency906

Experiments907

We present the average execution time (in seconds)908

for experiments conducted with the Phi-2-2.7B909

model. It is important to note that execution times910

may vary due to differences in computational re-911

sources and runtime conditions. To ensure the reli-912

ability of our measurements, repeated experiments913

are conducted in a stable environment, and the av-914

eraged statistics are reported below:915

These results demonstrate the consistent im- 916

provements in execution efficiency achieved 917

through CodeDPO, highlighting its practical bene- 918

fits in reducing runtime. 919

I Ablation on Sample Number for code 920

and test generation 921

The choice of the sample number and temperature, 922

as described in Section 4.2, is guided by practical 923

considerations to balance the diversity of sampled 924

code solutions and test cases. These parameters 925

are selected based on empirical observations and 926

insights from prior work on data generation. To 927

further investigate this, we conduct a series of ab- 928

lation studies to evaluate the impact of varying 929

sample numbers. Specifically, we tested sample 930

numbers of 5, 15, and 50, with the experimental 931

setup aligned with the design in Section 5.3.1. Ta- 932

ble 13 presents the Spearman correlation between 933

the self-validation score and the actual code accu- 934

racy on the HumanEval dataset, and then shows 935

the performance of the Phi-2-2.7B model for vary- 936

ing sample numbers, evaluated on both the Hu- 937

manEval and HumanEval+ benchmarks. Similar 938
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Algorithm 1 CodeDPO Dataset Construction Pipeline
1: procedure CODEDPO(model, instruction, max_iterations)
2: Seed Construction:
3: Extract key programming concepts from source code repositories
4: Generate code generation prompts and corresponding test cases
5: Generate initial dataset (instruction, solutions, testcases)
6: Initialization:
7: Generate initial code snippets C = {c1, c2, ..., cn} from the instruction
8: Generate test cases T = {t1, t2, ..., tm} corresponding to the instruction
9: Initialize self-validation scores for code snippets and test cases: Score(ci)← 1, Score(tj)← 1

10: Set damping factor d← 0.85
11: i← 0
12: Self-Validation Loop:
13: while i < max_iterations do
14: for each ci ∈ C do
15: Execute ci on test cases T
16: for each tj ∈ T do
17: if ci passes tj then
18: Update Score(ci) using Equation (1)
19: Update Score(tj) using Equation (2)
20: Execution Time Optimization:
21: Record execution time for ci
22: if ci fails tj then
23: Set execution time to max penalty to penalize ci
24: end if
25: end if
26: end for
27: end for
28: i← i+ 1
29: end while
30: Final Dataset Collection:
31: Correctness Optimization:
32: Select top-ranked code ctop and low-ranked code clow for each instruction
33: Store as dataset entries (instruction, ctop, clow)
34: Execution Time Optimization:
35: Select fastest code cfast and slowest code cslow for each instruction
36: Store as dataset entries (instruction, cfast, cslow)
37: return final dataset entries
38: end procedure

Model Total Execution Time Normalized Execution Time

MagiCoder-S-DS-6.7B 0.29 2.37
After CodeDPO 0.21 1.58

Model Total Max Memory Usage Normalized Max Memory Usage

MagiCoder-S-DS-6.7B 24.71 1
After CodeDPO 23.48 1

Model Total Memory Usage Normalized Memory Usage

MagiCoder-S-DS-6.7B 4.57 2.36
After CodeDPO 3.90 1.93

Table 11: Performance comparison on EffiBench for execution time and memory usage.

trends are observed for other models. The results939

suggest that using sample_num=15 achieves a940

favorable trade-off between diversity and compu-941

tational feasibility. While larger sample numbers942

provide marginal gains, they come with increased 943

computational costs. 944
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Benchmark Before CodeDPO (s) After CodeDPO (s) Average Speedup
HumanEval+ 0.250 0.172 1.45x

MBPP+ 0.189 0.137 1.38x

Table 12: Average execution time and speedup with CodeDPO.

Sample Number (n) Spearman Correlation HumanEval (%) HumanEval+ (%)
5 0.7425 54.88 49.39
15 0.8598 57.32 51.83
50 0.8613 57.90 51.83

Table 13: Spearman correlation and performance of Phi-2-2.7B for different sample numbers.

J Discussion945

J.1 Comparison of Dataset Statistics946

Since some baselines have not released their947

datasets, we rely on statistics reported in their re-948

spective papers for comparison. Below is a sum-949

mary of dataset sizes and the number of unique950

questions, as both metrics are important—greater951

diversity in unique questions generally leads to952

higher dataset quality.953

For SFT datasets, OSS-Instruct often combines954

multiple data sources. For example, models like955

MagiCoder-S-DS-6.7B and MagiCoder-S-CL-7B956

are trained using:957

Based on comparisons with other related works,958

the dataset sizes of CodeDPO appear to be of the959

same order of magnitude. CodeDPO provides a sig-960

nificantly higher diversity in unique questions com-961

pared to baselines like PLUM and Code-Optimise,962

which heavily reuse prompts and have limited di-963

versity despite similar sample sizes. This diver-964

sity ensures a more robust preference optimization965

process, which is a key advantage over existing966

approaches.967

J.2 Overlap Avoidance with Existing968

Benchmarks969

The seed dataset for CodeDPO was randomly se-970

lected from the open-source pretraining dataset The971

Stack, consisting of approximately 100k functions.972

This design explicitly considers data decontami-973

nation, since the seed dataset has already gone974

through rigorous data decontamination. It suggests975

that our dataset is unlikely to introduce additional976

data leakage beyond the seeds. To ensure quality,977

we applied a simple filtering process using tools978

like Tree-sitter and Pyright for static analysis and979

code formatting.980

We intentionally avoided introducing any prior981

knowledge that might lead to significant overlap 982

with evaluation benchmarks. We also implemented 983

post-sampling data decontamination, similar to 984

MagiCoder and StarCoder. However, given the 985

already low overlap, this process only removed 986

fewer than 30 samples. Thus, we can ensure that 987

there is no risk of the dataset containing examples 988

highly similar to the test sets. 989

To assess potential overlap for the final dataset 990

with exisiting benchmarks, we followed the 991

methodology used in MagiCoder. Specifically, 992

we calculated the cosine similarity between Hu- 993

manEval and the synthetic data generated by dif- 994

ferent methods. Below are the average similarity 995

scores: 996

These results demonstrate that CodeDPO has a 997

comparable or even lower overlap with HumanEval 998

than most other widely used datasets, ensuring the 999

validity and reliability of our evaluation. 1000

J.3 Implementation of the Self-Validation 1001

Scores 1002

J.3.1 Python Implementation of the 1003

Self-Validation Scores 1004

To enhance the understanding of the proposed al- 1005

gorithm, we provide a Python implementation il- 1006

lustrating the calculation process for the case in 1007

Figure 4 (specifically, Step 2 in the figure). The 1008

code demonstrates the iterative calculation of self- 1009

validation scores using a simplified example. 1010

J.3.2 Handling Weak Test Cases 1011

Our designed algorithm is robust. The self- 1012

validation scores can reflect the confidence of each 1013

code solutions and test cases through the iterative 1014

process. Notably, even in the presence of weak test 1015

cases (such as assert True), our method han- 1016

dles them robustly. We have carefully considered 1017

the impact of weak test cases in our design. We 1018
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Method Total Samples Unique Questions

CodeDPO 114k 114k
PLUM Up to 120k Up to 1,500
Code-Optimise ∼100k (extended in our reproduction) Up to 384

Table 14: Comparison of dataset sizes and unique questions across methods.

SFT Dataset Samples

Magicoder-OSS-Instruct ∼75k
Magicoder-Evol-Instruct ∼110k
Combined Up to 185k

Table 15: Supervised fine-tuning dataset statistics.

Dataset Avg Similarity Score

Self-Instruct 0.169
Evol-Instruct 0.131
OSS-Instruct 0.105
CodeDPO 0.109

Table 16: Average similarity scores between datasets
and HumanEval.

address this issue from two perspectives: ❶ Natu-1019

ral Suppression of Weak Test Cases in Ranking:1020

Weak test cases are those that almost all code so-1021

lutions pass. While they contribute to the overall1022

scores of all code solutions, they do not affect the1023

relative differences between code solutions in the1024

ranking process. Since the ranking is based on1025

score differences, weak test cases naturally have1026

minimal impact on the ranking outcomes. ❷ Fil-1027

tering Identical or Close Scores: Weak test cases1028

can lead to highly similar scores for multiple code1029

solutions after repeated score updates, diminish-1030

ing the ability to differentiate between them. To1031

address this, as described in Section 3.4, we imple-1032

ment a filtering mechanism that excludes samples1033

with identical or near-identical ranking scores. This1034

ensures that the influence of weak test cases is mit-1035

igated in the final dataset.1036

For example, assume we have 15 code solutions1037

and 15 test cases generated by the model. ❶ If a1038

weak test case, such as assert True, is passed by all1039

15 code samples, its score during each update step1040

(as computed by Equation 1) will contribute equally1041

to the scores of all code solutions. As a result, it1042

does not alter the relative ranking of the code solu-1043

tions. ❷ If all 15 test cases are similarly weak, the1044

scores of the code solutions will converge to iden- 1045

tical or near-identical values after several updates. 1046

To mitigate this, we apply a post-processing step 1047

(Section 3.4) to filter out such cases, ensuring the 1048

integrity of the final rankings. By addressing weak 1049

test cases through these mechanisms, our algorithm 1050

achieves robustness and maintains the reliability of 1051

its outputs, even in challenging scenarios. 1052
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Figure 4: Python Implementation of the Self-Validation Scores in Figure 4.
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