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Abstract

Even when the causal graph underlying our data is unknown, we can use observational data to narrow
down the possible values that an average treatment effect (ATE) can take by (1) identifying the graph
up to a Markov equivalence class; and (2) estimating that ATE for each graph in the class. While the
PC algorithm can identify this class under strong faithfulness assumptions, it can be computationally
prohibitive. Fortunately, only the local graph structure around the treatment is required to identify the
set of possible ATE values, a fact exploited by local discovery algorithms to improve computational
efficiency. In this paper, we introduce Local Discovery using Eager Collider Checks (LDECC), a new
local causal discovery algorithm that leverages unshielded colliders to orient the treatment’s parents
differently from existing methods. We show that there exist graphs where LDECC exponentially
outperforms existing local discovery algorithms and vice versa. Moreover, we show that LDECC
and existing algorithms rely on different faithfulness assumptions, leveraging this insight to weaken
the assumptions for identifying the set of possible ATE values.

Keywords: Local causal discovery, local structure learning, causal inference, causal discovery

1. Introduction

Estimating an average treatment effect (ATE) from observational data typically requires structural
knowledge, which can be represented in the form of a causal graph. While a rich literature offers
methods for identifying and estimating causal effects given a known causal graph (Tian and Pearl,
2002; Pearl, 2009; Jaber et al., 2019), many applications require that we investigate the values that
an ATE could possibly take when the causal graph is unknown. In such cases, we can (i) perform
causal discovery, using observational data to identify the graph up to a Markov equivalence class
(MEC); and (ii) estimate the desired ATE for every graph in the MEC, thus identifying the set of
possible ATE values. We denote this (unknown) set of identified ATE values by ©*.

Causal discovery has been investigated under a variety of assumptions (Glymour et al., 2019;
Squires and Uhler, 2022). Under causal sufficiency (i.e., no unobserved variables) and faithfulness,
the PC algorithm (Spirtes et al., 2000, Sec. 5.4.2) can identify the MEC of the true graph from
observational data (and thus ©*). However, fully characterizing the MEC can be computationally
expensive. Addressing this concern, Maathuis et al. (2009) proved that the local structure around
the treatment node is sufficient for identifying ©*. Leveraging this insight, existing local causal
discovery algorithms (e.g., PCD-by-PCD (Yin et al., 2008), MB-by-MB (Wang et al., 2014)) discover
just enough of the graph to identify any parents and children of the treatment that PC would
have discovered. These methods sequentially discover the local structure around the treatment,
its neighbors, and so on, terminating whenever all neighbors of the treatment are oriented (or no
remaining neighbors can be oriented).
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In this work, we introduce Local Discovery with Eager Collider Checks (LDECC), a new local
causal discovery algorithm that provides an alternative method to orient the parents of a treatment X
(Sec. 4). Initially, LDECC performs local discovery around X to discover its neighbors. Subsequently,
LDECC chooses the same Conditional Independence (CI) tests as PC would choose given the state
of the graph, with one crucial exception: whenever we find two nodes A and B such that A 1l B|S
for some set S with X ¢ S, LDECC immediately checks whether they become dependent when X
is added to the conditioning set. If the test reveals dependence A )X B|S U { X}, then X must either
be a collider or a descendant of a collider that lies at the intersection of some path from A to X or
from B to X. On this basis, LDECC can orient the smallest subset of X’s neighbors that d-separate
it from { A, B} as parents. We prove that, under faithfulness, the identified ATE set is equal to ©*.

We represent the ideas underlying existing local causal discovery algorithms using a simple
algorithm that we call Sequential Discovery (SD) that sequentially runs the PC algorithm locally for
local structure learning. While existing algorithms differ from SD in subtle ways, they share key steps
with SD allowing us to compare LDECC to this existing class of algorithms. We highlight LDECC’s
complementary strengths to SD in terms of computational requirements. We present classes of causal
graphs where LDECC performs exponentially fewer CI tests than SD, and vice versa (Sec. 4.1). Thus,
the methods can be combined profitably (by running LDECC and SD in parallel and terminating
when either algorithm terminates), avoiding exponential runtimes if either algorithm’s runtime is
subexponential, thereby expanding the class of graphs where efficient local discovery is possible.

We also compare SD and LDECC based on their faithfulness requirements (Sec. 4.2). We show
that both SD and PC require weaker assumptions to identify ©* than to identify the entire MEC. We
also find that LDECC and SD rely on different sets of faithfulness assumptions. There are classes
of faithfulness violations where one algorithm will correctly identify ©* while the other will not.
Under the assumption that one of the algorithms’ faithfulness assumptions is correct, we propose
a procedure that recovers a conservative bound on the ATE set. Aiming to make this bound sharp,
we prove that LDECC and SD can be combined to construct a procedure that can identify ©* under
strictly weaker assumptions, again highlighting LDECC’s complementary nature relative to existing
methods. Finally, we empirically test LDECC on synthetic as well as semi-synthetic graphs (Sec. 5)
and show that it performs comparably to SD (and PC) and typically runs fewer CI tests than SD .

2. Related Work

Several works have developed procedures for identifying the set of possible ATE values ©* using
local information. Maathuis et al. (2009) propose IDA, an algorithm that outputs a set of ATE values
by only using the local structure around the treatment X : For a given MEC, ©* can be identified by
adjusting for all possible parent sets of X such that no new unshielded colliders get created at X. IDA
has been extended to account for multiple interventions (Nandy et al., 2017), background information
(Perkovi€ et al., 2017; Fang and He, 2020), and hidden variables (Malinsky and Spirtes, 2016).
Hyttinen et al. (2015) combine causal discovery and inference by presenting a SAT solver-based
approach to do-calculus with an unknown graph. Geffner et al. (2022) propose a deep learning based
end-to-end method that learns a posterior over graphs and estimates the ATE by marginalizing over
the graphs. Toth et al. (2022) propose a Bayesian active learning approach to jointly learn a posterior
over causal models and some target query of interest. However, these works do not propose local
discovery methods.

1. The code and data are available at https://github.com/acmi-lab/local-causal-discovery.
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Other works attempt to perform causal inference under weaker assumptions than requiring
the entire graph or MEC. Some works propose methods to find valid adjustment sets under the
assumption that the observed covariates are pre-treatment (De Luna et al., 2011; VanderWeele and
Shpitser, 2011; Entner et al., 2012, 2013; Witte and Didelez, 2019; Gultchin et al., 2020). Cheng
et al. (2022a) use an anchor variable (which they call COSO) and Shah et al. (2022) use a known
causal parent of the treatment to identify a valid adjustment set. Other works present data-driven
methods to find valid instrumental variables (Silva and Shimizu, 2017; Cheng et al., 2022b). Watson
and Silva (2022) propose a method to learn the causal order amongst variables that are descendants
of some covariate set. By contrast, we do not make any partial ordering assumptions.

A complementary line of work focuses on only discovering the local structure around a given
node. Many works attempt to find the Markov blanket (MB) or the parent-child set of a target node
(Aliferis et al., 2003; Tsamardinos et al., 2006; Yu et al., 2020; Ling et al., 2021). Unlike our work,
they do not distinguish between the parent and child identities of nodes inside the MB (see Aliferis
et al. (2010) for a review of these methods). For determining these causal identities, existing works
use sequential approaches by repeatedly finding local structures like a MB or a parent-child set
starting from the target node and then propagating edge orientations within the discovered subgraph
(Yin et al., 2008; Zhou et al., 2010; Wang et al., 2014; Gao and Ji, 2015; Ling et al., 2020). These
methods typically differ in how they discover the local structure around each node. Cooper (1997)
present an algorithm to learn pairwise causal relationships by leveraging a node that is not caused by
any other nodes. Some works use independence patterns in Y-structures around a given node to find
local causal relationships (Mani et al., 2012; Mooij et al., 2015; Versteeg et al., 2022).

3. Preliminaries

We assume that the causal structure of the observational data can be encoded using a DAG G*(V, E),
where V and E are the set of nodes and edges. Each edge A — B € E indicates that A is a direct
cause of B. We denote the treatment node by X and the outcome node by Y. For anode V', we denote
its Markov blanket, neighbors, parents, children, and descendants by MB(V'), Ne(V'), Pa(V'), Ch(V),
and Desc(V) (with MB(V) = Ne(V') Uyecn(v) Pa(N)). Let Ne* (V) = Ne(V) U {V} and
MB* (V) = MB(V) U {V'}. An unshielded collider (UC) is a triple P — R « Q s.t. P—Q ¢ E.
ForaUCa = (P — R <+ @), letsep(a) = min{|S|: SC V\{P,Q}and P 1 Q|S}.

A DAG entails a set of Cls via d-separation (Pearl, 2009, Sec. 1.2.3). DAGs that entail the same
set of CIs form an MEC, which can be characterized by a completed partially directed acyclic graph
(CPDAG). For the true DAG G*, we denote by ©* the set of ATE values (of X on Y) in each DAG
in the MEC corresponding to G*. The causal faithfulness assumption (CFA) holds iff all CIs satisfied
by the observational joint distribution P(V') are entailed by G*. Throughout this work, we focus on
causally sufficient graphs. Under the CFA, the PC algorithm recovers this MEC roughly as follows
(demonstrated for the DAG in Fig. 1(a)): (i) estimate the skeleton by running CI tests; (ii) find UCs
in this skeleton (Fig. 1(b) red edges); and (iii) orient additional edges using Meek’s rules (Meek,
2013) (Fig. 1(b) blue edges) to get a CPDAG (full details on the PC algorithm are in Appendix A).

We instantiate the key ideas of existing local discovery algorithms using SD (Fig. 3). SD
sequentially finds the local structure around nodes (LocalPC in Fig. 2) starting from X, then its
neighbors, and so on (Lines 3—7). After each such local discovery step, SD orients nodes in the
subgraph discovered until that point using UCs and Meek’s rules like PC (Line 8; see Fig. 12 for
GetCPDAG and Fig. 15 for Nbrs). If at any point all neighbors of X get oriented, SD terminates.
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(a) True DAG G* (b) CPDAG from PC (c) SD’s output (d) LDECC

Figure 1: Demonstration of the PC, SD, and LDECC algorithms for the graph in (a).

def LocalPC (Skeleton U, Target V') :

s« 0; Input: Treatment X.
while |[Ney (V)| > s do 1 Fully connected undirected graph U
for B € Ney(V), S C Ney(V) \ {B} 2 queue < [X], done < (;
s.t. |S| = sdo 3 while gueue is not empty do
if V' 1L BJS then 4 V' <« queue.removeFirstltem();
U .removeEdge(V—DB); 5 U,Ney (V),DSep + LocalPC(U, V),
DSep(V, B) < S; 6 | done < done U {V};
break; 7 queue.append(Ney (V') \ (done U queue));
end 8 G < GetCPDAG(U[done], DSep);
s s+ 1; 9 parents, children, unoriented <— Nbrs(G, X);
end 10 | if unoriented = () then break ;
return U/, Ney,(V'), DSep; 11 end
def isLocallyvalid(X,S): 12 Osp « 0;
for every A, B € S do 13 for S C (unoriented U parents) do
if isNonCollider(A—X—B) then 14 if isLocallyValid(X, S) then
return False; 15 ‘ Osp.add(0x_,ys);
end 16 end
return True; 17 return Ogp;
Figure 2: Additional subroutines. Figure 3: The SD algorithm.

The ATE set is estimated by applying the backdoor adjustment (Pearl, 2009, Thm. 3.3.2) with every
locally valid parent set of X, i.e., one that does not create a new UC at X (see Lines 12—-16 and
isLocallyValid in Fig. 2). The ATE estimated using each such parent set S is denoted as 0x _,y|s
(Line 15). Consider the DAG in Fig. 1(a). Here, SD will use LocalPC to sequentially discover the
neighbors of X, W, M, A, and B. Then the UC A — W <+ B will be detected and, after propagating
orientations via Meek’s rules, both W and M will be oriented and SD will terminate (Fig. 1(c)) and

output Osp = {Ox_,y|(w}} = O

4. Local Discovery using Eager Collider Checks (LDECC)

In this section, we propose LDECC, a local causal discovery algorithm that orients the parents
of X by leveraging UCs differently from SD (Prop. 4). We prove its correctness under the CFA
(Thm. 5) and show its complementary nature relative to SD in terms of computational (Sec. 4.1) and
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def UCChildren (MB(X),Ne(X), DSep) :

spousesX < MB(X) \ Ne(X);
children < 0;
for D € spousesX do
for C' € Ne(X) \ DSep(D, X) do
if C )L D|DSep(D, X) then
children.add(C) ;
end
end
return children;
def GetMNS (V ¢ Net (X)) :
s <+ 0;
while INe(X)l > s do
for S C Ne(X) s.t. |S| = sdo
‘ if V' 1L X|S then returnS ;
end
s s+ 1;
end
return MNS not found;
def ECCParents (A, B, check=False) :
if check and {A, B} N Ne(X) = () then
ma < GetMNS(A) ;
mp < GetMNS(B);
if m4 = mp then return m 4;
else return ();
parents < ();
orV € {A B} do
if V' € Ne(X) then parents.add(V);
else parents.add(GetMNS(V));

)

end
return parents;

Input: Treatment X.

1 MB(X) « FindMarkovBlanket(X);

e e N N Bt A WN

—
W N = D

14
15
16
17
18
19

20
21
22

_,Ne(X),DSep + LocalPC(MBT(X), X);
children <— UCChildren(MB(X ), Ne(X), DSep);
parents < (), unoriented < 0;

Completely connected undirected graph /;

for (A L B|S) € PCTest(U) s.t. A, B # X do

if A, B € Ne(X)and X ¢ S then

parents.add({ A, B});

parents.add(S N Ne(X));

elseif A, B € Ne(X) and X € S then

MarkNonCollider(A—X—DB);

for V € Ne(X) \ (SU{A, B}) do

if Ay B|{S,V} then
children.add(V) ;

end

elseif AL B|{S, X} and X ¢ S then
‘ parents.add(ECCParents(A, B, S));

end

for P € parents, C' € unoriented do

if isNonCollider(P—X—C') then
children.add(C) ;

end
unoriented < Ne(X)\ (parents U children);
if unoriented = () then break ;

23 end
24 Orpgcc « 0
25 for S C (unoriented U parents) do

26 if isLocallyValid(S) then
27 | Orpecc-add(fxys);
28 end

Olltpllt: C) LDECC

Figure 4: Subroutines used by LDECC.

Figure 5: The LDECC algorithm.

faithfulness (Sec. 4.2) requirements. We defer the proofs to Appendix B.1. We first define a Minimal
Neighbor Separator (MNS) which plays a key role in LDECC.

Definition 1 (Minimal Neighbor Separator) For a DAG G(V, E) and nodes X and A ¢ Net(X),
mnsx (A) C Ne(X) is the unique set (see Prop. 3) of nodes such that (i) (d-separation) A 1L
X|mnsx (A), and (ii) (minimality) for any S C mnsx (A), AU X|S.

For the graph in Fig. 1(a), we have mns x (A) = mnsx (B) = mnsx (C) = {W}andmnsx (YY) =
{W, M'}. While an MNS need not exist for every node (see Example 6 in Appendix B), mnsx (V'
always exists VV' ¢ Desc(X) (which is sufficient for correctness of LDECC):
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Proposition 2 For any node V ¢ (Desc(X)UNet (X)), mnsx (V) exists and mnsx (V) C Pa(X).
Proposition 3 (Uniqueness of MNS) For every node V' such that mnsx (V') exists, it is unique.

Proposition 4 (Eager Collider Check) Fornodes A, B € V\Net(X)andS C V\{A4, B, X}, if
(i) A 1L B|S; and (ii)) AL B|SU{X}; then A, B ¢ Desc(X) and mnsx (A),mnsx (B) C Pa(X).

Prop. 4 suggests a different strategy for orienting parents of X: if two nodes that are d-separated
by S become d-connected by S U { X'}, the MNS of such nodes contains the parents of X (see proof
in Appendix B.1). Thus, unlike PC and SD, the skeleton is not needed to propagate orientations via
Meek’s rules. Similar ideas have been used in prior work for causal discovery. Claassen and Heskes
(2012) use minimal (in)dependencies to develop a logic-based causal discovery algorithm that also
avoids graphical orientation rules. Magliacane et al. (2016) extend this and propose an algorithm that
only reasons over ancestral relations rather than the space of DAGs. While these works do not study
local causal discovery, their results can be used to derive an alternative proof of Prop. 4.

The LDECC algorithm (Fig. 5) first finds the Markov blanket MB(X) (Line 1): we use the IAMB
algorithm (Tsamardinos et al., 2003, Fig. 2) in our experiments (see Fig. 14 in Appendix B.1). Next,
we run LocalPC within the subgraph containing MB (X)) to prune this set to obtain Ne(X) (Line 2).
We then use the nodes in MB(X') \ Ne(X) to detect children C' of X that are part of UCs of the
form X — C «+ D (Line 3 and GetUCChildren in Fig. 4). LDECC then starts running CI tests in
the same way as PC would but excluding tests for X since we already know Ne(X) (the for-loop in
Line 6; see Fig. 12 for PCTest). Every time we detect a CI A Ll B|S, we check the following cases:
(i)if A, B € Ne(X) and X ¢ S, then there must be a UC A — X < B and so we mark A and B
as parents (Lines 7, 8); (i) if A, B € Ne(X) and X € S, then we mark A—X—B as a non-collider
(Lines 10, 11); and (iii) Eager Collider Check (ECC): if X ¢ S and A )X B|S U {X}, then, by
leveraging Prop. 4, we apply GetMNS (Fig. 4) to mark mns x (A), mnsx (B) as parents (Lines 15, 16;
ECCParents in Fig. 4). Next, for each oriented parent, we use the non-colliders detected in Case (ii)
to mark children (Lines 18, 19). LDECC terminates if there are no unoriented neighbors. The
ATE set is computed similarly to SD by applying the backdoor adjustment with every locally valid
parent set. Lines 9,12—-14 are inserted to account for Meek’s rules 3, 4. The check=True argument in
ECCParents aims to make it more robust to faithfulness violations (see Remark 21 in Sec. 4.2).

Consider the running example of the DAG in Fig. 1(a). We first find the local structure around X.
Then we start running CI tests in the same way as PC. After we run A 1l B|C, we do an ECC and
find A X B|{C,X}. Since mnsx(A) = mnsx(B) = {W}, we mark W as a parent of X. Next,
we find that W L M|X and mark W—X—M as a non-collider which lets us mark )M as a child
(because W is a parent). LDECC terminates as all neighbors of X are oriented (Fig. 1(d)) and the
ATE set is computed by using {WW'} as the backdoor adjustment set: ©pprcc = {0x_y|qw}} = O™

Theorem 5 (Correctness) Under the CFA and with access to a CI oracle, we have ©1pgcc “ o,
Remark A DAG can have multiple valid adjustment sets. We show that local information suffices
for identifying the optimal adjustment set according to the asymptotic variance criterion in Henckel
et al. (2019) and we present a procedure to discover it (see Fig. 20, Prop. 44 in Appendix D.2).

In summary, LDECC differs from SD in two key ways: (i) LDECC runs tests in a different
order—SD runs LocalPC by recursively considering nodes starting from X whereas LDECC runs
CI tests in the same order as PC; and (ii) SD uses the skeleton to orient edges from a UC via Meek’s
rules (like the PC algorithm) whereas LDECC uses an ECC to orient the parents of X.
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(a) LDECC outperforms SD (b) SD outperforms LDECC

Figure 6: Classes of graphs where LDECC and SD have different runtimes.

4.1. Comparison of computational requirements

In this section, we compare PC, SD, and LDECC based on the number of CI tests they perform. There
are classes of DAGs where LDECC is polynomial time while SD is not, and vice versa (Props. 7,8).
Using this insight, we construct an algorithm that runs in polynomial time on a larger class of DAGs
(Remark 13). We defer proofs to Appendix B.2. We make the following assumption in this section:

Assumption 1 The CFA holds and we have access to a CI oracle.

Let the number of CI tests performed by PC, SD, and LDECC be Tpc, Tsp, and 71 pgpcc. We first
show that, in the worst case, LDECC only runs a polynomial (in |V|) number of extra CI tests
compared to PC when |[Ne(X)| is bounded. In practice, we observe that the upper bound is quite
loose: Even when |Ne(X )| is large, PC also has to run a large number of tests for X

Proposition 6 (PC vs LDECC) We have Tipecc < Tpc + O([V[?) + O (| V] - 2NN |

Proposition 7 (LDECC exponentially better) There exist classes of graphs such that Tipgcc +
02Vl < Tpe; and Tipece + ©(2IV1) < Typ.

Proof Consider the class of graphs shown in Fig. 6(a) where there is a clique of size N on the path
from the UC A — C «+ B to W. Both PC and SD will perform ©(2"V) CI tests due to this clique.
Thus, when N < |V, SD is exponential time. By contrast, since LDECC runs tests in the same order
as PC, it unshields the UC, orients W as a parent via an ECC, and terminates in O(|V|?) tests. W

Qualitatively, the result shows that if there is a dense region between a UC and the parent it orients,
SD might perform poorly because it has to wade through this dense region to get to the UC. By
contrast, LDECC can avoid the CI tests in these dense regions as it uses an ECC to orient parents of
X instead of the skeleton. However, LDECC does not uniformly dominate SD. There are classes of
DAGs where LDECC performs exponentially more CI tests than SD:

Proposition 8 (SD exponentially better) Let U be the set of UCs in G* and M = maxyey sep(U).
There exist classes of graphs such that Tsp + ©(2M~1) < Tpc; and Tsp + ©(2M 1) < Trpece.

Proof Consider the class of graphs shown in Fig. 6(b) with a UC with a separating set of size M
and a clique of size IV upstream of that UC. Since LDECC runs CI tests in the same order as PC,
if N > M, LDECC performs ©(2~1) CI tests for nodes inside the clique (all tests of the form
Vi L V;|Sst. S C{Vi,...,Vn}\{V;,V;} and |S| < M will be run) before the UC is unshielded
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via the test A 1L B|{S1,..., Sy }. By contrast, SD terminates before even getting to the clique,
thus avoiding these tests. So if M =< |V|, LDECC will perform exponentially more tests than SD. ll

Qualitatively, this shows that if UCs have large separating sets and there are dense regions upstream
of such UCs, LDECC might perform poorly whereas SD can avoid tests in these regions since it
would not reach these dense regions.

Next, we present upper bounds for the computational requirements of LDECC and SD for a
restricted class of graphs that we call Locally Orientable Graphs.

Definition 9 (Locally Orientable Graph.) A DAG G is said to be locally orientable with respect
to anode X if, VV € Ne(X), the edge X—V is oriented in the CPDAG for the MEC of G. Since all
nodes in Ne(X) can be oriented, the ATE is point identified, i.e., |©*| = 1.

Definition 10 (Parent Orienting Collider (POC)) Consider a DAG G*. For each P € Pa(X), let
POC(P) be the set of UCs that can orient P, i.e., either (i) P is a part of that UC; or (ii) applying
Meek’s rules from that UC in the undirected skeleton of G* will orient P — X.

In Props. 11,12, we provide sufficient graphical conditions for when both the algorithms run in
polynomial time. For LDECC, we show that the time complexity of orienting the parents depends
only on the size of the separating sets for the UCs, i.e., sep (Prop. 11). Importantly, the bound is
agnostic to how far away the UCs are from the parents.

Proposition 11 (LDECC upper bound) For a locally orientable DAG G*, let D = maxy ¢yp+ (X)
INe(V')| and S = max pep,(x) Mingepoc(p) sep(a). Then Tipecc < O(|V|max{S.D}),

For SD, we show that the time complexity of orienting a parent is upper bounded by (i) the sep
of the closest UC that orients that parent and (ii) the complexity of discovering the neighbors of
nodes on the path to that collider (Prop. 12). Importantly, this bound is agnostic to the structure of
the nodes that are upstream of the closest colliders.

Proposition 12 (SD upper bound) For a locally orientable DAG G*, let 1 : V — N be the
order in which nodes are processed by SD (Line 4 of SD). For P € Pa(X), let CUC(P) =
argming e poc(py () denote the closest UC to P. Let C' = maxpepy(x)sep(CUC(P)), D =

,and E = maxy .- vy<r(cucp))} INe(V)|. Then Tsp < O(‘V|maX{C,D,E}>‘

maxy eyp+(x) [Ne(V)

Remark 13 The following procedure demonstrates one way that LDECC and SD can be combined
to broaden the class of graphs where local causal discovery can be performed efficiently: Run both
SD and LDECC in parallel and terminate when either algorithm terminates. The number of CI tests
performed will be T ompinea < 2min{Tsp, Trpecc}. This procedure will be subexponential if at
least one of the algorithms is subexponential.

4.2. Comparison of faithfulness requirements

In this section, we show that SD and LDECC rely on different faithfulness assumptions (Props. 18,20).
The CFA is controversial (Uhler et al., 2013) and some works attempt to test or weaken it (Zhang
and Spirtes, 2008; Ramsey et al., 2012; Zhang and Spirtes, 2016). Sharing a similar motivation, we
show that LDECC and SD can be fruitfully combined to strictly weaken the faithfulness assumptions
needed to identify ©* (Prop. 25). We defer the proofs to Appendix B.3.
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Definition 14 (Adjacency Faithfulness (AF)) Given a DAG G(V,E), AF holds for node A € V
iff VA—B € E, we have VS C V \ {A, B}, AL BJS.

Definition 15 (Orientation Faithfulness (OF)) Givena DAG G(V, E), OF holds for an unshielded
triple A—C—B (where A—B ¢ FE) iff (i) when it is a UC, AJL B|S forany S C 'V \ {A, B} s.t.
C € S; and (ii) when it is a non-collider, AL B|S forany S CV \ {A, B} s.t. C ¢ S.

Definition 16 (Local Faithfulness (LF)) Given a DAG G(V,E), LF holds for node X iff (i) AF
holds for X ; and (ii) OF holds for every unshielded triple A—X—B € G.

Proposition 17 PC will identify the MEC of G* if LF holds for all nodes.

If the goal is to identify ©* (and not the entire MEC), weaker faithfulness conditions than those
of Prop. 17 are sufficient for SD and PC (Prop. 18). Let U/ be the undirected graph on the nodes V
such that an edge A—B exists iff VS C V \ {4, B}, AL B|S. Informally, ¢/ is the skeleton of the
observational distribution. Let J* = {(A — C < B) € G*} be the set of UCs in the true DAG G*.

Proposition 18 (Faithfulness for PC and SD) PC and SD will identify ©* if (i) LF holds ¥V &€
MB*(X); (ii) V(A — C <« B) € J* (a) LF holds for A, B, and C, and (b) LF holds for
each node on all paths C — ... -V € G* s.t. V € Ne(X); (iii) For every edge A—B ¢ G*,
3S C (Ney(A) UNey(B)) s.t. A 1L B|S; and (iv) OF holds for all unshielded triples in G*.

Proof Sketch By Conditions (i,ii), UCs in G* are detected and orientations are propagated correctly
to X. By Condition (iii), the skeleton discovered by PC and SD is a subgraph of the skeleton of G*
and thus there are no spurious paths. By Condition (iv), no spurious UCs are detected. Prop. 18 is
weaker because AF can be violated for nodes not on paths from UCs to X. |

We now present sufficient faithfulness conditions for LDECC. Let L = {(A, B,S) : [{4, B} N
Ne(X)| <1,SCV\{A,B,X}}and H* = {(A,B,S) e L: A llg- B|S, Allg- BISU{X}},
where 1L g« (JLg~) denotes d-separation (d-connection). Informally, H* contains the set of ECCs
entailed by the true DAG G*. Analogously, let H = {(A,B,S) e L: A 1l B|S, AJ B|SU{X}}.
Informally, H contains the set of ECCs entailed by the observational joint distribution P('V).

Definition 19 (MNS Faithfulness (MFF)) Given a DAG G(V,E), MFF holds for node V ¢
Ne™ (X)) iff (a) When mnsx (V') does not exist, VS C Ne(X ), we have V' I X|S; and (b) When
mnsx (V') exists, VS C Ne(X) s.t. S # mnsx (V) and V' 1 X|S, we have |S| > |mnsx (V)|

Proposition 20 (Faithfulness for LDECC) LDECC will identify ©* if (i) LF holdsVV € MB™(X);
(ii)) H C H*; (iii)) V(A, B,S) € H, MFF holds for {A, B} \ Ne(X); and (iv)V(A, B,S) € H* s.t.
there isa UC (A — C < B) € G*, we have (a) AF holds for A and B; and (b) (A, B,S) € H.

Proof Sketch By Condition (i), the structure within MB™ (X)) is correctly discovered. By Condi-
tion (ii), every ECC run by LDECC will be valid (since it is also part of H*), and together with
Condition (iii), every ECC will mark the correct parents. By Condition (iv), an ECC will be run for
every UC that can orient parents of X, ensuring that all parents get oriented: (iv)(a) ensures that the
UC gets unshielded, and (iv)(b) ensures that an ECC is run in Line 16 after the UC is unshielded. B
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(a) DAG with unfaithfulness (b) Testable violation for SD (¢) MFF fails for nodes A, B

Figure 7: Different faithfulness violations.

Remark 21 In LDECC, if we run ECCParents with check=True where we mark parents with an
ECC only if GetMNS(A) = GetMNS(B) (Lines 20-24 in Fig. 4), then LDECC requires weaker
assumptions than Prop. 20 (see Prop. 29 in Appendix B.3) and does better empirically (Sec. 5).

We demonstrate that SD and LDECC rely on different faithfulness assumptions: There are
faithfulness violations that affect one algorithm but not the other. This motivates a procedure that
outputs a (conservative) ATE set containing the values in ©* under weaker assumptions (Prop. 22).

Example 1 (SD incorrect) Consider the faithfulness violation W 1L D|M for the DAG in Fig. 7(a)
(conditioning on the collider M cancels out the W <— D edge). Thus, the edge W < D might be
incorrectly removed and both SD and PC will not mark W as a parent since the orientations will not
be propagated to W. However, LDECC can still correctly mark W as a parent using an ECC.

Example 2 (LDECC incorrect) Consider the faithfulness violations A 1L X|M and B 1. X|M
for the DAG in Fig. 7(a). We can incorrectly find mnsx (A) = mnsx(B) = {M} (if Line 14 in
GetMNS tests A Ll X|M or B 1L X|M) causing LDECC to orient M as a parent via an ECC. But
these violations do not impact SD and PC since the skeleton and UCs are still discovered correctly.

Proposition 22 (Conservative ATE set) Consider the following procedure: (i) run both SD and
LDECC to get Ogp and Orpgcc; (ii) output the set ©yion = Orprcc U Osp. If the faithfulness
assumptions for either SD or LDECC hold, then ©* C O ion.

Next, we show that some violations that affect SD and LDECC are detectable. We use this insight
to construct a procedure (Prop. 25) that identifies ©* under strictly weaker faithfulness assumptions
by switching to LDECC if a violation of the assumptions of SD is detected (or vice versa).

Proposition 23 (Testing faithfulness for LDECC) Consider running the algorithm in Fig. 8 be-
fore invoking GetMNS(A) for some node A in LDECC. If the algorithm returns Fail, MFF is violated
for node A. If the algorithm returns Unknown, we could not ascertain if MFF holds for node A.

Proof Sketch If Line 4 returns Fail, there are multiple minimal sets thereby violating the uniqueness
of MNS (see Example 3). If Line 7 returns Fail, for the detected MNS S, there is a superset S’
s.t. A 1l X|S’ but also an intermediate set S” s.t. A X X|S” which cannot happen if MFF holds
because removing nodes from S’ should not violate independence (see Example 4). |

Example 3 (Testing MFF) Consider the faithfulness violations A 1L X|M and B 1. X |M for the
DAG in Fig. 7(a). We might incorrectly detect mnsx (A) = mnsx (B) = { M} (similar to Example 2).
Line 4 in Fig. 8 will return Fail because for A, B, we have Quin = {{W},{M}}.

10
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Input: UC o = (A — C < B)

Input: Node A ¢ Ne' (X), Ne(X) | Q(A) « {8 C Ne(X): A LL X|S};

Q < {S C Ne(X): A L X|S}; » Q(B) « {S CNe(X) : B L X|S}:
if |Q| = 0 then return noValidMNS ;
Quin < {S€Q:VS' C S8 ¢ Q}: // See Defn. 10 for POC.
e ' i ’ 3 M« {PePa(X):aecPOC(P)};
if |Qmin| > 1 then return Fail ; — .
S < GetElement(Quin); // Here|Qmin| =1. 4 %(A) —{SeQ(4):McCS}k
for S’ € Q such that S C S’ do SM@V—{SGQ@)‘MQS};

| if3S” ¢ Qs.t. SCS” C S’ then return Fail ; 6 if [M(A)| =0 or [M(B)| = 0 then
end return Fail ;
return Unknown; 7 return Unknown;

Figure 8: Testing MFF. Figure 9: Testing faithfulness for SD.

Example 4 (Testing MFF) Consider the DAG in Fig. 7(c). If a faithfulness violation causes the
paths X < Wy < C and X <+ W3 < C to cancel each other out, we will observe A 1l X |W;
and thus wrongly detect mnsx(A) = {W1}. But Line 7 in Fig. 8 will detect this failure since
A1l X|{W1, W, Wg} but A_M_ X|{W1, WQ} and A_M_ X|{W1, Wg}.

Proposition 24 (Testing faithfulness for SD) Consider running the algorithm in Fig. 9 with each
UC detected by SD. If the algorithm returns Fail, then faithfulness is violated for SD. If the algorithm
returns Unknown, we could not ascertain if the faithfulness assumptions for SD hold.

Proof Sketch In Line 3, M contains nodes marked as parents of X due to the UC A — C < B. In
Line 6, we check that there is some superset of M that makes A and B independent of X: this must
be true if the nodes in M were actually parents of X (see Example 5). |

Example 5 (Testing faithfulness for SD) Consider an OF violation C' 1L X|M for the DAG in
Fig. 7(b) that causes X — M < C to be detected as a non-collider. SD will mark M as a parent via
the UC A — C <« B. But Line 6 will return Fail because M = { M} and Q(A) = Q(B) = {{W}}.

Proposition 25 Consider the following procedure: (i) run SD to get Ogp; (ii) test for faithfulness
violations using Prop. 24; (iii) if a violation is found, run LDECC and output ©1pgcc, else output
Osp. This procedure identifies ©* under strictly weaker assumptions than Prop. 18.

Proof If the conditions of Prop. 18 hold, this procedure will output ©sp because we will not detect
a faithfulness violation. However, if a violation is detected, this procedure will still identify ©* if the
faithfulness conditions for LDECC hold. This is strictly weaker than the assumptions of Prop. 18. B

We can construct a similar procedure for LDECC. This again shows the complementary nature
of the two algorithms: if there are detectable faithfulness violations for one algorithm, we can output
an alternative ATE set thereby allowing us to identify ©* under weaker faithfulness assumptions
than would be possible with only one of the algorithms. Currently, our testing procedures can
only detect some (but not all) violations. Moreover, faithfulness violations in DAGs do not occur
independently of each other: an unfaithful mechanism can lead to other (entangled) faithfulness
violations. As a result, the violations affecting SD and LDECC will be entangled and the given
faithfulness assumptions may not be the minimal ones required for local causal discovery.

11
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Figure 10: Results on synthetic linear Gaussian graphs.

5. Experiments

We present results on both synthetic linear graphs and the semi-synthetic MAGIC-NIAB graph from
bnlearn (Scutari, 2009). We also ran the MB-by-MB approach (Wang et al., 2014), an instantiation
of SD that uses IAMB (Fig. 14) and LocalPC for local structure learning. LDECC usually performs
comparably to MB-by-MB and typically outperforms SD while running a similar number of CI tests.
Results on synthetic binomial graphs and additional graphs from bnlearn are in Appendix C.

Results on synthetic data. We generated synthetic linear graphs with Gaussian errors, 20 covariates—
non-descendants of X and Y—and 3 mediators—nodes on some causal path from X to Y. We
sampled edges between the nodes with varying probabilities and sampled the edge weights uniformly
from [—1, —0.25] U [0.25, 1] (see Appendix C.1 for the precise procedure). We compared the algo-
rithms based on the number of CI tests performed with a CI oracle on 250 synthetic graphs (of which
~ T7% were locally orientable; see Defn. 9). The distribution of CI tests (Fig. 10(a)) shows that
LDECC performs comparably to MB-by-MB and substantially outperforms SD and PC on ~ 150
graphs. Next, we evaluated our methods on 250 synthetic graphs at four sample sizes. For each graph,
we generated data 5 times. Thus, we have N = 1250 runs. We used the Fisher-z CI test and ordinary
least squares for ATE estimation. We also ran LDECC with check=True as described in Remark 21
(denoted by LDECC-checks). We define accuracy as the fraction of times the estimated ATE set is the
same as the ATE set we would get if a CI oracle were used (instead of the Fisher-z test); and recall as
the fraction of times the estimated ATE set contains the ATE obtained by adjusting for Pa(X) in the

true graph, i.e., the fraction of ¢ € [N]s.t. (X — Y |Pa(X;G’)) € ©;. We used Hausdorff distance
to compute mean squared error (MSE) between the estimated © and the ground-truth set ©*:

N
MSEnausaortt({O}/L1, {0 1Y) = N Zmax sup inf (u— 0)2, sup inf (u— v)2 .
i=1 ue®, VEOI vEOF ued;

12
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Figure 11: Results on the semi-synthetic MAGIC-NIAB linear Gaussian graph.

LDECC-checks and MB-by-MB have comparable accuracy and are better than both SD and PC
(Fig. 10(b)). In terms of recall, LDECC-checks and PC perform comparably and outperform SD and
MB-by-MB (Fig. 10(c)). LDECC-checks has better accuracy and recall than LDECC suggesting that
the check helps in practice. Both variants of LDECC have substantially lower MSE than MB-by-MB,
PC, and SD (Fig. 10(d)) while still doing a similar number of CI tests as MB-by-MB (Fig. 10(e)).

Results on MAGIC-NIAB from bnlearn. MAGIC-NIAB is a linear Gaussian DAG with 44 nodes.
With a CI oracle, PC performed ~ 1.472 x 10° tests. We plot the distribution of CI tests by
repeatedly setting each node as the treatment (capping the maximum number of tests per node to
20000). We see that LDECC and MB-by-MB perform better than SD with MB-by-MB performing
well across all nodes (Fig. 11(a)). Next, we designated the nodes G266 and HT as the treatment and
outcome, respectively. We compared the methods by sampling the data 100 times at four sample
sizes (capping the maximum number of tests run by each algorithm to 7000). LDECC has similar
accuracy (Fig. 11(b)) and recall (Fig. 11(c)) as MB-by-MB and they outperform SD on both metrics.
We plot median squared error (Fig. 11(d)) for MB-by-MB and LDECC (MB-by-MB does poorly on
the mean due to outliers). Both are similar at large sample sizes (we omit SD because it does poorly).
Additionally, LDECC performs fewer CI tests than MB-by-MB and SD (Fig. 11(e)).

6. Conclusion

Broadening the landscape of local causal discovery, we propose a new algorithm that uses ECCs
to orient parents. We show that LDECC has different computational and faithfulness requirements
compared to the existing class of sequential algorithms. This allows us to profitably combine the two
methods to get polynomial runtimes on a larger class of graphs as well as identify the set of possible
ATE values under weaker assumptions. In future work, we hope to further weaken the faithfulness
requirements and extend our methods to handle causal graphs with latent variables.

13
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def Get CPDAG (Undirected graph U, DSep) :
for every unshielded A—C—B € U do
if C' ¢ DSep(A, B) then
‘ Orient A — C < B;
end
CPDAG G < ApplyMeekRules(if);
return G;

def PCTest (Undirected graphU(V,E)) :
s+ 0;

while 3(A—B) € E s.t. [Ne(A)\ {B}| > s do —

for S C Ne(A) \ {B} s.t. |S| = sdo - v,

if A Ll B|S then Rule 1

U .removeEdge(A—DB);

yield (A 1L B|S);
break; '
end \ ’

s s+ 13 Rule 2

end

Completely connected undirected graph U(V, E);

VA,B €V, DSep(A, B) < null;

for (A UL B|S) € PCTest(U) do Rule 3
‘ DSep(A, B) < S;

end =)
CPDAG G < GetCPDAG(U, DSep);

Output: G, DSep >
Rule 4
Figure 12: The PC algorithm (Spirtes et al., 2000,
Sec. 5.4.2). Figure 13: Meek’s orientation rules.

Appendix A. Additional details on the PC algorithm

Definition 26 (CPDAG (Maathuis and Colombo, 2015, Pg. 5)) A set of DAGs that entail the
same set of Cls form an MEC. This MEC can be uniquely represented using a CPDAG. A CPDAG
is a graph with the same skeleton as each DAG in the MEC and contains both directed (—) and
undirected (—) edges. A directed edge A — B means that the A — B is present in every DAG in the
MEC. An undirected edge A—B means that there is at least one DAG in the MEC withan A — B
edge and at least one DAG with the B — A edge.

The PC algorithm (Fig. 12) starts with a fully connected skeleton and runs CI tests to remove
edges. For each pair of nodes (A, B) that are adjacent in the skeleton, we run CIs of size s—starting
with s = 0 and then increasing it by one in each subsequent iteration—until the edge is removed or
the number of nodes adjacent to both A and B is less than s. Once the skeleton is found, UCs are
detected and then additional edges are oriented by repeatedly applying Meek’s rules (Fig. 13) until
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Input: Node X.
MB(X) < (;
// Forward Pass. 1
2 while MB(X) has changed do 2
for Ve V\(MB(X)U{X})do 3 | children < 0;
if VI X|MB(X) then MB(X).add(V) 4 | unoriented < 0;
; 5 | forV € Neg(X) do
6
7
8
9

def Nors (CPDAG G, Target X)) :
parents < (J;

end if X < V € G then
end ‘ parents.add(V);
// Backward Pass. elseif X — V' € G then
7 for V € MB(X) do ‘ children.add(V);
ifV I X|(MB(X)\ {X}) then 10 else
MB(X).remove(V) ; 11 ‘ unoriented.add(V);
end 12 end
Output: MB(X) 13 return parents, children, unoriented;
Figure 14: The IAMB algorithm. Figure 15: The Nbrs subroutine used by SD.

no additional edges can be oriented. Under faithfulness, with access to a CI oracle, the output of PC
is a CPDAG encoding the MEC of the true DAG G*.
Appendix B. Additional details for Section 4

In the example below, we demonstrate that there exist causal graphs with nodes for which mns does
not exist.

Example 6 (MNS does not exist) [n the following graph, for node Y € Desc(X), mnsx does not
exist because there is no subset of Ne(X) that d-separates Y from X.

© @‘0

B.1. Omitted Proofs for Section 4
Proposition 2 For any node V ¢ (Desc(X)UNet (X)), mnsx (V) exists and mnsx (V) C Pa(X).

Proof Let Q = Desc(X) UNe™(X). Since Pa(X) blocks all backdoor paths from X, for every
V ¢ Q, we have V L X|Pa(X). Therefore, for every V' ¢ Q, there exists some subset S C Pa(X)
such that V' 1L X|S. [

Proposition 3 [Uniqueness of MNS] For nodes V' s.t. mnsx (V') exists, it is unique.

Proof We will prove this by contradiction. Consider a node V' with two MNSs: S; C Ne(X) and
Sy C Ne(X) with S; # So. If S; C Sy or Sy C Sy, then minimality is violated. Hence, going
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forward we will only consider the case where S; \ So # () and So \ S; # (). Consider any node
A € S\ Sy. For S; to be a valid MNS, some nodes in Sy \ S; must block all paths from V' to X
that contain A (this is because if this path were to be only be blocked by some nodes in Sy, then
minimality of S; will be violated as S; \ { A} would also have been a valid MNS). This means that
there is a path from V' to X through some nodes in So \ S; that cannot be blocked by S; (else these
nodes in S; would have blocked the paths from V' to A violating minimality of S;). This contradicts
the fact that Sy is a valid MNS. Therefore, we must have S; = Ss. |

Proposition 4 [Eager Collider Check] For nodes A, B € V\ Net(X), anyS C V\ {A, B, X}, if
(i) A 1L B|S; and (ii)) A B|SU{X}; then A, B ¢ Desc(X) and mnsx (A),mnsx (B) C Pa(X).

Proof We prove this by contradiction. Let’s say there is a child M of X such that M € mnsy (B)
or M € mnsx (A). First, note that if Conditions (i, ii) hold, then there is a path of the form Ae — C'
and Be — C and C' — ... X, where e means that there can be either an arrowhead or tail (i.e., there
can be either a directed path A — ... — C or a backdoor path A <— ... — C and likewise for B)
with C ¢ S. W.lo.g., let’s say that M/ € mnsx(B) (the argument for node A follows similarly).
Then there is a directed path from X to B through M (i.e., X — M — ... — B). There cannot be
apath B — ... — M because then M will be a collider and therefore we will have M ¢ mnsx (B).
These components are illustrated in the figure below:

4B

We now show that B ¢ Desc(X) (the argument for node A is the same). There cannot be a
directed path B — ... — C because otherwise acycle B - ... - C — ... = X - M —» ... —
B gets created. Thus the path from B to C' must be of the form B < ... — C. Note that there
is an active path between A and B through X (4de —» ... - C —> ... > X - M — ... —» B).
Since A 1L B|S, there are two possibilities: (i) S contains X to block this path which contradicts
the definition of S (where X ¢ S); or (ii) S blocks all paths between A and X or between B and
X in which case A and B cannot become dependent when additionally conditioned on X thereby
violating Condition (ii). Therefore, we have that A, B ¢ Desc(X) and by Prop. 2, mnsx (A) and
mnsx (B) will be valid and only contain parents of X. [

Claassen and Heskes (2012) use minimal (in)dependencies to construct three logical rules which
are sound and complete for performing causal discovery. While their algorithm cannot directly be
used for local causal discovery, we show below that Lemma 3 in their paper can be used to simplify
the proof of Eager Collider Check:

Proof [Alternative proof of ECC] Since we have A 1l B|S and A )/ B|S U {X}, by Claassen
and Heskes (2012, Lemma 3), we have A, B ¢ Desc(X). Therefore, by Prop. 2, mnsx (A) and
mns x (B) will be valid and only contain parents of X. [
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B.1.1. PROOF OF CORRECTNESS OF LDECC UNDER THE CFA

Lemma 27 Consider a DAG G(V,E) and a node X € V. Let A,B € Pa(X) be two parents
of X such that A—B ¢ E. Then, for any S C V \ {A, B, X'} such that A 1. B|S, we have
Ch(X)NS =40,

Proof We prove this by contradiction. Let’s say that there is child M € S (the relevant component
of the graph is shown in the figure below).

Since M is a child of X, conditioning on M opens up the path A — X < B rendering A and
B dependent conditioned on S. Therefore, we must have M ¢ S. |

Theorem 5 [Correctness] Under the CFA and with access to a CI oracle, we have ©prcc o,

Proof We will prove the correctness of LDECC by showing that (i) every orientable neighbor of
the treatment X will get oriented correctly by LDECC; and (ii) every unorientable neighbor of the
treatment will remain unoriented.

We assume that the function FindMarkovBlanket finds the Markov blanket correctly under the
CFA. The IAMB algorithm, which we use in our experiments, has this property. Additionally, the
function RunLocalPC will also return the correct Ne(X') under the CFA and with a CI oracle.

Parents are oriented correctly. In PC, edges get oriented using UCs and then additional orienta-
tions are propagated via the application of Meek’s rules (Figure 13).

The simplest case is where two parents form a UC at X. Consider parents W and W that get
oriented because they form a UC W; — X < W,. Lines 7,8 will mark W; and W5 as parents.

We will now consider parents that get oriented due to each of the four Meek rules and show that
LDECC orients parents for each of the four cases.

Meek Rule 1:

Consider a parent W that gets oriented due to the application of Meek’s rule 1. This can only
happen due to some UC A — C' < B from which these orientations have been propagated (relevant
components of the graph are illustrated in the figure below).

A

Thus there is a directed path C' — ... — W — X. This would mean that W € mnsx (A) and
W € mnsx (B). Thus Line 16 will mark W as a parent.

Meek Rule 2:

Consider a parent IV, that gets oriented due to the application of Meek’s rule 2. In this case, we
have an oriented path Wy — W; — X but the edge Wo—X is unoriented (and Meek Rule 2 must
be applied to orient it).
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The first possibility is that the X < W; was oriented due to some UC A — C < B with a path
C — ... — Wj (relevant components of the graph are illustrated in the figure below):

& ————— Gl

In this case, there would be a collider at Wy: C' — ... — Wp < Wa. Thus if W} € mnsx (A),
then W5 € mnsx (A) and thus LDECC will mark W5 as a parent in Line 16.

The other possibility is that X < W was oriented due to a UC like W3 — X <— I¥/; but there
is an edge W3—W5 which causes the collider Wy — X < W3 to be shielded and due to this, the
Wo—X remained unoriented. However, by definition of the Meek rule, the edge Wy — Wj is
oriented. Thus, (i) either there is a UC of the form W5 — W7 < C; or (ii) there is a UC from which
the Wy — W orientation was propagated. The relevant components of the graph for these two cases
are illustrated in the figures below.

For Case (i), W2 € mnsx (C) and for Case (ii), Wa € mnsx (A) and W € mnsx (B). In both
cases, LDECC will mark W5 as a parent in Lines 16.

Meek Rule 3:

Consider a parent W that gets oriented due to the application of Meek’s rule 3 (relevant compo-
nent of the graph is shown in the figure below).

L

By definition of the Meek rule, W;—W —W), is a non-collider (because if it were a collider,
the edges would have been oriented since this triple is unshielded) and therefore for any S C
V\ {Wi, Wa} such that Wy 1L W5|S, we have W € S. Thus Line 9 will mark 1V as a parent.

Meek Rule 4:

Consider a parent W that gets oriented due to the application of Meek’s rule 4. The relevant
component of the graph is shown in the figure below.

The first possibility is that the orientations Wy — W; — X were propagated from a UC
A — C < Bwithapath C — ... — W5 (the relevant components of the graph are shown in the
figure below).
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In this case, due to the non-collider Wo—W —X (because if it were a collider, the edges would
have been oriented since this triple is unshielded), we have W € mnsx(A) and thus W will be
marked as a parent in Line 16.

The second possibility (similar to the Meek rule 2 case) is that Wy — W, was oriented due to a
UC like Z — Wj <~ W5 but there is an edge Z—W which shields the Z — W;—W causing the
W1—W edge to remain unoriented (the relevant components of the graph are shown in the figure
below).

W)——Ww)
oS 2!

In this case, we would have W € mnsx (Z) and thus W gets marked as a parent in Line 16.

Children are oriented correctly. We now similarly show that children of X get oriented correctly.
The simplest case is when there is a UC of the form X — M < V. Since MB(X) and Ne(X)
are correct, the function GetUCChildren (Fig. 4) will mark M as a child.

Now, we consider each Meek rule one at a time and show that LDECC will orient children for
each rule.

Meek Rule 1:

Consider a child M that gets oriented due to the application of Meek’s rule 1. This can only
happen if there is some parent W that gets oriented and W—X—M forms an unshielded non-collider.
In this case, Line 19 will mark M as a child.

Meek Rule 2.

Consider a child M that gets oriented due to the application of Meek’s rule 2: there is an oriented
path X — M; — Mo but the X— M5 edge is still unoriented (the relevant component of the graph
is shown in the figure below).

S

One possibility is that there is UC of the form V' — M; — X which orients the X — M; edge
and V—M;—DM5> is a non-collider which orients the M; — M5 edge (the relevant components of
the graph are shown in the figure below).

O
(1)
0‘@
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In this case, since V' is a spouse (i.e., parent of child) of X, the function GetUCChildren (Fig. 4)
will mark M5 as a child.

Note that if the X — M; was oriented due to a UC upstream of X via the application of Meek
rule 1, this would also cause the X — M> edge to be oriented (and thus Meek rule 2 would not
apply).

The other possibility is that there might be a UC of the form M; — M5 < Z that can orient
M, — Ms. However, for the X — M, edge to remain unoriented, there must be an edge Z7—X
to shield the X—My—Z collider. If this happens, Meek rule 3 would apply (which we handle
separately as shown next).

Meek Rule 3:

Consider a child M that gets oriented due to the application of Meek’s rule 3 (the relevant
component of the graph is shown in the figure below).

b

)

By definition of the Meek rule, W;—X—W, is a non-collider (because if it were a collider, the
edges would have been oriented since this triple is unshielded) and since W; — M < W5 forms a
collider, we have Wy JL. W5|S U {M} for any S s.t. W 1L W5|S. Thus Line 13 will mark M as a
child.

Meek Rule 4:

Consider a child M that gets oriented due to the application of Meek’s rule 4 (the relevant
component of the graph is shown in the figure below).

%
e
One possibility such that the W — M gets oriented leaving the edges W—X, X—M, and

X—M; unoriented is if there is a UC of the form V' — M; < W where there is an edge V—X to
shield the X—M; edge (the relevant component of the graph is shown in the figure below).

Here the triple W—X—V must be a non-collider to keep the X—M edge unoriented (otherwise
applying Meek rule 1 from the UC W — X < V would orient X — M). So for any S such that
V 1L WIS, we must have X € S and V L. W|S U {M}. Therefore, Line 13 will mark M as a
child.

The other possibility is that the W — M; gets oriented due to Meek rule 3 (the relevant
component of the graph is shown in the figure below).
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Here the Z—X and V—X must be present to keep the X—NM; edge unoriented (because
otherwise an unshielded collider would be created). Furthermore, the triple Z—X—V must be a
non-collider in order to keep the X—M edge unoriented (otherwise applying Meek rule 1 from the
UC Z — X < V would orient X — M). So for any S such that V' Il Z|S, we must have X € S
and VI Z|S U {M}. Therefore, Line 13 will mark M as a child.

No spurious orientations. Now we prove that nodes are never oriented the wrong way by LDECC.

We show that GetUCChildren (Fig. 4) will never orient a parent as a child. We prove this by
contradiction. Let’s say there is a parent W that is oriented as a child by GetUCChildren. This will
happen if there is a node D € MB(X) \ Ne(X) s.t. D L W |DSep(D, X ) with W ¢ DSep(D, X).
Thus, there would a path D—W . Since W is a parent, there would be a path D—W — X leading
to W € DSep(D, X ) which is a contradiction.

Line 8 can never mark a child as a parent since otherwise the CFA would be violated.

Line 13 will not mark a parent as a child. Consider a parent M that incorrectly gets marked as a
child by Line 13 (the relevant component of the graph is shown in the figure below).

D

o

)

For Line 13 to be reached, the if-condition in Line 10 must be 7rue. This will happen if
W1—X—W?2 is a non-collider. Thus at least one of W; or W is a child. W.l.o.g., let’s assume that
W1 is a child. If that happens, a cycle gets created: X — W7 — M — X. Therefore M can never
be oriented by Line 13.

Line 16 cannot mark a child as a parent because of the correctness of the ECC (Prop. 4).

Line 9 will not mark a child as a parent. Both A and B from Line 7 are parents of X. By

Lemma 27, the set S in Line 9 cannot contain a child.
Line 19 will not add a child as a parent because otherwise the CFA would be violated. |

B.2. Omitted proofs for computational requirements (Sec. 4.1)

Proposition 6 [PC vs LDECC] We have Typrcc < Tpe + O(|V[?) + O ([V] - 2NN .

Proof LDECC performs O (| V|- 2INe(X )‘) CI tests to find Ne(X'). After that LDECC runs CI tests
like PC. The GetMNS function requires O(2/Ne(X)1) CI tests. The O(|V|?) term accounts for the
extra CI tests of the form A . B|S U {X} we might run for ECCs. [ |

Proposition 11 [LDECC upper bound] For a locally orientable DAG G*, let D = maxy ¢ g+ (x)
V|max{S,D}).

INe(V')| and S = max pep,(x) mingepoc(p) sep(a). Then Tipece < O(

Proof Since the graph is locally orientable, all neighbors of X will get oriented. The complexity
of discovering the neighbors of X is upper bounded by O(|V|MB™(X)]; that of discovering any
non-colliders of the form A—X—B is O(|V|”); and in order to unshield the colliders that orient
the parents, LDECC runs O(|V|?) tests. Thus the total number of CI tests is O(|V|"#x{5P}) =
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Proposition 12 [SD upper bound] For a locally orientable DAG G*, let 1 : V — N be the
order in which nodes are processed by SD (Line 4 of SD). For P € Pa(X), let CUC(P) =
argmin, cpoc(p) T(v) denote the closest UC to P. Let C = maxpepy(x)sep(CUC(P)), D =

maXy ¢ yp+(x) |N€(V)|, and E = MaxX{y . (V)<x(CUC(P))} \Ne(V)] ThenTsp < O(|v|max{C’,D,E})'

Proof Like LDECC, the complexity of discovering the neighbors of X and non-colliders of the form
A—X—B is at most O(|V|P) tests. Then, in order to sequentially reach the closest UCs, SD runs
O(|V|F) tests. Once the collider is reached, SD runs O(|V|%) CI tests to unshield them. [

B.3. Omitted proofs for faithfulness requirements (Sec. 4.2)
Proposition 17 PC will identify the MEC of G* if LF holds for all nodes.

Proof It is known that the PC algorithm correctly identifies the MEC of G* if AF and OF hold
for all nodes (see e.g., Zhang and Spirtes (2008)). AF for all nodes ensures that the skeleton is
recovered correctly. OF for all unshielded triples ensures that UCs are detected correctly and that the
orientations propagated via Meek’s rules are correct. |

Proposition 18 [Faithfulness for PC and SD] PC and SD will identify ©* if (i) LF holds YV €
MB*(X); (ii) V(A — C <« B) € J* (a) LF holds for A, B, and C, and (b) LF holds for
each node on all paths C — ... -V € G* s.t. V € Ne(X); (iii) For every edge A—B ¢ G*,
3S C (Ney(A) UNey(B)) s.t. A 1L B|S; and (iv) OF holds for all unshielded triples in G*.

Proof Similar to the proof of Thm. 5, we will prove this by showing that all neighbors of X get
oriented correctly and the unorientable neighbors remain unoriented.

The key ideas of the proof are as follows: (1) Condition (i) guarantees that the structure inside
MBT (X)) is discovered correctly which further ensures that Meek rules 2-4 work correctly (since, as
shown in the proof of Thm. 5, they are only applied inside MB ™ (X)); (2) Condition (ii)(a) guarantees
that each UC in G* is detected and unshielded; (3) Condition (ii)(b) guarantees that orientations
from each UC in G* are propagated correctly to X; (4) Condition (iii) guarantees that the undirected
skeleton discovered by PC and SD is a subgraph of the skeleton of G*: This is because PC and SD
remove an edge A—B by running CI tests by conditioning on neighbors of A and B in the current
undirected skeleton; and (5) Condition (iv) guarantees that in the skeleton recovered by PC and SD,
there are no incorrectly detected UCs.

Parents are oriented correctly. In PC and SD, edges get oriented using UCs and then additional
orientations are propagated via the application of Meek’s rules (Figure 13).

The simplest case is where two parents form a UC at X. Consider parents 1W/; and W5 that get
oriented because they form a UC W] — X < Ws. Condition (i) ensures they are marked as parents.

We will now consider parents that get oriented due to each of the four Meek rules and show that
SD and PC orient parents for each of the four cases.

Meek Rule 1:

Consider a parent W that gets oriented due to the application of Meek’s rule 1. This can only
happen due to some UC A — C' < B from which these orientations have been propagated (relevant
components of the graph are illustrated in the figure below).
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AW

Thus there is a directed path C' — ... — W — X. By Condition (ii)(a), the UCA — C + B
will get detected correctly, and by Condition (ii)(b), the orientations will be propagated correctly
along this path.

Meek Rule 2:

Consider a parent W5 that gets oriented due to the application of Meek’s rule 2. In this case, we
have an oriented path Wy — W; — X but the edge Wo—X is unoriented (and Meek Rule 2 must
be applied to orient it). Condition (i) ensures that this relevant component of the graph is discovered
correctly.

Meek Rule 3:

Consider a parent WV that gets oriented due to the application of Meek’s rule 3 (relevant compo-
nent of the graph is shown in the figure below).

Condition (i) ensures that this relevant component of the graph is discovered correctly.

Meek Rule 4:

Consider a parent W that gets oriented due to the application of Meek’s rule 4. The relevant
component of the graph is shown in the figure below.

Condition (i) ensures that this relevant component of the graph is discovered correctly.

Children are oriented correctly. We now similarly show that children of X get oriented correctly.

The simplest case is when there is a UC of the form X — M < V. Condition (i) ensures that
this UC is discovered correctly.

Now, we consider each Meek rule one at a time and show that SD and PC will orient children for
each rule.

Meek Rule 1:

Consider a child M that gets oriented due to the application of Meek’s rule 1. This can only
happen if there is some parent W that gets oriented and W—X—M forms an unshielded non-collider.
Condition (i) ensures that this unshielded non-collider is discovered correctly.

Meek Rule 2:

Consider a child M that gets oriented due to the application of Meek’s rule 2: there is an oriented
path X — M; — Mo but the X—M> edge is still unoriented (the relevant component of the graph
is shown in the figure below).

S
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Condition (i) ensures that this relevant component of the graph is discovered correctly.

Meek Rule 3:

Consider a child M that gets oriented due to the application of Meek’s rule 3 (the relevant
component of the graph is shown in the figure below).

Condition (i) ensures that this relevant component of the graph is discovered correctly.
Meek Rule 4:

Consider a child M that gets oriented due to the application of Meek’s rule 4 (the relevant
component of the graph is shown in the figure below).

Condition (i) ensures that this relevant component of the graph is discovered correctly.

No spurious orientations. As argued in the preamble of the proof, Conditions (iii, iv) ensure
that there are no incorrectly detected UCs. Condition (ii) ensures that no incorrect orientations are
propagated from the detected UCs. |

Proposition 20 [Faithfulness for LDECC] LDECC will identify ©* if (i) LF holds V'V € MB™ (X);
(ii) H C H*; (iii)Y(A, B,S) € H, MFF holds for {A, B} \ Ne(X); and (iv)¥(A, B,S) € H* s.t.
there is a UC (A — C «+ B) € G*, we have (a) AF holds for A and B; and (b) (A, B,S) € H.

Proof The proof is very similar to that of Theorem 5. The high-level idea is as follows. For any
nodes in Ne(X) that are oriented without using ECCs, Condition (i) will ensure they get oriented
correctly as they only depend on the structure inside MB(.X ). For nodes that get oriented via ECCs,
Condition (iv)(a) ensures that each UC eventually gets unshielded. For any UC A — C + B in
Condition (iv), since AF holds for both A and B, Ne(A) and Ne(B) are detected correctly. Since
3S C (Ne(A) UNe(B)) s.t. A 1L B|S, we will eventually remove the A—B thereby unshielding
this collider. Condition (iv)(b) ensures that we run an ECC for this UC, i.e., the if-block in Line 15 is
entered. Next, by Condition (iii), since MFF holds for A and B, the GetMNS function will correctly
return the parents of X that this UC orients.

We assume that the function FindMarkovBlanket identifies the Markov blanket correctly under
Condition (i). The IAMB algorithm, which we use in our experiments, has this property. Additionally,
the function RunLocalPC will also identify the correct Ne(X') under Condition (i).

Parents are oriented correctly. The simplest case is where two parents form a UC at X. Consider
parents WW; and W5 that get oriented because they form a UC W7 — X < Ws. By Condition (i),
Lines 7,8 will mark W; and W5 as parents.

We will now consider parents that get oriented due to each of the four Meek rules and show that
LDECC orients parents for each of the four cases.

Meek Rule 1:
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Consider a parent IV that gets oriented due to the application of Meek’s rule 1. This can only
happen due to some UC A — C' < B from which these orientations have been propagated (relevant
components of the graph are illustrated in the figure below).

A

As explained in the preamble, Conditions (iii, iv) ensure that ECCs mark parent correctly and
thus Line 16 will mark W as a parent.

Meek Rule 2:

Consider a parent W5 that gets oriented due to the application of Meek’s rule 2. In this case, we
have an oriented path Wo — W; — X but the edge Wo—X is unoriented (and Meek Rule 2 must
be applied to orient it).

The first possibility is that the X < W; was oriented due to some UC A — C' <— B with a path
C — ... — Wi (relevant components of the graph are illustrated in the figure below):

e @

By Conditions (iii, iv), LDECC will mark W5 as a parent in Line 16.

The other possibility is that X < W; was oriented due to a UC like W3 — X < W but there
is an edge W3—W5 which causes the collider Wy — X < W3 to be shielded and due to this, the
Wy—X remained unoriented. However, by definition of the Meek rule, the edge Wy — W is
oriented. Thus, (i) either there is a UC of the form Wy — W; < C; or (ii) there is a UC from which
the Wy — W orientation was propagated. The relevant components of the graph for these two cases
are illustrated in the figures below.

)

D

In both cases, by Conditions (iii, iv), LDECC will mark W5 as a parent in Lines 16.

Meek Rule 3:

Consider a parent W that gets oriented due to the application of Meek’s rule 3 (relevant compo-
nent of the graph is shown in the figure below).

By definition of the Meek rule, W1;—W —W), is a non-collider (because if it were a collider,
the edges would have been oriented since this triple is unshielded) and therefore for any S C
V\ {Wy, W} such that Wy 1L TW5|S, by Condition (i), we have W € S. Thus Line 9 will mark W
as a parent.

Meek Rule 4:
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Consider a parent W that gets oriented due to the application of Meek’s rule 4. The relevant
component of the graph is shown in the figure below.

The first possibility is that the orientations Wy — W; — X were propagated from a UC
A — C < B withapath C — ... — W (the relevant components of the graph are shown in the
figure below).

\ ;
\ /
N /

In this case, due to the non-collider Wo—W —X (because if it were a collider, the edges
would have been oriented since this triple is unshielded), we have W € mnsx (A) and thus by
Conditions (iii, iv), W will be marked as a parent in Line 16.

The second possibility (similar to the Meek rule 2 case) is that Ws — W was oriented due to a
UC like Z — Wj < W5 but there is an edge Z—W which shields the Z — W;—W causing the
W;—W edge to remain unoriented (the relevant components of the graph are shown in the figure

below).
et
Sl

In this case, we would have W € mnsx (Z) and thus by Conditions (iii, iv), W gets marked as a
parent in Line 16.

Children are oriented correctly. We now similarly show that children of X get oriented correctly.

The simplest case is when there is a UC of the form X — M < V. By Condition (i), since
MB(X) and Ne(X) are correct, the function GetUCChildren (Fig. 4) will mark M as a child.

Now, we consider each Meek rule one at a time and show that LDECC will orient children for
each rule.

Meek Rule 1:

Consider a child M that gets oriented due to the application of Meek’s rule 1. This can only
happen if there is some parent W that gets oriented and W—X—NM forms an unshielded non-collider.
By Condition (i), Line 19 will mark M as a child.

Meek Rule 2:

Consider a child M that gets oriented due to the application of Meek’s rule 2: there is an oriented
path X — M; — Mo but the X— M5 edge is still unoriented (the relevant component of the graph
is shown in the figure below).
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S

One possibility is that there is UC of the form V' — M; — X which orients the X — M, edge
and V—M;—DMs> is a non-collider which orients the M; — M5 edge (the relevant components of
the graph are shown in the figure below).

O
D
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In this case, since V is a spouse (i.e., parent of child) of X, by Condition (i), the function
GetUCChildren (Fig. 4) will mark M as a child.

Note that if the X — M; was oriented due to a UC upstream of X via the application of Meek
rule 1, this would also cause the X — M> edge to be oriented (and thus Meek rule 2 would not
apply).

The other possibility is that there might be a UC of the form M; — My < Z that can orient
M; — Ms. However, for the X — M; edge to remain unoriented, there must be an edge Z—X
to shield the X—Ms—Z collider. If this happens, Meek rule 3 would apply (which we handle
separately as shown next).

Meek Rule 3:

Consider a child M that gets oriented due to the application of Meek’s rule 3 (the relevant
component of the graph is shown in the figure below).

g

By definition of the Meek rule, W;—X—W, is a non-collider (because if it were a collider, the
edges would have been oriented since this triple is unshielded) and since W; — M < W5 forms a
collider, we have Wy JL. W5|S U {M } for any S s.t. W, 1L W5|S. Thus, by Condition (i), Line 13
will mark M as a child.

Meek Rule 4:
Consider a child M that gets oriented due to the application of Meek’s rule 4 (the relevant
component of the graph is shown in the figure below).

One possibility such that the W — M gets oriented leaving the edges W—X, X—M, and
X—M] unoriented is if there is a UC of the form V' — M; <— W where there is an edge V—X to
shield the X—M; edge (the relevant component of the graph is shown in the figure below).

S e

31



GUPTA CHILDERS LIPTON

Here the triple W —X—V must be a non-collider to keep the X—M edge unoriented (otherwise
applying Meek rule 1 from the UC W — X <« V would orient X — M). So for any S such that
V 1L WS, by Condition (i), we must have X € Sand V' L. W|S U {M }. Therefore, Line 13 will
mark M as a child.

The other possibility is that the W — M gets oriented due to Meek rule 3 (the relevant
component of the graph is shown in the figure below).

Here the Z—X and V—X must be present to keep the X—A»M; edge unoriented (because
otherwise an unshielded collider would be created). Furthermore, the triple Z—X—V must be a
non-collider in order to keep the X—M edge unoriented (otherwise applying Meek rule 1 from the
UC Z — X « V would orient X — M). So for any S such that V' 1L Z|S, by Condition (i), we
must have X € Sand V I Z|S U {M}. Therefore, Line 13 will mark M as a child.

No spurious orientations. Now we prove that nodes are never oriented the wrong way by LDECC.
By Condition (i), GetUCChildren (Fig. 4) will never orient a parent as a child.
Line 8 can never mark a child as a parent since otherwise Condition (i) would be violated.
Line 13 will not mark a parent as a child. Consider a parent M that incorrectly gets marked as a
child by Line 13 (the relevant component of the graph is shown in the figure below).

e
D

For Line 13 to be reached, the if-condition in Line 10 must be True. This will happen if
W1—X—W?2 is anon-collider. Thus at least one of W or W5 is a child. W.l.o.g., let’s assume that
W1 is a child. If that happens, a cycle gets created: X — W7 — M — X. Therefore, Condition (i)
ensures that M can never be oriented by Line 13.

By Condition (ii), every ECC that is run is valid, and thus Line 16 cannot mark a child as a parent
because of the correctness of the ECC (Prop. 4).

Similarly, by Condition (i), Line 9 will not mark a child as a parent. Both A and B from Line 7
are parents of X. By Lemma 27, a child cannot d-separate two non-descendants nodes and thus the
set S in Line 9 cannot contain a child.

Line 19 will not add a child as a parent because otherwise Condition (i) would be violated. M

We now provide sufficient faithfulness conditions for LDECC when ECCParents(A, B, S) is run
with check=True.

For anode V ¢ Net(X), let Q(V) = {S C Ne(X) : V U X|S} and Quin(V) = {S €
Q(V) : |S| = mingreqqyy |S'|}. With H* and H as defined in Sec. 4.2, let H "% = {(A, B, S) €
H : {A,B} N Ne(X) = 0; and Quin(A) N Quin(B) # 0}; let H¢M = (A B S) € H :
[{A, B} NNe(X)| = 1}; and let H@D) = ff(check) | py(single)

Lemma 28 For a true graph G*, let (A — C < B) be a UC such that (A, B,S) € H* for some
subset S. Then, we have that mnsx (A) = mnsx (B).
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Proof Since (A, B,S) € H*, by Prop. 4, this UC can be used to orient parents via an ECC. We
begin by considering node A. By definition of MNS, we have A 1L X |mnsx (A). Since the nodes
in mnsx (A) are on the path from X «+ ... + C « A, conditioning on mnsx (A) opens up the
A — C < B path (because the nodes in mnsx (A) are descendants of C'). Therefore, we have
mnsx (A) C mnsy(B). We can make a similar argument for node B to show that mnsx (B) C
mnsx (A). Combining the two statements, we get mnsx (A) = mnsx (B). [

Proposition 29 (Weaker faithfulness for LDECC) If ECCParents(A, B, S) is run with check=True,
then LDECC will identify ©* if: (i) LF holds for every V. € Ne™(X); (ii) H"") C H*; (iii)
V(A, B,S) € H"") MFF holds for { A, B} \ Ne(X); and (iv) V(A, B,S) € H* s.t. there is a UC
(A — C < B) € G*, we have (a) AF holds for A and B; and (b) (A, B,S) € H"")_ Futhermore,
Conditions (i)-(iv) of this proposition are implied by the conditions of Prop. 20 (i.e., this is a weaker
sufficient faithfulness condition for LDECC).

Proof The can be proved in the same way as Prop. 20 with the crucial difference that the set of
ECCs that LDECC now runs is restricted to the set H®%)  Condition (ii) now ensures that every
ECC that is run by LDECC is a valid ECC. We just have to show that even by restricting the ECCs to
H®@D e still run an ECC for the UCs. For this, we leverage Lemma 28 which states that the MNS
of nodes A and B for the UC A — C' <+ B will be the same. Since, by Condition (iii), MFF holds
for such nodes A and B, the check GetMNS(A) = GetMNS(B) will succeed and thus, the ECCs for
these UCs will still be run.

Now, we show that the conditions of this proposition are implied by those of Prop. 20. Con-
ditions (i),(iv)(a) of both propositions are the same. Observe that (o) © f Therefore, Condi-
tions (ii),(iii) of Prop. 20 imply Conditions (ii),(iii) of this proposition. Finally, we show that Condi-
tion (iv)(b) of this proposition is also implied by the conditions of Prop. 20. Consider any (A, B, S) €
H* such that the UC A — C «+ B € G* and {A, B} NNe(X) = 0. If |[{A, B} N Ne(X)| = 1,
then (A, B,S) € HGngl) ¢ o [f LA B} N Ne(X) = (), then by Condition (iii) of Prop. 20,
MFF holds for A and B are therefore Qmin(A) N Qmin(B) = mnsx(A) = mnsx(B). Thus,
(A, B, S) c [ (check) C [y (total) ]

Proposition 23 [Testing faithfulness for LDECC] Consider running the algorithm in Fig. 8 before
invoking GetMNS(A) for some node A in LDECC. If the algorithm returns Fail, MFF is violated for
node A. If the algorithm returns Unknown, we could not ascertain if MFF holds for node A.

Proof The set Q contains all subsets S C Ne(X) s.t. A 1L X|S (Lines 1-4). The set Quin contains
those sets from Q that are minimal, i.e., for every S’ € Quuin, there is no subset of S’ in Q. If
|Qumin| > 1, then there are multiple possible mnsx (A) violating the uniqueness of MNS (Prop. 3).
Thus we return Fail (Example 3 demonstrates this failure case).

Next, if Line 5 is reached, we know that |Quin| = 1 and S is the single element from Qpiy.
Line 7 returns Fail if there is a set S’ such that S € S’ and S’ € Q, and an intermediate set S” such
that S € S” C S’ and S” ¢ Q (Example 4 demonstrates this failure case). Here MFF fails because if
S was the correct mns x (A), then we must have S” € Q. This is because, since S’ € Q, there cannot
be an active path from A to X through nodes in S’ \ S (otherwise, we would not have A 11 X|S).
Therefore, adding nodes in S” \ S to the conditioning set should not violate the independence. But
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since we have S” ¢ Q, there must be a faithfulness violation and S is not guaranteed to be equal to
mnsx (A).

If Line 9 is reached, we have not been able to detect an MFF violation. However, the algorithm
is not complete, i.e., a failure to detect a violation does not mean a violation does not exist. So we
return Unknown which signifies that we were unable to ascertain if MFF was violated for A.

The additional tests are performed in Line 1. Since these tests are performed for every subset
S C Ne(X), the number of extra CI tests is O(2/Ne(X)1),

|

Proposition 24 [Testing faithfulness for SD] Consider running the algorithm in Fig. 9 with each
UC detected by SD. If the algorithm returns Fail, then faithfulness is violated for SD. If the algorithm
returns Unknown, we could not ascertain if the faithfulness assumptions for SD hold.

Proof In Line 3, M contains every neighbor of X that gets oriented as a parent due to the input UC
A — C < B by SD. If the faithfulness assumptions for SD did hold, then all nodes in M would
actually be parents of X. Thus there should be at least one subset S C Ne(X) such that A 1l X|S
and M C S, and likewise for B. If such a subset is not found, this means that one of the nodes that
was marked as a parent was actually a child. In this case, Line 6 would return Fail. Similarly to the
LDECC case, if we are unable to detect a faithfulness violation, we return Unknown to indicate that
we could not determine if the faithfulness assumptions for SD hold. Since CI tests are performed for
every subset S C Ne(X), the number of extra CI tests is O (2/Ne(X)1), [ |

Appendix C. Experiments
C.1. More details for the synthetic linear graph experiments.

We generate synthetic linear graphs with Gaussian errors, N, = 20 covariates—non-descendants
of X and Y with paths to both X and Y—and N,, = 3 mediators—nodes on some causal paths
from X to Y. We generate edges between the different types of nodes with varying probabilities:
(i) We connect the covariates to the treatment with probability p.,; (ii) We connect one covariate to
another with probability p.; (iii) We connect the covariates to the outcome with probability pc,; (iv)
We connect the treatment to the mediators with probability p,,.; (v) We connect one mediator to
another with probability p;,,,,,; (vi) We connect the mediators to the outcome with probability py,,;
(vi) We connect a mediators to a covariate with probability p.,,. For our experiments, we have used
DPex = Dec = Pey = Pmaz = Pmm = Pmy = 0.1 and pe, = 0.05.
For each node V', we generate data using the following structural equation:

V= b‘T/pa(v) + ey, ey ~ N(O, 0‘2/),

where v and pa(v) are the realized values of node V' and its parents, respectively; b; e RPa(V)I
is the vector denoting the edge coefficients; and ey is an independently sampled noise term. Each
element of by is sampled uniformly from the interval [—1, —0.25] U [0.25, 1] and o% is sampled

independently from a uniform distribution U (0.1, 0.2).
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Figure 16: Results on synthetic linear Erdos-Renyi graphs.

C.2. Results on synthetic linear binomial (Erdos-Renyi) graphs.

We also test our methods on binomial graphs of size | V| = 30. In binomial graphs, an edge between
two nodes is generated with some probability p.. For our experiments, we use p. = 0.8. We generate
the data using linear Gaussian models where the model parameters are sampled in the same way
as Sec. C.1. We compare PC, SD, MB-by-MB, and LDECC based on accuracy (Fig. 16(a)), recall
(Fig. 16(b)), MSE (Fig. 16(c)), and number of CI tests (Fig. 16(d)) across four different sample sizes.

In terms of accuracy, MB-by-MB performs the best with LDECC-checks performing slightly
better than SD and PC. In terms of recall, PC performs the best with LDECC-checks, MB-by-MB,
and SD doing comparably. We also observe that LDECC-checks has higher accuracy and recall than
LDECC. LDECC-checks and MB-by-MB have the lower MSE than PC and SD Both variants of
LDECC have lower MSE than PC and SD and all four local causal discovery algorithms perform a
comparable number of CI tests (and fewer tests than PC).

C.3. Additional results on semi-synthetic graphs.

We also present results on the linear Gaussian MAGIC-IRRI graph from bnlearn (Fig. 17). We plot
the distribution of CI tests with a CI oracle by repeatedly setting each node as the treatment (capping
the maximum number of tests per node to 20000). We see that LDECC and MB-by-MB perform
differently across different nodes and outperform SD on most nodes (Fig. 17(a)). Next, we designated
the nodes G6003 and BROWN as the treatment and outcome, respectively. At four sample sizes, we
sample data from the graph 100 times (capping the maximum number of tests run by each algorithm
to 7000). In terms of both accuracy (Fig. 17(b)) and recall (Fig. 17(c)), LDECC-checks, SD, and
MB-by-MB perform comparably while LDECC does worse. In terms of Median SE, LDECC-checks,
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Figure 17: Results on the semi-synthetic MAGIC-IRRI graph.
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Figure 18: Comparison of PC, SD, MB-by-MB, and LDECC based on the number of CI tests (with a
CI oracle) on three discrete graphs from bnlearn.

SD, and MB-by-MB perform comparably (Fig. 17(d)) but LDECC performs substantially more CI
tests (on average) than SD and MB-by-MB (Fig. 17(e)).

Finally, we compare PC, SD, MB-by-MB, and LDECC based on the number of CI tests (with ac-
cess to a CI oracle) on three discrete graphs from bnlearn: Alarm (Fig. 18(a)), Insurance (Fig. 18(b)),
and Mildew (Fig. 18(c)). We plot the distribution of tests for SD, MB-by-MB, and LDECC by setting
each node in the graph as the treatment. We see that for most nodes on all three graphs, MB-by-MB
and LDECC outperform SD. MB-by-MB has the best performance for all three graphs and performs
well across all nodes.
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Input: Treatment X, Outcome Y, Z.
M «+ Ch(X) U Uo(X);
I« {V : GetMNS(V) = invalid};
PossDesc(X) <+ MUIU{V € V\I: MNGetMNS(V) # 0};
if Z N PossDesc(X ) # () then return False ;
for Q € (Pa(X)UUo(X))\ Z do
‘ if Q)L Y|{X}UZ then return False ;
end
return True;

W NN T AW N -

Figure 19: Checking the Generalized Backdoor Criterion.

Appendix D. Covariate adjustment using local information

D.1. Checking the backdoor criterion.

The backdoor criterion (Pearl, 2009, Defn. 3.3.1) is a sufficient (but not necessary) condition for a
given subset of nodes Z to be a valid adjustment set with respect to a treatment X and an outcome Y.
Maathuis and Colombo (2015) extended this criterion to be applicable to various MECs including
CPDAGs. We begin by briefly introducing the existing results in Maathuis and Colombo (2015) and
then we prove that it is possible to check the backdoor criterion using only local information around
X and O(|V| - 2Ne(X¥)1y additional CI tests.

For introducing existing results, let the true DAG be G* and let the corresponding CPDAG that
represents the MEC of G* be C* (see Defn. 26).

Definition 30 (Possibly causal path) A path A—...— B is said to be possibly causal if there is at
least one DAG in C* with a directed path from Ato B: A — ... — B.

Definition 31 (Visible and invisible edges (Maathuis and Colombo, 2015, Defn. 3.1)) All directed
edges in a CDPAG are said to be visible. All undirected edges in a CPDAG are said to be invisible.

Definition 32 (Backdoor path (Maathuis and Colombo, 2015, Defn. 3.2)) We say that path be-
tween X andY is a backdoor path if this path does not have a visible edge out of X.

Definition 33 (Definite non-collider (Maathuis and Colombo, 2015, Defn. 3.3)) A nonendpoint ver-
tex V; on a path < ...,V;,V;,Vi.,... > in a CPDAG is a definite non-collider if the triple
< Vi, V;, Vi, > is unshielded and the edges V;—V; and V;—V), are undirected.

Definition 34 (Definite status path (Maathuis and Colombo, 2015, Defn. 3.4)) A nonendpoint ver-
tex B on a path p in a CPDAG is said to be of a definite status if it is either a collider or a definite
non-collider on p. The path p is said to be of a definite status if all nonendpoint vertices on the path
are of a definite status.

Definition 35 (Possible Descendant) A node A is a possible descendant of a node V iff there is a
possibly causal path from 'V to A.
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Definition 36 (Generalized backdoor criterion (GBC) (Maathuis and Colombo, 2015, Defn. 3.7))
A set of variables Z satisfies the backdoor criterion relative to (X,Y) in a CPDAG if the following
two conditions: (1) Z does not contain any possible descendants of X; and (2) Z blocks every
definite status backdoor path from X to Y.

Intuitively, the GBC checks whether Z satisfies the backdoor criterion for every DAG in an MEC.
Having introduced the GBC, we extend this result and prove that it is possible to check this criterion
using only local information. Our procedures are related to existing methods in prior work used
for covariate selection (VanderWeele and Shpitser, 2011; Entner et al., 2013) which also use very
similar testing strategies. However, these works make slightly stronger assumptions on the known
partial orderings (e.g., that all covariates are pre-treatment) whereas our goal is to demonstrate that a
similar testing strategy along with the output of a local causal discovery algorithm is also sufficient
to determine if a given subset is a valid adjustment set. These prior works also accommodate latent
pre-treatment variables whereas we make the assumption of causal sufficiency throughout our work.

Definition 37 (Unoriented nodes) We define unoriented nodes, denoted by Uo(X), as the set of
nodes V- € Ne(X) such that the edge X—V is invisible in C*.

Importantly, both local discovery procedures, SD and LDECC, find Uo(X). These nodes are
stored in the variable unoriented in the algorithms (See Figs. 3,5).

Lemma38 Ler M = Ch(X)U Uo(X) and 1 = {V : mnsx (V) = invalid}. The possible
descendants of a node X are PossDesc(X) = MUIU{V € V\I:Mnmnsx (V) # 0}.

Proof The nodes in M are possible descendants of X. By Prop. 2, nodes in I are also possible
descendants. For any possible descendant V' ¢ Ne™(X) UT of X, there must be a path X — M —
... = V,where M € M, in at least one DAG. Therefore, it must be the case that for every such
node V, we have M N'mnsx (V') # 0. [ |

Proposition 39 (Checking the GBC) Let M = Ch(X) U Uo(X), where Uo(X) is defined in
Defn. 37. Let PossDesc(X) = M U{V : M Nmnsx (V) # 0}. Consider a subset of nodes Z. Let
Q = (Pa(X) U Uo(X)) \ Z. Then Z satisfies the backdoor criterion for every DAG in the MEC iff:
(i) Z N PossDesc(X) = 0, and (ii)) VQ € Q,Q 1L Y|{X, Z}. The algorithm for checking the GBC
is given in Fig. 19 and it performs O(|V | - 2N(N) additional CI tests.

Proof By Lemma 38, PossDesc(X) contains the possible descendants of X. Condition (i) is
therefore necessary since the descendants of X cannot satisfy the backdoor criterion. Thus, for the
rest of the proof, we assume that Z N PossDesc(X) = 0.

We first prove the forward direction: If Z is a valid adjustment set then VQ € Q,Q 1L Y[{X, Z}.
Since Z is a valid adjustment set, Z blocks all possibly backdoor paths in every DAG in the MEC.
Therefore, we have VQ € Q, @Q L Y|{X, Z} because otherwise there will at least one DAG where
the path X + Q— ... — Y will be open for some @) € Q.

Next, we prove the backward direction: if VQ) € Q, @ 1L Y'|{X, Z}, then Z is a valid adjustment
set. Firstly, for all P € Pa(X)NZ (i.e., P ¢ Q), all backdoor paths of the form X + P—...—Y
are blocked because P € Z. Since for all Q € Q, we have @ Ll Y|{X,Z}, all possible backdoor
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paths X < (Q—... — Y are blocked by Z and therefore it is a valid adjustment set in every DAG
of the MEC.

Finally, we perform O(|V| - 2Ne(X)) additional CI tests in Lines 2,3 to find PossDesc(X)
(because for every node, we can find its MNS in (’)(2|Ne(X )‘) tests). Next, in Line 6, since we only
run tests for N € (Pa(X) UUo(X)) \ Z, we perform O(|Ne(X)|) extra CI tests. [ |

D.2. Finding the optimal adjustment set.

A given DAG can have multiple valid adjustment sets. Henckel et al. (2019)[Sec. 3.4] introduce a
graphical criterion for linear models for determining the optimal adjustment set, i.e., the set with the
lowest asymptotic variance. This criterion was later shown to hold non-parametrically (Rotnitzky
and Smucler, 2019). We begin by introducing the existing results and then prove that we can find the
optimal adjustment set using only local information and O(| V) additional CI tests (see (Fig. 20)).

Like the previous section, let the true DAG be G* and let the corresponding CPDAG that
represents the MEC of G* be C* (see Defn. 26).

Definition 40 (Possible causal nodes (Henckel et al., 2019, Sec. 3.4, Pg. 29)) The causal nodes rel-
ative to (X,Y), denoted by posscn(X,Y'), are all nodes on possibly causal paths from X to'Y,
excluding X.

Definition 41 (Forbidden nodes (Henckel et al., 2019, Sec. 3.4, Pg. 29)) The forbidden nodes rel-
ative to (X,Y), denoted by forb(X,Y), are defined as

forb(X,Y) = PossDesc(posscn(X,Y)) U{X}.

Definition 42 (Optimal adjustment set (Henckel et al., 2019, Defn. 3.12)) The optimal adjustment
set relative to X, Y is defined as

O(X,Y,C") = Pa(posscn(X,Y)) \ forb(X,Y).
We now show that it is possible to find the optimal adjustment set using only local information.
Lemma 43 Given a CPDAG C, the optimal adjustment set does not contain PossDesc(X).

Proof As stated in Defn. 42, the optimal adjustment set is O(X,Y,C*) = Pa(posscn(X,Y)) \
forb(X,Y"). Therefore, we only need to show that possible descendants of X that are not on a
causal path from X to Y cannot be in O (otherwise they will be in forb(X,Y")). Consider a node
V' € Desc(X) not on a causal path from X to Y. This node cannot be a parent of any node in
cn(X,Y). This is because if that happens, then V' must also belong to cn(X,Y") which leads to a
contradiction. |

Corollary 1 The optimal adjustment set satisfies the GBC.

Proof By Lemma 43, the optimal adjustment set does not contain any possible descendants of X.
Furthermore, by definition, it is a valid adjustment set and therefore blocks all backdoor paths from
X to Y. Therefore, it satisfies the GBC. |
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Input: Treatment X, Outcome Y, Pa(X ), Ch(X),
unoriented Uo(X).

M « Ch(X) U Uo(X);

2 I+ {V : GetMNS(V) = invalid};

3 PossDesc(X) « MUIU{V e V\TI:

M N GetMNS(V) # (}; 1 def HenckelPrune (Treatment X,
Z + (V \ PossDesc(X)); Outcome Y, Subset Z) :
5 O < HenckelPrune(X, Y, Z) (Henckel et al., 2019, 2 7' — Z;
Alg. 1) (Fig. 21) ; 3 for Z € Z do
6 for M € (Pa(X) U Uo(X))\ O do 4 ity UL Z{X}u(Z'\{Z})
‘ if M . Y[{X, O} then return noValidAdj; then Z' <~ 7'\ {Z};
end 5 end
Output: (@) 6 return Z,;
Figure 20: Finding the optimal adjustment set. Figure 21: The HenckelPrune function.

Proposition 44 (Optimal adjustment set) Consider the algorithm in Fig. 20. It performs O(|V| -
Q‘N"(X)') ClI tests and (i) returns noValidAdj if there is no valid adjustment that applies to all
DAGs in the MEC; (ii) else, returns the optimal adjustment set that is valid for all DAGs in the MEC
(denoted by O).

Proof In Line 4, Z = V \ PossDesc(X ) represents the largest possible set that could satisfy the
GBC, if any such set exists. Therefore, this set Z would be a superset of the optimal adjustment
set, if it exists (by Cor. 1). In Line 5, we invoke the pruning procedure in Henckel et al. (2019,
Algorithm 1) which outputs the optimal adjustment when starting from a superset (see Fig. 21). In
Line 6, we verify that the pruned set O is a valid adjustment set (see Prop 39). Henckel et al. (2019,
Theorem 3.13(i)) also prove that an optimal adjustment set exists iff there is some valid adjustment
set. Thus, if Line 7 is reached, it means that there is no valid adjustment set that applies to every
DAG in the MEC.

We perform O(|V| - 2IN(X)1) CI tests to find PossDesc(X ). The HenckelPrune function and
Line 6 perform O(| V) additional CI tests. [ |
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