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ABSTRACT

The cosine router in Mixture of Experts (MoE) has recently emerged as an at-
tractive alternative to the conventional linear router. Indeed, the cosine router
demonstrates favorable performance in image and language tasks and exhibits
better ability to mitigate the representation collapse issue, which often leads to
parameter redundancy and limited representation potentials. Despite its empirical
success, a comprehensive analysis of the cosine router in MoE has been lacking.
Considering the least square estimation of the cosine routing MoE, we demonstrate
that due to the intrinsic interaction of the model parameters in the cosine router via
some partial differential equations, regardless of the structures of the experts, the
estimation rates of experts and model parameters can be as slow as O(1/ logτ (n))
where τ > 0 is some constant and n is the sample size. Surprisingly, these pes-
simistic non-polynomial convergence rates can be circumvented by the widely
used technique in practice to stabilize the cosine router — simply adding noises to
the L2 norms in the cosine router, which we refer to as perturbed cosine router.
Under the strongly identifiable settings of the expert functions, we prove that the
estimation rates for both the experts and model parameters under the perturbed
cosine routing MoE are significantly improved to polynomial rates. Finally, we
conduct extensive simulation studies in both synthetic and real data settings to
empirically validate our theoretical results.

1 INTRODUCTION

Proposed by Jacobs et al. (1991) and Jordan & Jacobs (1994), Mixture of Experts (MoE) has been
known as an effective statistical method to incorporate the capabilities of various specialized models
called experts. Different from conventional mixture models (Lindsay, 1995) in which the mixture
weights are scalars, the MoE rather utilizes a routing mechanism to determine a set of weights
depending on an input token. In particular, the router first computes the similarity scores between
each token and experts and then assigns more weights to the more relevant experts determined
based on those scores. To further improve the scalability of the MoE, Shazeer et al. (2017) has
recently introduced a sparse variant of this model, which routes each input to only a subset of
experts. This sparse MoE model allows us to increase the number of learnable parameters with nearly
constant computational overhead. As a consequence, the sparse MoE has been leveraged in several
applications, including large language models (Jiang et al., 2024; Puigcerver et al., 2024; Lepikhin
et al., 2021; Zhou et al., 2023b; Du et al., 2022; Dai et al., 2024; Pham et al., 2024), computer
vision (Riquelme et al., 2021; Liang et al., 2022; Ruiz et al., 2021), speech recognition (You et al.,
2021; Gulati et al., 2020; Peng et al., 1996), multi-task learning (Hazimeh et al., 2021), and other
applications (Han et al., 2024; Chow et al., 2023).

In the above applications, practitioners often use a linear router which calculates the similarity score by
taking the inner product of a token hidden representation and an expert embedding. Nevertheless, Chi
et al. (2022) discovered that utilizing the linear router might induce the representation collapse issue.
This phenomenon occurs when a fraction of experts govern the decision-making process, leading to
the redundancy of other experts. In response, Chi et al. (2022) proposed an alternative known as a
cosine router. In particular, this router begins with projecting the token hidden representation into
a low-dimensional space, followed by applying L2 normalization to both the token representations
and expert embeddings. By doing so, the similarity scores become more stable, circumventing the
dominance of certain experts. The efficacy of the cosine routing MoE has been experimentally
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demonstrated in language modeling (Chi et al., 2022), and domain generalization (Li et al., 2023).
On the other hand, a comprehensive theoretical study of the cosine router has remained lacking.

In the literature, there have been some attempts to understand the MoE models with different types of
gating functions whose outputs are the composition of some functions and the routing scores. First of
all, considering the classification problem with cluster structures, Chen et al. (2022) demonstrated
that the router operated by a neural network could learn the cluster-center features, which helped
divide a complex problem into simpler classification sub-problems that individual expert could
handle. Next, Ho et al. (2022) studied the expert estimation under an input-free gating Gaussian
MoE model, showing that the rates for estimating experts depend on the algebraic structures among
experts. Subsequently, the Gaussian MoE model with softmax gating was explored in (Nguyen et al.,
2023) which pointed out that interactions among model parameters via some partial differential
equations (PDE) did harm the expert estimation rates. Saying that the setting of Gaussian MoE
was far from practice, Nguyen et al. (2024) rather took into account a regression framework with
the regression function being a linear router MoE model. They verified the benefits of formulating
experts as feed-forward networks with popular activation functions like ReLU and sigmoid from the
perspective of the expert estimation problem.

It is worth noting that the expert estimation problem allows us to capture how fast an expert specializes
in a specific task, which is one of the most important problems in the MoE literature known as expert
specialization (Dai et al., 2024; Krishnamurthy et al., 2023). Furthermore, from the convergence
analysis of expert estimation, we can gain several insights for designing the router and expert networks
(see Section 4). Therefore, we will investigate the effects of the cosine router on the convergence of
expert estimation in this paper. For that sake, let us now present the problem setting formally.

Problem setting. We assume that (X1, Y1), (X2, Y2), . . . , (Xn, Yn) ∈ Rd1 × R is an i.i.d sample of
size n generated according to the following model

Yi = fG∗(Xi) + εi, i = 1, . . . , n, (1)
where regression function fG∗(·) takes the following form:

fG∗(x) :=

k∗∑

i=1

Softmax

(
(β∗

1i)
⊤x

∥β∗
1i∥ · ∥x∥

+ β∗
0i

)
· h(x, η∗i ). (2)

Here, the function h(x, η) is known as the expert function, which we assumed to be of parametric
form. Meanwhile, (β∗

0i, β
∗
1i, η

∗
i )

k∗
i=1 are true yet unknown parameters in the parameter space Θ ⊂

R × Rd1 × Rd2 and G∗ :=
∑k∗

i=1 exp(β
∗
0i)δ(β∗

1i,η
∗
i )

denotes the associated mixing measure, i.e. a
weighted sum of Dirac measures δ. Additionally, we define for any vector v = (v1, v2, . . . , vk∗)

in Rk∗ that Softmax(vi) := exp(vi)/
∑k∗

j=1 exp(vj). In the cosine router in equation (2), we omit
the step of reducing the dimension of the input token x, and assume that it has already been in
a low-dimensional space for simplicity. Furthermore, we assume that X1, X2, . . . , Xn are i.i.d.
samples from some probability distribution µ. Lastly, ε1, ε2, . . . , εn are independent Gaussian noise
variables such that E[εi|Xi] = 0 and Var(εi|Xi) = σ2 for all 1 ≤ i ≤ n. Notably, the Gaussian
assumption is just for the simplicity of the proof argument.

Least squares estimation (LSE). To estimate the true parameters (β∗
0i, β

∗
1i, η

∗
i )

k∗
i=1 or, equivalently,

to estimate the true mixing measure G∗, we leverage the popular least squares method (see, e.g.,
van de Geer, 2000). Formally, the mixing measure G∗ is approximated by

Ĝn := argmin
G

n∑

i=1

(
Yi − fG(Xi)

)2
. (3)

Under the exact-specified setting, i.e., when the true number of expert k∗ is known, the minimum
in the above equation is subject to the set of all mixing measures with k∗ atoms, denoted by
Ek∗(Θ) := {G =

∑k∗
i=1 exp(β0i)δ(β1i,ηi) : (β0i, β1i, ηi) ∈ Θ}. On the other hand, under the

over-specified setting, i.e., when k∗ is unknown and the true model (2) is over-specified by a mixture
of k experts where k > k∗, the minimum is subject to the set of all mixing measures with at most k
atoms, i.e., Gk(Θ) := {G =

∑k′

i=1 exp(β0i)δ(β1i,ηi) : 1 ≤ k′ ≤ k, (β0i, β1i, ηi) ∈ Θ}.

Universal assumptions. In the sequel, we implicitly impose four following mild assumptions on the
model parameters, which were widely used in previous works (Nguyen et al., 2024), unless stating
otherwise:
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(A.1) Convergence of LSE: The parameter space Θ ⊆ R× Rd1 × Rd2 is compact, while the input
space X ⊆ Rd1 is bounded. This helps ensure the convergence of least squares estimation.

(A.2) Distinct experts: The true parameters η∗1 , . . . , η
∗
k∗

are distinct so that the experts
h(·, η∗1), . . . , h(·, η∗k∗

) are different from each other. Furthermore, the expert function h(·, η) is
Lipschitz continuous w.r.t its parameters and bounded.

(A.3) Identifiability of the MoE: In order that the cosine routing MoE is identifiable, i.e., fG(x) =
fG∗(x) for almost every x implies that G ≡ G∗, we let β∗

0k∗
= 0.

(A.4) Input-dependent router: To ensure that the router is input-dependent, we assume that at least
one among the parameters β∗

11, . . . , β
∗
1k∗

is non-zero.

Technical challenges. The normalization of parameters in the cosine router leads to a fundamental
challenge in theory. In particular, to establish parameter and expert estimation rates based on the
convergence rate of the regression function, we rely on decomposing the discrepancy fĜn

(x)−fG∗(x)
into a combination of linearly independent terms by applying Taylor expansions to the product of the
softmax’s numerator and the expert function, i.e. H(x, β1, η) := exp

(
β⊤
1 x

∥β1∥·∥x∥

)
h(x, η). However,

the normalization of β1 in the cosine router leads to an intrinsic interaction among the elements of
the parameter β1 via the following PDE:

β⊤
1

∂H

∂β1
(x, β1, η) = 0. (4)

Although parameter interactions expressed in the language of PDEs have been observed in Nguyen
et al. (2024), the structure of the above interaction is much more sophisticated (even hold for the
first-order derivatives while those in Nguyen et al. (2024) occurs only when taking the second-order
derivatives). Thus, this PDE induces several linearly dependent terms in the Taylor expansion, and we
have to aggregate their coefficients in order to form the desired combination of linearly independent
terms. Then, the resulting coefficients become complex, thereby negatively affecting the convergence
of expert estimation. To the best of our knowledge, such a phenomenon with the cosine router has
never been observed in previous works.

Main contributions. In this work, we develop a comprehensive theoretical analysis of regression
function estimation as well as parameter and expert estimations under the cosine router MoE model (1).
Our contributions are two-fold and can be summarized as follows (see also Table 1):

1. Cosine router: Equipped with the cosine router, we demonstrate that under both the exact-specified
and the over-specified settings, the rates for estimating ground-truth parameters β∗

0i, β
∗
1i and η∗i are

slower than any polynomial rates and, therefore, could be as slow as OP (1/ log
τ (n)), where τ > 0

is some constant. These slow rates are attributed to the internal interaction among router parameters
expressed by the PDE in equation (4). As a result, the estimation rates for experts h(·, η∗i ) are also
negatively affected, and could be of order OP (1/ log

τ (n)).

2. Perturbed cosine router: In response, we propose a novel router called perturbed cosine router
in which we add noises to the L2 norms of the token representations and the expert embeddings.
This not only helps stabilize the router but also eliminates the intrinsic interaction in equation (4).
Additionally, we also establish identifiability conditions to characterize expert functions that have
faster estimation rates than others under the exact-specified and over-specified settings, respectively.
Those conditions indicate that the rates for estimating experts, which are formulated as feed-forward
networks (FFNs) with widely used activation functions such as ReLU and GeLU, are significantly
improved, ranging from OP (

4
√
log(n)/n) to OP (

√
log(n)/n).

Table 1: Summary of worst possible estimation rates for linear experts, polynomial experts and FFN
experts equipped with the ReLU activation function under the MoE with linear router (Nguyen et al.,
2024), cosine router (ours) and perturbed cosine routers (ours).

Routers/ Experts Linear: a⊤x+ b Polynomial: (a⊤x+ b)p, p ≥ 2 ReLU FFN
Linear 1/ logτ (n) 1/ logτ (n) n−1/4

Cosine 1/ logτ (n) 1/ logτ (n) 1/ logτ (n)

Perturbed cosine 1/ logτ (n) n−1/4 n−1/4
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Outline. In Section 2, we establish the convergence rates of parameter and expert estimations under
the setting of the cosine router MoE. Then, we derive these rates when the cosine router is replaced by
the perturbed cosine router in Section 3. Based on these theoretical results, we provide a few practical
implications in Section 4. Next, we empirically verify the (theoretical) benefits of the perturbed
cosine router over the cosine router under both the synthetic and real data settings in Section 5 before
concluding the paper in Section 6. Finally, proofs and additional details of the experiments are
deferred to the Appendices.

Notations. We let [n] stand for the set {1, 2, . . . , n} for any n ∈ N. Next, for any set S, we
denote |S| as its cardinality. For any vector v ∈ Rd and α := (α1, α2, . . . , αd) ∈ Nd, we let
vα = vα1

1 vα2
2 . . . vαd

d , |v| := v1 + v2 + . . . + vd and α! := α1!α2! . . . αd!, while ∥v∥ stands for its
L2-norm value. Lastly, for any two positive sequences (an)n≥1 and (bn)n≥1, we write an = O(bn)
or an ≲ bn if there exists C > 0 such that an ≤ Cbn for all n ∈ N. Meanwhile, the notation
an = OP (bn) indicates that an/bn is stochastically bounded.

2 COSINE ROUTER MIXTURE OF EXPERTS

In this section, we characterize the parameter and expert estimation rates under the over-specified
setting of the cosine router MoE. We first start with the convergence rate of the regression function
estimation fĜn

to the true regression function fG∗ under the L2(µ) norm in the following theorem:

Theorem 1. Given the least-square estimator Ĝn defined in equation (3), the regression estimator
fĜn

(.) converges to the true regression function fG∗(.) at the following rate:

∥fĜn
− fG∗∥L2(µ) = OP (

√
log(n)/n).

The proof of Theorem 1 is in Appendix B.1. The result of Theorem 1 indicates that the re-
gression estimation rate is parametric. Therefore, as long as we can establish the lower bound
∥fĜn

− fG∗∥L2(µ) ≳ L(Ĝn, G∗) where L is some loss function among parameters, we arrive at the

parameter estimation rate L(Ĝn, G∗) = OP (
√
log(n)/n). This approach is the key component of

the convergence rates of parameter and expert estimations under the cosine router MoE. In the sequel,
we will consider the over-specified setting of the cosine router, while the results for the exact-specified
setting will be presented in Appendix A.2.

Recall that under the over-specified setting, the true number of experts k∗ is unknown. Then, based
on the notion of Voronoi cells (Manole & Ho, 2022), we will construct a Voronoi loss function among
parameters tailored to this setting.

Voronoi loss. Let G be a mixing measure with k′ atoms ωi := (β1i, ηi). Then, we distribute these
atoms to the Voronoi cells generated by the atoms ω∗

j := (β∗
1j , η

∗
j ) of G∗, which are defined as

Aj ≡ Aj(G) := {i ∈ [k′] : ∥ωi − ω∗
j ∥ ≤ ∥ωi − ω∗

ℓ ∥,∀ℓ ̸= j}. (5)

Then, the Voronoi loss of interest is given by

L1,r(G,G∗) :=
k∗∑

j=1

∣∣∣
∑

i∈Aj

exp(β0i)− exp(β∗
0j)
∣∣∣+

k∗∑

j=1

∑

i∈Aj

exp(β0i)
[
∥∆β1ij∥r + ∥∆ηij∥r

]
,

where r ≥ 1 is some constant, ∆β1ij := β1i − β∗
1j and ∆ηij := ηi − η∗j .

Note that, due to the parameter interaction inside the cosine router captured by the PDE (4), the
lower bound ∥fĜn

− fG∗∥L2(µ) ≳ L1,r(Ĝn, G∗) does not hold true, and thus, we cannot achieve

the desired bound L1,r(Ĝn, G∗) = OP (
√
log(n)/n) mentioned at the beginning of Section 2. By

contrast, we show in Appendix B.3 an opposed result to the previous lower bound, saying that

lim
ε→0

inf
G∈Ek∗ (Θ):L1,r(G,G∗)≤ε

∥fG − fG∗∥L2(µ)

L1,r(G,G∗)
= 0,

for any r ≥ 1. This result implies the following minimax lower bound of parameter estimation:

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

Theorem 2. Under the over-specified setting, the following minimax lower bound of estimating G∗

inf
Gn∈Gk(Θ)

sup
G∈Gk(Θ)\Gk∗−1(Θ)

EfG [L1,r(Gn, G)] ≳ n−1/2,

holds true for any r ≥ 1, where EfG indicates the expectation taken w.r.t the product measure with
fn
G and the infimum is over all estimators taking values in Gk(Θ).

See Appendix B.3 for the proof of Theorem 2. There are two main implications of the above result:

(i) Parameter estimation rates. The minimax lower bound together with the formulation of L1,r

indicate that at least one among the rates for estimating parameters β∗
1j , β∗

0i, η
∗
j is slower than any

polynomial rates OP (n
−1/2r) and, thus, could be of order OP (1/ log

τ (n)), for some constant τ > 0.

(ii) Router estimation rates: When the estimation rate of either β∗
1 or β∗

0 is slower than any
polynomial rates, since the softmax function is Lipschitz w.r.t the Euclidean norm (Gao & Pavel,
2018), we deduce that the worst possible rate of estimating the cosine router or the mixture weights
in equation (2) could also be slower than any polynomial rates. In practice, the router and the expert
networks are trained simultaneously (see Section 1.2 in (Shazeer et al., 2017)). Thus, the slow
convergence of the router might decelerate the model convergence.

(iii) Expert estimation rates. Assume that Ĝn :=
∑k∗

i=1 exp(β̂0i)δ(β̂n
1i,η̂

n
i ). Since the expert h(·, η)

is Lipschitz continuous, it follows that

sup
x

|h(x, η̂ni )− h(x, η∗j )| ≲ ∥η̂ni − η∗j ∥. (6)

Consequently, the worst possible rate for estimating the expert h(x, η∗j ) is identical to the worst
possible rate for estimating the parameter η∗j . For instance, if the expert function takes the polynomial
form of h(x, η) := (ηx)2 (considered in (Mendes & Jiang, 2012; Nguyen et al., 2021; 2024)), where
we assume x ∈ R for simplicity, then we have |h(x, η̂)−h(x, η∗)| = |η̂−η∗|·|η̂+η∗|·|x|. As a result,
the expert estimation rate is exactly the parameter estimation rate. Thus, when the estimation rate of
η∗j is slower than any polynomial rates, the worst possible estimation rates for the experts h(·, η∗j )
could also be slower than any polynomial rates and be as slow as OP (1/ log

τ (n)). This indicates that
the cosine router is even less sample efficient than the linear router (see also Table 1). Therefore, in
order to improve the sample efficiency while preserving the robustness to the representation collapse,
we need to slightly modify the structure of the cosine router in the next section.

3 PERTURBED COSINE ROUTER MIXTURE OF EXPERTS

In this section, we demonstrate that the pessimistic non-polynomial convergence rates of parameter
and expert estimation under the cosine router can be easily circumvented by the widely used technique
in practice to stabilize the cosine router: adding noises to the L2 norm in the cosine router. Although
this perturbation technique and the cosine router have been well studied in the literature, we would
like to emphasize that to the best of our knowledge, our work is the first to be aware of combining
these two methods together which we refer to as the perturbed cosine router MoE. We now present
the formulation of a MoE with the perturbed cosine router under the regression setting.

Problem setup for the perturbed cosine router MoE model. We assume that an i.i.d. sample of
size n: (X1, Y1), (X2, Y2), . . . , (Xn, Yn) ∈ Rd1 × R is generated according to the model

Yi = gG∗(Xi) + εi, i = 1, . . . , n, (7)

where regression function gG∗(·) takes the following form:

gG∗(x) :=

k∗∑

i=1

Softmax

(
(β∗

1i)
⊤x

(∥β∗
1i∥+ τ1) · (∥x∥+ τ2)

+ β∗
0i

)
· h(x, η∗i ). (8)

Here, τ1, τ2 > 0 are two noise hyper-parameters. The main difference between the two regression
functions fG∗ and gG∗ is the noise hyper-parameters τ1, τ2 that we add to the norms of the expert
embeddings β∗

1i and the token input x, which leads to the perturbed cosine router. By doing so, the pa-
rameter interaction inside the router as in equation (4) does not occur. More specifically, let us denote
H̃(x, β1, η) := exp

(
β⊤
1 x

(∥β1∥+τ1)·(∥x∥+τ2)

)
h(x, η), then it can be verified that β⊤

1
∂H̃
∂β1

(x, β1, η) ̸= 0.

5
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Least squares estimation. Similar to the cosine router setting, we can estimate the unknown
ground-truth parameters (β∗

0i, β
∗
1i, η

∗
i )

k∗
i=1 using the least-square estimator, which is given by:

G̃n := argmin
G

n∑

i=1

(
Yi − gG(Xi)

)2
. (9)

In the following theory, we provide a convergence rate of regression function estimation under the
perturbed cosine router MoE model.

Theorem 3. Given a least squares estimator G̃n defined in equation (9), the regression function
estimation gG̃n

(·) admits the following convergence rate:

∥gG̃n
− gG∗∥L2(µ) = OP (

√
log(n)/n). (10)

Proof of Theorem 3 is in Appendix C.1. The result of Theorem 3 proves that the regression function
estimation rate OP (

√
log(n)/n) under the perturbed cosine router MoE is of the same order as that

with the vanilla cosine router in Theorem 1. Following the similar proof strategy in the cosine router
MoE in Section 2 for capturing the convergence rates of parameter and expert estimations under
the perturbed cosine router MoE model, it is sufficient to establish the lower bound between the
difference of regression functions and the difference of parameters under both the exact-specified and
over-specified settings.

In this section, we study the over-specified setting of the perturbed cosine router. The results for the
exact-specified setting of the perturbed cosine router is in Appendix A.2.

We now derive a condition called strong identifiability on the expert function h(·, η) to identify which
experts exhibit faster estimation rates than others under the over-specified setting.
Definition 1 (Strong identifiability). An expert function x 7→ h(x, η) is called strongly identifiable if
it is twice differentiable with respect to its parameter η, and the set of functions in x

{
∂|α1|+|α2|H̃
∂βα1

1 ∂ηα2
(x, β1i, ηi) : α1 ∈ Nd1 , α2 ∈ Nd2 , 0 ≤ |α1|+ |α2| ≤ 2

}
,

is linearly independent for almost every x for any k ≥ 1 and distinct parameters η1, . . . , ηk, where
we denote H̃(x, β1, η) := exp(

β⊤
1 x

(∥β1∥+τ1)·(∥x∥+τ2)
)h(x, η).

Example. For experts formulated as neural networks, i.e. h(x, (a, b)) = ϕ(a⊤x+ b), if the activation
ϕ is selected as ϕ(z) = ReLU(z), ϕ(z) = tanh(·) or ϕ(z) = zp for p ≥ 2, then they are strongly
identifiable. Conversely, a linear expert h(x, (a, b)) = a⊤x+ b fails to meet the strong identifiability
the condition.

To capture the convergence behavior of expert estimation rate under the over-specified setting in
Theorem 4, we will use the Voronoi loss defined as follows:

L2(G,G∗) :=
k∗∑

j=1

∣∣∣
∑

i∈Aj

exp(β0i)− exp(β∗
0j)
∣∣∣+

∑

j∈[k∗]:|Aj |=1

∑

i∈Aj

exp(β0i)
[
∥∆β1ij∥+ ∥∆ηij∥

]

+
∑

j∈[k∗]:|Aj |>1

∑

i∈Aj

exp(β0i)
[
∥∆β1ij∥2 + ∥∆ηij∥2

]
. (11)

Theorem 4. Suppose that the expert function h(x, η) satisfies the strong identifiability condition in
Definition 1, then the following L2-lower bound holds for any mixing measure G ∈ Gk(Θ):

∥gG − gG∗∥L2(µ) ≳ L2(G,G∗).

Furthermore, this bound and the result in Theorem 3 imply that L2(G̃n, G∗) = OP (
√

log(n)/n).

The proof of Theorem 4 is in Appendix C.3. A few comments regarding this theorem are in order:

(i) Parameter estimation rates. Under the over-specified setting, parameters β∗
1j , η

∗
j which are

fitted by one atom, i.e. |Aj(G̃n)| = 1, share the same estimation rate of order OP (
√
log(n)/n).
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Meanwhile, those for parameters fitted by more than one atom, i.e. |Aj(G̃n)| > 1, are slightly slower,
standing at order OP (

4
√
log(n)/n).

(ii) Expert estimation rates. Given the above parameter estimation rates and the inequality (6), we
observe that the rates for estimating strongly identifiable experts h(·, η∗j ) range from OP (

4
√
log(n)/n)

to OP (
√
log(n)/n). Notably, these rates apply even for polynomial experts of degree at least two, i.e.

h(x, (a, b)) = (a⊤x+ b)p with p ≥ 2, as they satisfy the strong identifiability condition. By contrast,
the estimation rates for polynomial experts when using the vanilla cosine router (see Theorem 2) and
the linear router (see Theorem 4.6, (Nguyen et al., 2024)) are significantly slower and could be of
order OP (1/ log

τ (n)), where τ > 0 is some constant (see also Table 1). This observation highlights
that our proposed perturbed cosine router is more sample efficient than both the linear router and the
cosine router.

4 PRACTICAL IMPLICATIONS

We now discuss two important practical implications from the theoretical results of the paper.

1. Router and expert design: From the benefits of the perturbed cosine router for the expert
estimation of MoE models, our theories suggest that when using the cosine router to avoid the repre-
sentation collapse, practitioners should add noises to L2 norms of the token hidden representations
and the expert embeddings to achieve a favorable performance. Additionally, the strong identifiability
condition also verifies the advantages of using non-linear expert networks over linear ones.

2. Misspecified settings. Thus far in the paper, we have only considered well-specified settings,
namely, the data are assumed to be sampled from the (perturbed) cosine router MoE. Although it may
look restrictive, the results under this setting lay an important foundation for a more realistic misspec-
ified setting where the data are not necessarily generated from those models. Under that misspecified
setting, we assume that the data are generated from a regression framework as in equation (1) but
with an arbitrary regression function q(·), which is not a (perturbed) cosine router MoE. Then, we can
demonstrate that the LSE Ĝn converges to a mixing measure G ∈ argminG∈Gk(Θ) ∥q − fG∥L2(µ),
where fG(·) is a regression function taking the form of the (perturbed) cosine router MoE. Further-
more, the optimal mixing measure will be in the boundary of the parameter space Gk(Θ), namely,
G has k atoms. Thus, as n becomes sufficiently large, Ĝn also has k atoms. The insights from
our theories for the well-specified setting indicate that the Voronoi losses can be used to obtain the
estimation rates of individual parameters of the LSE Ĝn to those of G and therefore, achieve the
following expert estimation rates under the misspecified settings, which will be empirically validated
via numerical experiments in Appendix F:

(2.1) Cosine router MoE: the worst expert estimation rate could be as slow as OP (1/ log
τ (n)) for

some τ > 0. It indicates that we still need an exponential number of data (roughly exp(1/ϵτ ) where
ϵ is the desired approximation error) to estimate the experts as well as select important experts.

(2.2) Perturbed cosine router MoE: the slowest expert estimation rate is of order OP (n
−1/4). Thus,

we only need a polynomial number of data (roughly ϵ−4) to estimate the experts. This explains why
the perturbed cosine router is a solution to the parameter estimation problem, or more generally, the
expert estimation problem of the MoE models.

However, the convergence analysis under the misspecified setting suffers from the challenges of
understanding the universal approximation power of the (perturbed) cosine router, which have
remained elusive in the literature. We provide a more detailed discussion on this challenge in
Appendix G. However, since this is beyond the scope of our paper, we leave it for future development.

5 EXPERIMENTS

In this section, we first conduct numerical experiments on synthetic data (cf. Section 5.1), and then
carry out experiments with real data on language modeling (cf. Section 5.2) and domain generalization
(cf. Section 5.3) tasks. Our main goal is to empirically demonstrate the efficacy of the perturbed
cosine router over the vanilla cosine router and the linear router in MoE models.
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Rate = O(n−0.50)

Rate = O(n−0.11)

Perturbed (τ = 0.1)

7.2 n−0.50

Vanilla (τ = 0.0)

192.8 n−0.11

Vanilla (τ = 0.0)

192.8 n−0.11

(a) Exact-specified setting with k = k∗ = 8 experts

103 104 105

Sample size n

10−3

10−2

10−1

100

101
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103

L 3
(Ĝ

n
,G
∗)

Rate = O(n−0.47)

Rate = O(n−0.05)

Perturbed (τ = 0.1)

1.5 n−0.47

Vanilla (τ = 0.0)

50.3 n−0.05

Vanilla (τ = 0.0)

50.3 n−0.05

(b) Over-specified setting with k = k∗ + 1 = 9

Figure 1: Logarithmic plots displaying empirical convergence rates. Subfigures 1a and 1b depict
the empirical averages of the Voronoi losses L3(Ĝn, G∗) (cf. equation (12)) and L2(Ĝn, G∗) (cf.
equation (11)) for the exact and over-specified settings, respectively. The blue lines depict the Voronoi
loss associated with the perturbed router, whereas the green lines are indicative of the Voronoi loss
associated with the standard cosine router. The red dash-dotted lines are used to illustrate the fitted
lines for determining the empirical convergence rate.

5.1 NUMERICAL EXPERIMENTS

We first perform numerical experiments on synthetic data to empirically verify the theoretical
convergence rates of the least squares estimation for both perturbed and vanilla cosine router MoE
models. We generate synthetic data based on the model described in equation (1). Specifically, we
generate {(Xi, Yi)}ni=1 ⊂ Rd×R by first sampling Xi ∼ Uniform([−1, 1]d) for i = 1, . . . , n. Then,
we generate Yi according to the model: Yi = fG∗(Xi) + εi for i ∈ [n], where the regression function

fG∗(·) is defined as: fG∗(x) :=
∑k∗

i=1 Softmax
(

(β∗
1i)

⊤x
(∥β∗

1i∥+τ)·(∥x∥+τ) + β∗
0i

)
· ϕ
(
(a∗i )

⊤x+ b∗i
)
. The

input data dimension is set at d = 32. We employ k∗ = 8 experts of the form ϕ
(
(a∗i )

⊤x+ b∗i
)
,

where the activation function ϕ is set to be the ReLU function. The details of the values of the
parameters as well as the training procedure are in Appendix E.1.

Results. Two experimental settings are examined: (1) Exact-specified, and (2) Over-specified. In the
exact-specified setting, the model is fitted with the same number of experts as the data generation
model, specifically k = k∗ = 8. In the over-specified setting, the model includes one additional
expert, totaling k = k∗ + 1 = 9 experts. In each setting, experiments are conducted using both the
standard and the perturbed cosine routers, with τ set to zero for the standard router and 0.1 for the
perturbed router. For each experiment, we calculate the Voronoi losses for every model and report the
mean values for each sample size in Figure 1. Error bars representing two standard deviations are
also shown. In Figure 1a, the empirical convergence rates of both the standard and perturbed routers
are analyzed under the exact-specified setting. The perturbed router shows a rapid convergence rate
of O(n−0.5), while the standard vanilla router has a noticeably slower rate of O(n−0.11). Similarly,
in Figure 1b, the convergence rates are assessed for the same routers under the over-specified setting.
Here, the perturbed router again shows a faster convergence rate of O(n−0.47), compared to the
cosine router’s slower rate of O(n−0.05).

Misspecified settings. In Appendix F, we will also conduct numerical experiments for comparing
the sample efficiency of the cosine router and its perturbed variant under the setting where the data
are generated from the regression framework with the same regression function.

5.2 LANGUAGE MODELING

In this section, we focus on the language modeling task (Bahl et al., 1983), a fundamental challenge
in natural language processing that involves predicting the next word or character in a sequence to
evaluate a model’s ability to generate and understand text. To assess how different routers influence
the model’s ability to capture linguistic structures and enhance performance across varying levels of
textual granularity, we compare the performance of perturbed and vanilla cosine router Mixture of
Experts (MoEs) on both character-level (Graves, 2013) and word-level (Bengio et al., 2000) tasks.

Datasets. We evaluate the model’s pre-training capabilities on character-level language modeling
using Enwik8 and Text8 datasets (Mahoney, 2011), and assess its word-level language modeling
performance on Wikitext-103 (Merity et al., 2016).
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Table 2: Performance of vanilla and perturbed cosine routers on language modeling tasks.

Router/Experts Enwik8 (BPC ↓) Text8 (BPC ↓) Wikitext-103 (PPL ↓)

Small Medium Small Medium Small Medium
Cosine 1.213 1.161 1.310 1.271 90.070 38.018
Perturbed cosine 1.197 1.147 1.303 1.251 89.910 37.859

Metrics. To quantify the performance of our perturbed cosine router relative to the vanilla cosine one,
we utilize the Bit Per Character (BPC) metric (Graves, 2013) for character-level language modeling
and Perplexity (PPL) (Jelinek et al., 1977) for word-level language modeling tasks.

Architecture and training procedure. In order to alleviate the representation collapse issue associ-
ated with estimating routing scores in the original space, we follow Chi et al. (2022) to first project
input representations on lower-dimensional space and parameterize experts with corresponding lower-
dimensional embeddings. Subsequently, we calculate the routing scores of inputs and embeddings
in this reduced-dimensional space using our proposed perturbed cosine router. Our experiments
adopt the Switch Transformer (Fedus et al., 2021), which is fundamentally a sparse variant of the T5
encoder-decoder (Raffel et al., 2020), with MoE layers replacing the MLPs. Detailed information
regarding the datasets, metrics, training setup, and hyperparameters for this task is provided in
Appendix E.2.

Results. The empirical advantage of our proposed cosine router over the vanilla version when applied
to language modeling tasks is demonstrated in Table 2. The results indicate that the perturbed cosine
router enhances the performance of the original cosine router in all datasets across both small and
medium configurations. It notably improves results for the Enwik8 and Text8 datasets at various
scales and slightly outperforms the original cosine router for the Wikitext-103 dataset.

5.3 DOMAIN GENERALIZATION

We conduct experiments on the applications of MoE models in domain generalization. Our objective
is to empirically demonstrate the efficacy of our proposed perturbed cosine router over the vanilla
cosine router in this field. Domain generalization (Zhou et al., 2023a) aims to generalize a model’s
performance to unseen test domains with distributions different from those encountered during
training. Specifically, in domain generalization, a model is expected to leverage multiple training
datasets gathered from various domains and exhibit robustness to domain shifts during testing. Such
ability of out-of-distribution generalization largely hinges on the model’s capability to incorporate
invariances across multiple domains (Li et al., 2023). Given that distribution shifts in data correspond
to distribution shifts in (visual) attributes (Wiles et al., 2022), capturing these diverse attributes and
aligning them with invariant correlations is crucial. Mixture of Experts emerges as a powerful tool for
efficiently capturing these visual attributes, and it has been proven effective in enhancing performance
in domain generalization (Li et al., 2023). Therefore, we further justify the effectiveness of our
perturbed cosine router in domain generalization.
Datasets. We followed the experimental setting of Li et al. (2023) and evaluated our method using
5 benchmark datasets in DomainBed: PACS, VLCS, OfficeHome, TerraIncognita, and DomainNet.
Each dataset is comprised of images for classification tasks from different domains.
Architecture. Following Gulrajani & Lopez-Paz (2021), we conduct experiments on ViT-S/16, which
has an input patch size of 16× 16, comprising 6 heads in multi-head attention layers, and a total of 12
transformer blocks. We adopt a last-two two-layer configuration, where each MoE block comprises 6
experts. The router selects the top 2 out of 6 experts for each image patch.
Training procedure and result. We follow the training-domain validation procedure outlined in
(Li et al., 2023; Gulrajani & Lopez-Paz, 2021), where each training domain is split into training and
validation subsets. The final overall validation set consists of the validation subsets from all training
domains. Subsequently, we select the model with the highest performance on the overall validation
set. To ensure fair comparisons, the results are averaged over three runs.
Table 3 summarizes the experimental results. For each dataset, we report the average results across
test domains. The results demonstrate that our perturbed cosine router consistently outperforms the
linear and vanilla cosine router across all datasets, thereby convincingly justifying the effectiveness of
adding noise to cosine routers. Detailed performances for each domain are reported in Tables 4 and 5.
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Table 3: Average out-of-distribution test accuracies.

Router/Experts PACS VLCS OfficeHome TerraIncognita DomainNet Avg.
Linear 86.33 78.15 73.02 41.30 48.19 65.40
Cosine 87.22 78.99 73.27 45.55 48.45 66.70
Perturbed cosine 89.36 80.01 74.09 49.87 48.51 68.37

Table 4: Per-domain performance of PACS, VLCS, OfficeHome, TerraIncognita.

Router/Experts A C P S
PACS Linear 87.29 81.20 98.50 78.34

Cosine 89.24 86.11 97.60 75.92
Perturbed cosine 89.87 86.97 97.90 82.68

Router/Experts C L S V
VLCS Linear 97.53 63.65 74.09 77.33

Cosine 98.59 67.42 70.88 79.07
Perturbed cosine 98.59 67.80 74.70 78.95

Router/Experts A C P R
OfficeHome Linear 72.99 57.27 79.03 82.78

Cosine 73.40 57.27 78.69 83.70
Perturbed cosine 74.64 57.85 79.59 84.27

Router/Experts L100 L30 L43 L46
TerraIncognita Linear 45.99 28.51 54.66 36.05

Cosine 50.00 37.49 53.02 41.67
Perturbed cosine 57.59 43.30 56.93 41.67

Table 5: Per-domain performance of DomainNet.

Router/Experts clipart infograph painting quickdraw real sketch
DomainNet Linear 69.11 24.95 54.81 16.88 68.95 54.41

Cosine 68.05 24.48 55.75 17.39 69.41 55.59
Perturbed 68.31 24.52 55.03 17.90 69.46 55.83

6 CONCLUSION

In this paper, we investigate the impacts of the cosine router on the convergence rates of least
squares estimation in MoE models. We figure out that owing to the parameter interaction inside
the cosine router expressed by a PDE, the rates for estimating parameters and experts are slower
than any polynomial rates and therefore, could be as slow as OP (1/ log

τ (n)). In response to this
issue, we propose using the perturbed cosine router where we add noises to the L2 norms of the
token representations and the expert embeddings in the cosine router in order to eliminate the
previous parameter interaction. Equipped with this novel router, we demonstrate that if the expert
function satisfies the strong identifiability condition, then the parameter and expert estimation rates
are significantly improved to be of polynomial orders. Finally, we conduct several experiments on
both synthetic and real-world data to empirically justify the theoretical results.

Limitations. There are a few limitations in our current analysis. First of all, the assumption
that the data are sampled from the (perturbed) cosine router MoE is often violated in real-world
settings. However, as discussed in Section 4, our theories can totally be extended to a more realistic
misspecified setting where the data are not necessarily generated from those models, which we leave
for future development. Second, since the ground-truth parameters are implicitly assumed to be
independent of the sample size n, the parameter and expert estimation rates presented in this work
are point-wise rather than uniform. To cope with this problem, we can utilize the techniques for
characterizing the uniform parameter estimation rates in traditional mixture models (see (Heinrich &
Kahn, 2018; Do et al., 2023)). Nevertheless, since the adaptation of those techniques to the setting of
the (perturbed) cosine router MoE is still challenging due to the complex structures of the (perturbed)
cosine router, we believe that further technical tools need to be developed to achieve the desired
uniform estimation rates.
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REPRODUCIBILITY STATEMENT

To facilitate the reproduction of our empirical results, we present detailed descriptions of the data and
the experimental setup in Section 5 and Appendix E. We will release our code upon the acceptance of
our submission. All datasets used in this study are publicly available, enabling full replication of our
experiments.
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Supplementary Material for
“Statistical Advantages of Perturbing Cosine Router in

Mixture of Experts”
In this supplementary material, we first explore the exact-specified settings of the (perturbed) cosine
router MoE model in Appendix A. Next, we provide proofs of theoretical results associated with
the cosine router MoE and its perturbed counterpart in Appendix B and Appendix C, respectively.
Those proofs are partially supported by auxiliary results presented in Appendix D. Subsequently, in
Appendix E, we specify the details for the experiments performed in Section 5. Finally, we conduct
further numerical experiments on the convergence of least squares estimation under the misspecified
settings in Appendix F.

A ADDITIONAL RESULTS

In this appendix, we provide the convergence analysis of parameter and expert estimation under
the exact-specified settings of the cosine router MoE and its perturbed variant in Appendix A.1 and
Appendix A.2, respectively.

A.1 EXACT-SPECIFIED SETTING OF THE COSINE ROUTER MOE

Firstly, we start with the exact-specified setting of the cosine router MoE.

Recall that under the exact-specified setting, the true number of experts k∗ is known. According to
the proof technique for deriving parameter estimation rates under the exact-specified setting in the
literature (Nguyen et al., 2023), a key step is to apply the first-order Taylor expansions to the product
of the softmax’s numerator and the expert function, i.e. H(x, β1, η) := exp

(
β⊤
1 x

∥β1∥·∥x∥

)
h(x, η).

However, since the parameter interaction via the PDE in equation (4), i.e. β⊤
1

∂H
∂β1

(x, β1, η) = 0,
holds even for the first derivatives of the function H , the convergence of LSE under the exact-specified
setting is illustrated by minimax lower bound for estimating G∗ in Theorem 5.

Theorem 5. Under the exact-specified setting, the following minimax lower bound of estimating G∗

inf
Gn∈Ek∗ (Θ)

sup
G∈Ek∗ (Θ)

EfG [L1,r(Gn, G)] ≳ n−1/2,

holds true for any r ≥ 1, where EfG indicates the expectation taken w.r.t the product measure with
fn
G and the infimum is over all estimators taking values in Ek∗(Θ).

Proof of Theorem 5 is deferred to Appendix B.2. It can be seen that the convergence behavior of
parameter and expert estimation under the exact-specified setting is analogous to that under the
over-specified setting. That is, the rates for estimating parameters β∗

1j and η∗j as well as experts
h(·, η∗j ) are slower than any polynomial rates and thus, could be as slow as OP (1/ log

τ (n)), where
τ > 0 is some constant.

A.2 EXACT-SPECIFIED SETTING OF THE PERTURBED COSINE ROUTER MOE

We now consider the exact-specified setting of the perturbed cosine router MoE model (7). To begin
with, we introduce a condition called weak identifiability on the expert function h(·, η) to characterize
which experts have faster estimation rates than others under this setting.

Definition 2 (Weak identifiability). An expert function x 7→ h(x, η) is said to be weakly identifiable
if it is differentiable w.r.t its parameter η and the set of functions in x

{
∂|α1|+|α2|H̃
∂βα1

1 ∂ηα2
(x, β1i, ηi) : α1 ∈ Nd1 , α2 ∈ Nd2 , 0 ≤ |α1|+ |α2| ≤ 1

}
,

is linearly independent for almost every x, for any k ≥ 1 and pair-wise distinct parameters η1, . . . , ηk,
where we denote H̃(x, β1, η) := exp(

β⊤
1 x

(∥β1∥+τ1)·(∥x∥+τ2)
)h(x, η).
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Recall from the “Technical challenges” paragraph in Section 1 that a key step to establish the expert
estimation rates is to decompose the difference fG̃n

(x) − fG∗(x) into a combination of linearly
independent terms via Taylor expansions to the function H(·, β1, η). Therefore, the purpose of the
weak identifiability condition is to avoid all potential parameter interactions as in equation (4), which
may lead to undesirable linearly dependent terms.

Example. For simplicity, we consider experts formulated as neural networks, i.e. h(x, (a, b)) =
ϕ(a⊤x + b). It can be validated that if the function ϕ(·) is either a popular activation such as
ReLU(·) and tanh(·) or a polynomial ϕ(z) = zp, for any p ∈ N, then the expert h(x, (a, b)) is
weakly identifiable. On the other hand, a constant expert h(·, η) = constant fails to satisfy the weak
identifiability the condition.

Next, we will use the Voronoi loss function L3(G,G∗) defined below to determine the estimation
rates for weakly identifiable experts in Theorem 6, whose proof can be found in Appendix C.2:

L3(G,G∗) :=
k∗∑

j=1

∣∣∣
∑

i∈Aj

exp(β0i)− exp(β∗
0j)
∣∣∣+

k∗∑

j=1

∑

i∈Aj

exp(β0i)
[
∥∆β1ij∥+ ∥∆ηij∥

]
. (12)

Theorem 6. Assume that h(·, η) is a weakly identifiable expert function, then the following lower
bound holds true for any G ∈ Ek∗(Θ):

∥gG − gG∗∥L2(µ) ≳ L3(G,G∗).

Furthermore, this bound and the result in Theorem 3 imply that L3(G̃n, G∗) = OP (
√

log(n)/n).

The bound L3(G̃n, G∗) = OP (
√
log(n)/n) all the parameters β∗

1j , η
∗
j enjoy the same parametric es-

timation rates, standing at order OP (
√
log(n)/n). Furthermore, by employing the argument in equa-

tion (6), we deduce that the rates for estimating experts h(·, η∗j ) are also of order OP (
√

log(n)/n).
Those rates are substantially faster than their counterparts when using the vanilla cosine router, which
could be as slow as OP (1/ log

τ (n)) (see Theorem 5). This comparison highlights the benefits of our
proposed perturb cosine router over the vanilla cosine router.

B PROOF OF RESULTS FOR COSINE ROUTER MOE

In this appendix, we provide proofs for the theoretical results regarding the cosine router in stated in
Section 2, including Theorem 1, Theorem 5, and Theorem 2, in that order.

B.1 PROOF OF THEOREM 1

First of all, let us introduce the definitions of some necessary concepts for the proof, namely an
ε-bracket, a bracketing number, a bracketing entropy, an ε-cover and a covering number. In particular,
let (R, || · ||) be the space of real-valued functions f : X → R. Then, the aforementioned concepts
are defined as follows:
Definition 3 (ε-bracket). Given two functions L(·) and U(·), the bracket [L,U ] is the set of all
functions f ∈ R such that L(x) ≤ f(x) ≤ U(x) for all x ∈ X , and ∥U − L∥ ≤ ε.
Definition 4 (Bracketing number). The bracketing number N[](ε,R, ∥ · ∥) is the minimum number of
ε-brackets needed to cover R.
Definition 5 (Bracketing entropy). The bracketing entropy HB(ε,R, || · ||) is the logarithm of the
bracketing number N[](ε,R, ∥ · ∥).
Definition 6 (ε-cover). An ε-cover of the set R under some norm ∥ · ∥ is a set {π1, . . . , πN} such
that for any f ∈ R, there exists some i ∈ [N ] such that ∥f − πi∥ ≤ ε.
Definition 7 (Covering number). The ε-covering number N(ε,R, ∥ · ∥) is the minimum number of
balls B(π; ε) = {f ∈ R : ∥f − π∥ ≤ ε} need to cover R.

Subsequently, we denote by Rk(Θ) the set of regression functions w.r.t mixing measures in Gk(Θ),
that is, Rk(Θ) := {fG(x) : G ∈ Gk(Θ)}. Additionally, for each δ > 0, the L2 ball centered around
the regression function fG∗ and intersected with the set Rk(Θ) is defined as

Rk(Θ, δ) :=
{
f ∈ Rk(Θ) : ∥f − fG∗∥L2(µ) ≤ δ

}
.
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In order to measure the size of the above set, van de Geer (2000) suggest using the following quantity:

JB(δ,Rk(Θ, δ)) :=

∫ δ

δ2/213
H

1/2
B (t,Rk(Θ, t), ∥ · ∥L2(µ)) dt ∨ δ, (13)

where HB(t,Rk(Θ, t), ∥ · ∥L2(µ)) stands for the bracketing entropy (van de Geer, 2000) of Rk(Θ, u)

under the L2-norm, and t ∨ δ := max{t, δ}. By using the similar proof argument of Theorem 7.4
and Theorem 9.2 in (van de Geer, 2000) with notations being adapted to this work, we obtain the
following lemma:
Lemma 1. Take Ψ(δ) ≥ JB(δ,Rk(Θ, δ)) that satisfies Ψ(δ)/δ2 is a non-increasing function of
δ. Then, for some universal constant c and for some sequence (δn) such that

√
nδ2n ≥ cΨ(δn), we

achieve that

P
(
∥fĜn

− fG∗∥L2(µ) > δ
)
≤ c exp

(
−nδ2

c2

)
,

for all δ ≥ δn.

General picture. We first show that when the expert functions are Lipschitz continuous, the following
bound holds for any 0 < ε ≤ 1/4:

HB(ε,Rk(Θ, ε), ∥.∥L2(µ)) ≲ log(1/ε). (14)

Given this bound, it follows that

JB(δ,Rk(Θ, δ)) =

∫ δ

δ2/213
H

1/2
B (t,Rk(Θ, t), ∥ · ∥L2(µ)) dt ∨ δ ≲

∫ δ

δ2/213
log(1/t)dt ∨ δ. (15)

Let Ψ(δ) = δ · [log(1/δ)]1/2, then Ψ(δ)/δ2 is a non-increasing function of δ. Furthermore, equa-
tion (15) indicates that Ψ(δ) ≥ JB(δ,Rk(Θ, δ)). In addition, let δn =

√
log(n)/n, then we get

that
√
nδ2n ≥ cΨ(δn) for some universal constant c. Finally, by applying Lemma 1, we achieve the

desired conclusion of the theorem. As a consequence, it suffices to demonstrate the bound (14).

Proof for the bound (14). In order to prove the bracketing entropy bound in equation (14), we
leverage the proof arguments for the convergence of regression estimation in (Nguyen et al., 2024).

Since the expert functions are Lipschitz continuous, then for any function fG ∈ Rk(Θ), we have that
fG(x) ≤ M for all x where M > 0 is some constant.

Let τ ≤ ε and {π1, . . . , πN} be the τ -cover under the L∞ norm of the set Rk(Θ) where N :=
N(τ,Rk(Θ), ∥ · ∥L∞) is the τ -covering number of the metric space (Rk(Θ), ∥ · ∥L∞). Then, we
construct the brackets of the form [Li(x), Ui(x)] for all i ∈ [N ] as follows:

Li(x) := max{πi(x)− τ, 0},
Ui(x) := max{πi(x) + τ,M}.

From the above formulation, it can be checked that Rk(Θ) ⊂ ∪N
i=1[Li(x), Ui(x)], and Ui(x) −

Li(x) ≤ min{2τ,M}. Additionally, we get that

∥Ui − Li∥L2(µ) =
(∫

[Ui(x)− Li(x)]
2
)1/2

dµ(x) ≤ 2τ.

By definition of the bracketing entropy, we achieve that

HB(2τ,Rk(Θ), ∥ · ∥L2(µ)) = logN[](2τ,Rk(Θ), ∥ · ∥L2(µ))

≤ logN = logN(τ,Rk(Θ), ∥ · ∥L∞). (16)

Therefore, it is necessary to provide an upper bound for the covering number N . Indeed, let us denote
∆ := {(β0, β1) ∈ R× Rd1 : (β0, β1, η) ∈ Θ} and Ω := {η ∈ Rd2 : (β0, β1, η) ∈ Θ}. Since Θ is a
compact set, ∆ and Ω are also compact. Therefore, we can find τ -covers ∆τ and Ωτ for ∆ and Ω,
respectively. Furthermore, it can be validated that

|∆τ | ≤ OP (τ
−(d1+1)k), |Ωτ | ≤ OP (τ

−d2k).
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For each mixing measure G =
∑k

i=1 exp(β0i)δ(β1i,ηi) ∈ Gk(Θ), we consider two other mixing
measures G′ and G defined as

G′ :=
k∑

i=1

exp(β0i)δ(β1i,ηi)
, G :=

k∑

i=1

exp(β0i)δ(β1i,ηi)
.

Here, ηi ∈ Ωτ such that ηi is the closest to ηi in that set, while (β0i, β1i) ∈ ∆τ is the closest to
(β0i, β1i) in that set. Now, we aim to upper bound the term ∥fG − fG′∥2L2(µ). In particular, we have

∥fG − fG′∥2L2(µ) =

∫

X

[
k∑

i=1

Softmax

(
(β1i)

⊤x
∥β1i∥ · ∥x∥

+ β0i

)
· [h(x, ηi)− h(x, ηi)

]2
dµ(x)

≤
∫

X

[ k∑

i=1

(h(x, ηi)− h(x, ηi))
]2

dµ(x)

≤ k

∫

X

k∑

i=1

[h(x, ηi)− h(x, ηi)]
2 dµ(x)

≲ k

∫

X

k∑

i=1

∥ηi − ηi∥2 dµ(x)

≲ τ2,

which implies that ∥fG − fG′∥L2(µ) ≲ τ . Above, the second inequality is obtained by applying the
Cauchy-Schwarz inequality, the third inequality holds as the softmax weight is bounded by 1, and the
fourth inequality is due to the fact that the expert h(x, ·) is a Lipschitz function.

Next, we demonstrate that ∥fG′ − fG∥L2(µ) ≲ τ as follows:

∥fG′ − fG∥2L2(µ) =

∫

X
|fG′(x)− fG(x)|2 dµ(x)

≤
∫

X

k∑

i=1

∣∣∣Softmax
( β⊤

1ix

∥β1i∥ · ∥x∥
+ β0i

)
− Softmax

( β
⊤
1ix

∥β1i∥ · ∥x∥
+ β0i

)∣∣∣
2

· |h(x, ηℓi)|2 dµ(x)

≲
∫

X

k∑

i=1

[∥β1i − β1i∥2 · ∥x∥2 + |β0i − β0i|2]dµ(x)

≤
∫

X

k∑

i=1

[τ2 ·B2 + τ2]dµ(x) ≲ τ, (17)

By the triangle inequality, we have

∥fG − fG∥L2(µ) ≤ ∥fG − fG′∥L2(µ) + ∥fG′ − fG∥L2(µ) ≲ τ.

By definition of the covering number, we deduce that

N(τ,Rk(Θ), ∥ · ∥L2(µ)) ≤ |∆τ | × |Ωτ |
≤ OP (n

−(d1+1)k)×O(n−d2k)

≤ O(n−(d1+1+d2)k). (18)

Putting the results in equations (16) and (18) together, we achieve that

HB(2τ,Rk(Θ), ∥ · ∥L2(µ)) ≲ log(1/τ).

By setting τ = ε/2, we achieve that

HB(ε,Rk(Θ), ∥.∥L2(µ)) ≲ log(1/ε),

which completes the proof.
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B.2 PROOF OF THEOREM 5

Lemma 2. If the following holds for any r ≥ 1:

lim
ε→0

inf
G∈Ek∗ (Θ):L1,r(G,G∗)≤ε

∥fG − fG∗∥L2(µ)

L1,r(G,G∗)
= 0, (19)

then we obtain that

inf
Gn∈Ek∗ (Θ)

sup
G∈Ek∗ (Θ)

EfG [L1,r(Gn, G)] ≳ n−1/2. (20)

Proof of Lemma 2. Indeed, from the Gaussian assumption on the noise variables ϵi, we obtain that
Yi|Xi ∼ N (fG∗(Xi), σ

2) for all i ∈ [n]. Next, the assumption in equation (19) indicates for
sufficiently small ε > 0 and a fixed constant C1 > 0 which we will choose later, we can find a mixing
measure G′

∗ ∈ Ek∗(Θ) such that L1,r(G
′
∗, G∗) = 2ε and ∥fG′

∗
− fG∗∥L2(µ) ≤ C1ε. From Le Cam’s

lemma (Yu, 1997), as the Voronoi loss function L1,r satisfies the weak triangle inequality, we obtain
that

inf
Gn∈Ek∗ (Θ)

sup
G∈Ek∗ (Θ)

EfG [L1,r(Gn, G)]

≳
L1,r(G

′
∗, G∗)
8

exp(−nEX∼µ[KL(N (fG′
∗
(X), σ2),N (fG∗(X), σ2))])

≳ ε · exp(−n∥fG′
∗
− fG∗∥2L2(µ)),

≳ ε · exp(−C1nε
2), (21)

where the second inequality is due to the fact that

KL(N (fG′
∗
(X), σ2),N (fG∗(X), σ2)) =

(fG′
∗
(X)− fG∗(X))2

2σ2
.

By choosing ε = n−1/2, we obtain that ε · exp(−C1nε
2) = n−1/2 exp(−C1). As a consequence,

we achieve the desired minimax lower bound in equation (20).

Main proof. It is sufficient to show that the following limit holds true for any r ≥ 1:

lim
ε→0

inf
G∈Ek∗ (Θ):L1,r(G,G∗)≤ε

∥fG − fG∗∥L2(µ)

L1,r(G,G∗)
= 0. (22)

To this end, we need to construct a sequence of mixing measures Gn ∈ Ek∗(Θ) that satisfies
L1,r(Gn, G∗) → 0 and

∥fGn − fG∗∥L2(µ)

L1,r(Gn, G∗)
→ 0,

as n → ∞. Next, let us take into account the sequence Gn =
∑k∗

i=1 exp(β
n
0i)δ(βn

1i,η
n
i ) in which

• exp(βn
0i) = exp(β∗

0i) for any 1 ≤ i ≤ k∗;

• βn
11 =

(
1 + 1

n

)
β∗
11 and βn

1i = β∗
1i for any 2 ≤ i ≤ k∗;

• ηni = η∗i for any 1 ≤ i ≤ k∗.

Consequently, it can be verified that when n → ∞, we have

L1,r(Gn, G∗) = exp(β∗
01)
[
∥βn

11 − β∗
11∥r

]
= exp(β∗

01) ·
(√d

n

)r
→ 0,

Next, we demonstrate that ∥fGn
− fG∗∥L2(µ)/L1,r(Gn, G∗) → 0. For that purpose, we consider the

quantity

Qn(x) :=




k∗∑

j=1

exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

+ β∗
0j

)
 · [fGn

(x)− fG∗(x)], (23)
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which can be decomposed as follows:

Qn(x) =

k∗∑

j=1

∑

i∈Aj

exp(βn
0i)

[
exp

(
(βn

1i)
⊤x

∥βn
1i∥ · ∥x∥

)
h(x, ηni )− exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

)
h(x, η∗j )

]

−
k∗∑

j=1

∑

i∈Aj

exp(βn
0i)

[
exp

(
(βn

1i)
⊤x

∥βn
1i∥ · ∥x∥

)
fGn

(x)− exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

)
fGn(x)

]

+

k∗∑

j=1

( ∑

i∈Aj

exp(βn
0i)− exp(β∗

0j)
)
exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

)[
h(x, η∗j )− fGn

(x)
]

:= An(x)−Bn(x) + Cn(x).

Since exp(βn
0i) = exp(β∗

0i) for all i ∈ [k∗], we deduce that Cn(x) = 0. Additionally, from the
choices of βn

1i and ηni , we can rewrite An(x) as

An(x) = exp(β∗
01)

[
exp

(
(βn

11)
⊤x

∥βn
11∥ · ∥x∥

)
− exp

(
(β∗

11)
⊤x

∥β∗
11∥ · ∥x∥

)]
h(x, η∗1).

Let us denote F (x, β1) := exp
(

β⊤
1 x

∥β1∥·∥x∥

)
. By applying the Taylor expansion of order r, we have

An(x) = exp(β∗
01)h(x, η

∗
1)

r∑

|α|=1

1

α!
· (βn

11 − β∗
11)

α · ∂
|α|F
∂βα

1

(x, β∗
11) +R(x)

= exp(β∗
01)h(x, η

∗
1)

r∑

|α|=1

1

α!

(
1 +

1

n

)|α|
(β∗

11)
α · ∂

|α|F
∂βα

1

(x, β∗
11) +R(x),

where R(x) is a Taylor remainder such that R(x)/L1,r(Gn, G∗) → 0 as n → ∞. It is implied from
Lemma 3 (see Appendix D) that

∑

|α|=t

1

α!
(β∗

11)
α · ∂

|α|F
∂βα

1

(x, β∗
11) = 0,

for any 1 ≤ t ≤ r, it follows that An(x) = R(x). This result indicates that An(x)/L1,r(Gn, G∗) →
0 as n → ∞. By arguing similarly, we also obtain that Bn(x)/L1,r(Gn, G∗) → 0 as n → ∞.
Combine the previous results together, we achieve that

Qn(x)/L1,r(Gn, G∗) → 0.

Since the input space X and the parameter space Θ are both bounded, the term
∑k∗

j=1 exp

(
(β∗

1j)
⊤x

∥β∗
1j∥·∥x∥

+ β∗
0j

)
is also bounded. This result together with the formulation of Qn(x)

in equation (23) suggests that [fGn(x)− fG∗(x)]/L1,r(Gn, G∗) → 0 for almost every x ∈ X . As a
consequence, we get that

∥fGn − fG∗∥L2(µ)

L1,r(Gn, G∗)
→ 0,

as n → ∞, and hence, achieve the result in equation (22).

B.3 PROOF OF THEOREM 2

Similar to the proof of Theorem 5 in Appendix B.2, we only need to demonstrate that the following
limit holds true for any r ≥ 1:

lim
ε→0

inf
G∈Gk(Θ):L1,r(G,G∗)≤ε

∥f̄G − fG∗∥L2(µ)

L1,r(G,G∗)
= 0. (24)

For that purpose, it suffices to build a sequence of mixing measures Gn ∈ Gk(Θ) that satisfies
L1,r(Gn, G∗) → 0 and

∥f̄Gn − fG∗∥L2(µ)

L1,r(Gn, G∗)
→ 0,

as n → ∞. Let us consider the sequence Gn =
∑k∗+1

i=1 exp(βn
0i)δ(βn

1i,η
n
i ) in which
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• exp(βn
01) = exp(βn

02) =
1
2 exp(β

∗
01), and exp(βn

0i) = exp(β∗
0(i−1)) for any 3 ≤ i ≤ k∗+1;

• βn
11 =

(
1− 1

n

)
β∗
11, βn

12 =
(
1 + 1

n

)
β∗
11 and βn

1i = β∗
1(i−1) for any 3 ≤ i ≤ k∗ + 1;

• ηn1 = ηn2 = η∗1 , and ηni = η∗i−1 for any 3 ≤ i ≤ k∗ + 1.

Consequently, it can be verified that when n → ∞, we have

L1,r(Gn, G∗) =
1

2
exp(β∗

01)
[
∥βn

11 − β∗
11∥r + ∥βn

12 − β∗
11∥r

]
= exp(β∗

01) ·
(√d1

n

)r
→ 0,

Next, we demonstrate that ∥f̄Gn
− fG∗∥L2(µ)/L1,r(Gn, G∗) → 0.

To this end, we consider the quantity

Qn(x) :=




k∗∑

j=1

exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

+ β∗
0j

)
 · [fGn(x)− fG∗(x)], (25)

which can be decomposed as follows:

Qn(x) =

k∗∑

j=1

∑

i∈Aj

exp(βn
0i)

[
exp

(
(βn

1i)
⊤x

∥βn
1i∥ · ∥x∥

)
h(x, ηni )− exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

)
h(x, η∗j )

]

−
k∗∑

j=1

∑

i∈Aj

exp(βn
0i)

[
exp

(
(βn

1i)
⊤x

∥βn
1i∥ · ∥x∥

)
fGn(x)− exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

)
fGn(x)

]

+

k∗∑

j=1

( ∑

i∈Aj

exp(βn
0i)− exp(β∗

0j)
)
exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

)[
h(x, η∗j )− fGn

(x)
]

:= An(x)−Bn(x) + Cn(x).

From the choices of βn
1i and ηni , we can rewrite An(x) as

An(x) =
1

2
exp(β∗

01)h(x, η
∗
1)

2∑

i=1

[
exp

(
(βn

1i)
⊤x

∥βn
1i∥ · ∥x∥

)
− exp

(
(β∗

11)
⊤x

∥β∗
11∥ · ∥x∥

)]
.

Let us denote F (x, β1) := exp
(

β⊤
1 x

∥β1∥·∥x∥

)
. By applying the Taylor expansion of order r, we have

An(x) =
1

2
exp(β∗

01)h(x, η
∗
1)

2∑

i=1

r∑

|α|=1

1

α!
· (βn

1i − β∗
11)

α · ∂
|α|F
∂βα

1

(x, β∗
1i) +R(x)

=
1

2
exp(β∗

01)h(x, η
∗
1)

2∑

i=1

r∑

|α|=1

1

α!

(
1 +

(−1)i

n

)|α|
(β∗

11)
α · ∂

|α|F
∂βα

1

(x, β∗
11) +R(x),

where R(x) is a Taylor remainder such that R(x)/L1,r(Gn, G∗) → 0 as n → ∞. It follows from
Lemma 3 (see Appendix D) that

∑

|α|=t

1

α!

(
1 +

(−1)i

n

)|α|
(β∗

11)
α · ∂

|α|F
∂βα

1

(x, β∗
11)

=
(
1 +

(−1)i

n

)t ∑

|α|=t

1

α!
(β∗

11)
α · ∂

|α|F
∂βα

1

(x, β∗
11) = 0.

for any 1 ≤ t ≤ r. Thus, we get that An(x) = R(x), which implies that An(x)/L1,r(Gn, G∗) → 0
as n → ∞. By arguing similarly, we also obtain that Bn(x)/L1,r(Gn, G∗) → 0 as n → ∞.
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Furthermore, we have

Cn(x) =
( 2∑

i=1

exp(βn
0i)− exp(β∗

01)
)
exp

(
(β∗

11)
⊤x

∥β∗
11∥ · ∥x∥

)[
h(x, η∗1)− f̄Gn

(x)
]

+

k∗∑

j=2

(
exp(βn

0(j+1))− exp(β∗
0j)
)
exp

(
(β∗

1j)
⊤x

∥β∗
1j∥ · ∥x∥

)[
h(x, η∗j )− f̄Gn

(x)
]

= 0.

Putting the previous results together, we achieve that

Qn(x)/L1,r(Gn, G∗) → 0.

Since the input space X and the parameter space Θ are both bounded, the term
∑k∗

j=1 exp

(
(β∗

1j)
⊤x

∥β∗
1j∥·∥x∥

+ β∗
0j

)
is also bounded. This result together with the formulation of Qn(x)

in equation (25) suggests that [fGn(x)− fG∗(x)]/L1,r(Gn, G∗) → 0 for almost every x ∈ X . As a
consequence, we get that

∥fGn − fG∗∥L2(µ)

L1,r(Gn, G∗)
→ 0,

as n → ∞, and hence, achieve the result in equation (24).

C PROOF OF RESULTS FOR PERTURBED COSINE ROUTER MOE

In this appendix, we provide proofs for the theoretical results regarding the perturbed cosine router,
namely Theorem 3, Theorem 6, and Theorem 4, in that order.

C.1 PROOF OF THEOREM 3

Since the proof of Theorem 3 can be done in a similar fashion to that of Theorem 1, it is omitted.

C.2 PROOF OF THEOREM 6

In this proof, we aim to establish the following inequality:

inf
G∈Ek∗ (Θ)

∥gG − gG∗∥L2(µ)/L3(G,G∗) > 0. (26)

For that purpose, we divide the proof of the above inequality into local and global parts in the sequel.

Local part: In this part, we demonstrate that

lim
ε→0

inf
G∈Gk(Θ):L3(G,G∗)≤ε

∥gG − gG∗∥L2(µ)/L3(G,G∗) > 0. (27)

Assume by contrary that the above inequality does not hold true, then there exists a sequence of
mixing measures Gn =

∑k∗
i=1 exp(β

n
0i)δ(βn

1i,η
n
i ) in Gk(Θ) such that L3n := L3(Gn, G∗) → 0 and

∥gGn
− gG∗∥L2(µ)/L3n → 0, (28)

as n → ∞. Let us denote by An
j := Aj(Gn) a Voronoi cell of Gn generated by the j-th components

of G∗. Since our arguments are asymptotic, we may assume that those Voronoi cells do not depend on
the sample size, i.e. Aj = An

j . Moreover, recall that under the exact-specified setting, each Voronoi
cell has only one element. Therefore, we may assume WLOG that Aj = {j}, and

L3n :=

k∗∑

i=1

∣∣∣ exp(βn
0i)− exp(β∗

0i)
∣∣∣+

k∗∑

i=1

exp(βn
0i)
[
∥∆βn

1i∥+ ∥∆ηni ∥
]
,

where we denote ∆βn
1i := βn

1i − β∗
1i and ∆ηni := ηni − η∗i .
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Since L3n → 0, we get that (βn
1i, η

n
i ) → (β∗

1i, η
∗
i ) and exp(βn

0i) → exp(β∗
0i) as n → ∞ for any

i ∈ [k∗]. Now, we divide the proof of the local part into three steps as follows:

Step 1: Taylor expansion. In this step, we decompose the term

Qn(x) :=




k∗∑

j=1

exp
( (β∗

1j)
⊤x

(∥β∗
1j∥+ τ1) · (∥x∥+ τ2)

+ β∗
0j

)

 · [gGn

(x)− gG∗(x)]

into a combination of linearly independent elements using Taylor expansion. In particular, let us
denote F (x, β1) := exp

(
β⊤
1 x

(∥β1∥+τ1)·(∥x∥+τ2)

)
, then we have

Qn(x) =

k∗∑

i=1

exp(βn
0i)
[
F (x, βn

1i)h(x, η
n
i )− F (x, β∗

1i)h(x, η
∗
i )
]

−
k∗∑

i=1

exp(βn
0i)
[
F (x, βn

1i)− F (x, β∗
1i)
]
gGn

(x)

+

k∗∑

i=1

(
exp(βn

0i)− exp(β∗
0i)
)[

F (x, β∗
1i)h(x, η

∗
i )− F (x, β∗

1i)gGn(x)
]

:= An(x)−Bn(x) + Cn(x). (29)

By means of the first-order Taylor expansion, we have

An(x) =

k∗∑

i=1

∑

|α|=1

exp(βn
0i)

α!
(∆βn

1i)
α1(∆ηni )

α2 · ∂
|α1|F
∂βα1

1

(x, β∗
1i)

∂|α2|h
∂ηα2

(x, η∗i ) +R1(x), (30)

where R1(x) is a Taylor remainder such that R1(x)/L3n → 0 as n → ∞. Similarly, we also get that

Bn(x) =

k∗∑

i=1

∑

|γ|=1

exp(βn
0i)

γ!
(∆βn

1i)
γ · ∂

|γ|F
∂βγ

1

(x, β∗
1i)gGn

(x) +R2(x),

where R2(x) is a Taylor remainder such that R2(x)/L3n → 0 as n → ∞. As a result, we deduce
that

Qn(x) =

k∗∑

i=1

1∑

|α|=0

Tn
i,α1,α2

· ∂
|α1|F
∂βα1

1

(x, β∗
1i)

∂|α2|h
∂ηα2

(x, η∗i ) +R1(x)

−
k∗∑

i=1

1∑

|γ|=0

Sn
i,γ · ∂

|γ|F
∂βγ

1

(x, β∗
1i)gGn

(x)−R2(x), (31)

where we define

Tn
i,α1,α2

:=
exp(βn

0i)

α!
(∆βn

1i)
α1(∆ηni )

α2 ,

Sn
i,γ :=

exp(βn
0i)

γ!
(∆βn

1ij)
γ ,

for any (α1, α2) ̸= (0d, 0) and γ ̸= 0d. Otherwise, Tn
i,0d,0

= Sn
i,0d

:= exp(βn
0i)− exp(β∗

0i).

Step 2: Non-vanishing coefficients. In this step, we show that not all the ratios Tn
i,α1,α2

/L3n, and
Sn
i,γ/L3n converge to zero. Indeed, assume by contrary that all of them converge to zero, i.e.

Tn
i,α1,α2

L3n
→ 0,

Sn
i,γ

L3n
→ 0

as n → ∞. Then, it follows that

• 1
L3n

·∑k∗
i=1

∣∣∣ exp(βn
0i)− exp(β∗

0i)
∣∣∣ = 1

L3n
·∑k∗

i=1 |Sn
i,0d

| → 0;
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• 1
L3n

·∑k∗
i=1 exp(β

n
0i)∥∆βn

1i∥1 = 1
L3n

∑k∗
i=1

∑d1

u=1 |Tn
i,ed1,u,0d

| → 0;

• 1
L3n

·∑k∗
i=1 exp(β

n
0i)∥∆ηni ∥1 = 1

L3n

∑k∗
i=1

∑d2

v=1 |Tn
i,0d,ed2,v

| → 0.

Due to the topological equivalence of norm-1 and norm-2, we deduce that

1

L3n
·

k∗∑

i=1

exp(βn
0i)∥∆βn

1i∥ → 0,
1

L3n
·

k∗∑

i=1

exp(βn
0i)∥∆ηni ∥ → 0.

As a result, we obtain that

1 =
L3n

L3n
=

1

L3n

{
k∗∑

i=1

∣∣∣ exp(βn
0i)− exp(β∗

0i)
∣∣∣+

k∗∑

i=1

exp(βn
0i)
[
∥∆βn

1i∥+ ∥∆ηni ∥
]}

→ 0,

which is a contradiction. Thus, at least one among the ratios Tn
i,α1,α2

/L3n, and Sn
i,γ/L3n must not

go to zero as n → ∞.

Step 3: Application of Fatou’s lemma. In this step, we demonstrate a result opposed to that in Step
2, i.e. the ratios Tn

i,α1,α2
/L3n, and Sn

i,γ/L3n all converge to zero.

In particular, let us denote by mn the maximum of the absolute values of Tn
i,α1,α2

/L3n, and Sn
i,γ/L3n.

Since at least one among those ratios must not approach zero as n → ∞, we get that 1/mn ̸→ ∞ as
n → ∞.

Recall from the hypothesis in equation (28) that ∥gGn − gG∗∥L2(µ)/L3n → 0 as n → ∞, which
indicates that ∥gGn

− gG∗∥L1(µ)/L3n → 0 due to the equivalence between L1(µ)-norm and L2(µ)-
norm. By means of the Fatou’s lemma, we have

0 = lim
n→∞

∥gGn − gG∗∥L1(µ)

mnL3n
≥
∫

lim inf
n→∞

|gGn(x)− gG∗(x)|
mnL3n

dµ(x) ≥ 0.

This result implies that [gGn
(x)− gG∗(x)]/[mnL3n] → 0 for almost every x.

Let us denote

Tn
i,α1,α2

/mnL3n → ti,α1,α2 ,

Sn
i,γ/mnL3n → si,γ

with a note that at least one among the limits ti,α1,α2 , si,γ is non-zero. Then, from the decomposition
in equation (31), we deduce that

k∗∑

i=1

1∑

|α|=0

ti,α1,α2 ·
∂|α1|F
∂βα1

1

(x, β∗
1i)

∂|α2|h
∂ηα2

(x, η∗i )−
k∗∑

i=1

1∑

|γ|=0

si,γ · ∂
|γ|F
∂βγ

1

(x, β∗
1i)gGn(x) = 0,

for almost every x. Note that the expert function h(·, η) satisfies the condition in Definition 2, then
the above equation implies that ti,α1,α2 = si,γ = 0, for any i ∈ [k∗], α1 ∈ Nd1 , α2 ∈ Nd2 and
γ ∈ Nd1 such that 0 ≤ |α1| + |α2|, |γ| ≤ 2. This contradicts the fact that at least one among the
limits ti,α1,α2 , si,γ is different from zero.

Hence, we obtain the local inequality in equation (27). Thus, we can find an ε′ > 0 such that

inf
G∈Ek∗ (Θ):L3(G,G∗)≤ε′

∥gG − gG∗∥L2(µ)/L3(G,G∗) > 0.

Global part: Given the above result, it suffices to demonstrate that

inf
G∈Ek∗ (Θ):L3(G,G∗)>ε′

∥gG − gG∗∥L2(µ)/L3(G,G∗) > 0. (32)

Assume by contrary that the inequality (32) does not hold true, then we can find a sequence of mixing
measures G′

n ∈ Ek∗(Θ) such that L3(G
′
n, G∗) > ε′ and

lim
n→∞

∥gG′
n
− gG∗∥L2(µ)

L3(G′
n, G∗)

= 0,
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which indicates that ∥gG′
n
− gG∗∥L2(µ) → 0 as n → ∞. Recall that Θ is a compact set, therefore,

we can replace the sequence G′
n by one of its subsequences that converge to a mixing measure

G′ ∈ Ek∗(Ω). Since L3(G
′
n, G∗) > ε′, we deduce that L3(G

′, G∗) > ε′.

Next, by invoking the Fatou’s lemma, we have that

0 = lim
n→∞

∥gG′
n
− gG∗∥2L2(µ) ≥

∫
lim inf
n→∞

∣∣∣gG′
n
(x)− gG∗(x)

∣∣∣
2

dµ(x).

Thus, we get that gG′(x) = gG∗(x) for almost every x. From Proposition 1, we deduce that G′ ≡ G∗.
Consequently, it follows that L3(G

′, G∗) = 0, contradicting the fact that L3(G
′, G∗) > ε′ > 0.

Hence, the proof is completed.

C.3 PROOF OF THEOREM 4

In this proof, it is sufficient to demonstrate the following inequality:

inf
G∈Gk(Θ)

∥gG − gG∗∥L2(µ)/L2(G,G∗) > 0. (33)

This can be done by deriving its local part and the global part as in Appendix C.2. Since the global
part can be argued similarly, our main goal is to prove the local part:

lim
ε→0

inf
G∈Gk(Θ):L2(G,G∗)≤ε

∥gG − gG∗∥L2(µ)/L2(G,G∗) > 0. (34)

Assume by contrary that the above inequality does not hold true, then there exists a sequence of
mixing measures Gn =

∑k
i=1 exp(β

n
0i)δ(βn

1i,η
n
i ) in Gk(Θ) such that L2n := L2(Gn, G∗) → 0 and

∥gGn
− gG∗∥L2(µ)/L2n → 0, (35)

as n → ∞. Let us denote by An
j := Aj(Gn) a Voronoi cell of Gn generated by the j-th components

of G∗. Since our arguments are asymptotic, we may assume that those Voronoi cells do not depend
on the sample size, i.e., Aj = An

j . Therefore, we may assume WLOG that

L2n :=

k∗∑

j=1

∣∣∣
∑

i∈Aj

exp(βn
0i)− exp(β∗

0j)
∣∣∣+

∑

j∈[k∗]:|Aj |>1

∑

i∈Aj

exp(βn
0i)
[
∥∆βn

1ij∥2 + ∥∆ηnij∥2
]

+
∑

j∈[k∗]:|Aj |=1

∑

i∈Aj

exp(βn
0i)
[
∥∆βn

1ij∥+ ∥∆ηnij∥
]
,

where we denote ∆βn
1ij := βn

1i − β∗
1j and ∆ηnij := ηni − η∗j .

Now, we divide the proof of the local part into three steps as follows:

Step 1: Taylor expansion. In this step, we decompose the term

Qn(x) :=




k∗∑

j=1

exp
( (β∗

1j)
⊤x

(∥β∗
1j∥+ τ1) · (∥x∥+ τ2)

+ β∗
0j

)

 · [gGn

(x)− gG∗(x)]

into a combination of linearly independent elements using Taylor expansion. In particular, let us
denote F (x, β1) := exp

(
β⊤
1 x

(∥β1∥+τ1)·(∥x∥+τ2)

)
, then we have

Qn(x) =

k∗∑

j=1

∑

i∈Aj

exp(βn
0i)
[
F (x, βn

1i)h(x, η
n
i )− F (x, β∗

1j)h(x, η
∗
j )
]

−
k∗∑

j=1

∑

i∈Aj

exp(βn
0i)
[
F (x, βn

1i)− F (x, β∗
1j)
]
gGn(x)

+

k∗∑

j=1

( ∑

i∈Aj

exp(βn
0i)− exp(β∗

0j)
)[

F (x, β∗
1j)h(x, η

∗
j )− F (x, β∗

1j)gGn
(x)
]

:= An(x)−Bn(x) + Cn(x). (36)
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Next, we continue to separate the term An(x) into two parts as

An(x) :=
∑

j∈[k∗]:|Aj |=1

∑

i∈Aj

exp(βn
0i)
[
F (x, βn

1i)h(x, η
n
i )− F (x, β∗

1j)h(x, η
∗
j )
]

+
∑

j∈[k∗]:|Aj |>1

∑

i∈Aj

exp(βn
0i)
[
F (x, βn

1i)h(x, η
n
i )− F (x, β∗

1j)h(x, η
∗
j )
]

:= An,1(x) +An,2(x)

Similar to equation (30), by applying the first-order and the second-order Taylor expansions to
An,1(x) and An,2(x), respectively, we have

An,1(x) =
∑

j∈[k∗]:|Aj |=1

∑

|α|=1

exp(βn
0i)

α!
(∆βn

1ij)
α1(∆ηnij)

α2 · ∂
|α1|F
∂βα1

1

(x, β∗
1j)

∂|α2|h
∂ηα2

(x, η∗j ) +R1(x),

An,2(x) =
∑

j∈[k∗]:|Aj |>1

2∑

|α|=1

exp(βn
0i)

α!
(∆βn

1ij)
α1(∆ηnij)

α2 · ∂
|α1|F
∂βα1

1

(x, β∗
1j)

∂|α2|h
∂ηα2

(x, η∗j ) +R2(x),

where Ri(x) is a Taylor remainder such that Ri(x)/L2n → 0 as n → ∞, for i ∈ {1, 2}. Analogously,
we also get that Bn(x) = Bn,1(x) +Bn,2(x) where

Bn,1(x) =
∑

j∈[k∗]:|Aj |=1

∑

|γ|=1

exp(βn
0i)

γ!
(∆βn

1i)
γ · ∂

|γ|F
∂βγ

1

(x, β∗
1j)gGn(x) +R3(x),

Bn,2(x) =
∑

j∈[k∗]:|Aj |>1

2∑

|γ|=1

exp(βn
0i)

γ!
(∆βn

1i)
γ · ∂

|γ|F
∂βγ

1

(x, β∗
1j)gGn

(x) +R4(x),

in which Ri(x) is a Taylor remainder such that Ri(x)/L2n → 0 as n → ∞, for i ∈ {3, 4}.

As a result, we deduce that

Qn(x) =

k∗∑

j=1

2∑

|α|=0

Tn
j,α1,α2

· ∂
|α1|F
∂βα1

1

(x, β∗
1j)

∂|α2|h
∂ηα2

(x, η∗j ) +R1(x) +R2(x)

−
k∗∑

j=1

2∑

|γ|=0

Sn
j,γ · ∂

|γ|F
∂βγ

1

(x, β∗
1j)gGn

(x)−R3(x)−R4(x), (37)

where we define

Tn
j,α1,α2

:=
∑

i∈Aj

exp(βn
0i)

α!
(∆βn

1ij)
α1(∆ηnij)

α2 ,

Sn
j,γ :=

∑

i∈Aj

exp(βn
0i)

γ!
(∆βn

1ij)
γ ,

for any (α1, α2) ̸= (0d, 0) and γ ̸= 0d. Otherwise, Tn
j,0d,0

= Sn
j,0d

:=
∑

i∈Aj
exp(βn

0i)− exp(β∗
0j).

Step 2: Non-vanishing coefficients. In this step, we show that not all the ratios Tn
j,α1,α2

/L2n, and
Sn
j,γ/L2n converge to zero. Indeed, assume by contrary that all of them converge to zero, i.e.

Tn
j,α1,α2

L2n
→ 0,

Sn
j,γ

L2n
→ 0

as n → ∞. Then, it follows that

• 1
L2n

·∑k∗
j=1

∣∣∣
∑

i∈Aj
exp(βn

0i)− exp(β∗
0j)
∣∣∣ = 1

L2n
·∑k∗

j=1 |Sn
j,0d

| → 0;

• 1
L2n

·∑k∗
j=1

∑
i∈Aj

exp(βn
0i)∥∆βn

1ij∥1 = 1
L2n

∑k∗
j=1

∑d1

u=1 |Tn
j,ed1,u,0d

| → 0;
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• 1
L2n

·∑k∗
j=1

∑
i∈Aj

exp(βn
0i)∥∆ηnij∥1 = 1

L2n

∑k∗
j=1

∑d2

v=1 |Tn
j,0d,ed2,v

| → 0;

• 1
L2n

·∑k∗
j=1

∑
i∈Aj

exp(βn
0i)∥∆βn

1ij∥2 = 1
L2n

∑k∗
j=1

∑d1

u=1 |Tn
j,2ed1,u,0d

| → 0;

• 1
L2n

·∑k∗
j=1

∑
i∈Aj

exp(βn
0i)∥∆ηnij∥2 = 1

L2n

∑k∗
j=1

∑d2

v=1 |Tn
j,0d,2ed2,v

| → 0.

Due to the topological equivalence of the norm-1 and norm-2, we deduce that

1

L2n
·

k∗∑

j=1

∑

i∈Aj

exp(βn
0i)∥∆βn

1ij∥ → 0,
1

L2n
·

k∗∑

j=1

∑

i∈Aj

exp(βn
0i)∥∆ηnij∥ → 0.

Thus, by taking the summation of the above limits, we obtain that 1 = L2n/L2n → 0 as n → ∞,
which is a contradiction. Consequently, at least one among the ratios Tn

j,α1,α2
/L2n, and Sn

j,γ/L2n

must not go to zero as n → ∞.

Step 3: Application of Fatou’s lemma. In this step, we demonstrate a result opposed to that in Step
2, i.e. the ratios Tn

j,α1,α2
/L2n, and Sn

j,γ/L2n all converge to zero.

In particular, let us denote by mn the maximum of the absolute values of Tn
j,α1,α2

/L2n, and Sn
j,γ/L2n.

Since at least one among those ratios must not approach zero as n → ∞, we get that 1/mn ̸→ ∞ as
n → ∞.

Recall from the hypothesis in equation (35) that ∥gGn
− gG∗∥L2(µ)/L2n → 0 as n → ∞, which

indicates that ∥gGn
− gG∗∥L1(µ)/L2n → 0 due to the equivalence between L1(µ)-norm and L2(µ)-

norm. By means of the Fatou’s lemma, we have

0 = lim
n→∞

∥gGn
− gG∗∥L1(µ)

mnL2n
≥
∫

lim inf
n→∞

|gGn
(x)− gG∗(x)|
mnL2n

dµ(x) ≥ 0.

This result implies that [gGn
(x)− gG∗(x)]/[mnL2n] → 0 for almost every x.

Let us denote
Tn
j,α1,α2

/mnL2n → tj,α1,α2
,

Sn
j,γ/mnL2n → sj,γ

with a note that at least one among the limits tj,α1,α2
, sj,γ is non-zero. Then, from the decomposition

in equation (37), we deduce that
k∗∑

j=1

2∑

|α|=0

tj,α1,α2 ·
∂|α1|F
∂βα1

1

(x, β∗
1j)

∂|α2|h
∂ηα2

(x, η∗j )−
k∗∑

j=1

2∑

|γ|=0

sj,γ · ∂
|γ|F
∂βγ

1

(x, β∗
1j)gGn(x) = 0,

for almost every x. Note that the expert function h(·, η) satisfies the condition in Definition 1, then
the above equation implies that tj,α1,α2

= sj,γ = 0, for any j ∈ [k∗], α1 ∈ Nd1 , α2 ∈ Nd2 and
γ ∈ Nd1 such that 0 ≤ |α1| + |α2|, |γ| ≤ 2. This contradicts the fact that at least one among the
limits tj,α1,α2 , sj,γ is different from zero.

Hence, we obtain the local inequality in equation (34) and complete the proof.

D AUXILIARY RESULTS

In this appendix, we present three additional results to facilitate the proofs in Appendix B and
Appendix C.
Proposition 1 (Identifiability). If gG(x) = gG∗(x) holds true for almost every x, then it follows that
G ≡ G′.

Proof of Proposition 1. For almost every x, since gG(x) = gG∗(x), then we have
k∑

i=1

Softmax
( (β1i)

⊤x
(∥β1i∥+ τ1) · (∥x∥+ τ2)

+ β0i

)
· h(x, ηi)

=

k∗∑

i=1

Softmax
( (β∗

1i)
⊤x

(∥β∗
1i∥+ τ1) · (∥x∥+ τ2)

+ β∗
0i

)
· h(x, η∗i ). (38)
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Due to the identifiability of the expert function h(·, η), the set {h(x, η′i) : i ∈ [k′]}, where η′1, . . . , η
′
k′

are pair-wise different vectors for some k′ ∈ N, is linearly independent for almost every x.

Additionally, note that if k ̸= k∗, then there exists some index i ∈ [k∗] such that ζi ̸= η∗j for any

j ∈ [k∗]. This result implies that Softmax
(

(β1i)
⊤x

(∥β1i∥+τ1)·(∥x∥+τ2)
+ β0i

)
= 0 for almost every x,

which is a contradiction. Thus, we must have k = k∗. As a result, it follows that{
Softmax

(
(β1i)

⊤x+ β0i

)
: i ∈ [k]

}
=

{
Softmax

(
(β∗

1i)
⊤x+ β∗

0i

)
: i ∈ [k∗]

}
,

for almost every x. WLOG, we may assume that

Softmax
( (β1i)

⊤x
(∥β1i∥+ τ1) · (∥x∥+ τ2)

+ β0i

)
= Softmax

( (β∗
1i)

⊤x
(∥β∗

1i∥+ τ1) · (∥x∥+ τ2)
+ β∗

0i

)
,

(39)

for almost every x, for any i ∈ [k∗]. As the Softmax function is invariant to translations, then the
equation (39) indicates that

(β1i)
⊤x

(∥β1i∥+ τ1) · (∥x∥+ τ2)
=

(β∗
1i)

⊤x
(∥β∗

1i∥+ τ1) · (∥x∥+ τ2)
,

β0i = β∗
0i + v0,

for some v0 ∈ R. The first equation implies that β1i = β∗
1i, while the second equation together with

the assumption β0k = β∗
0k = 0 lead to β0i = β∗

0i for any i ∈ [k∗].

Let us consider x ∈ Xℓ, where ℓ ∈ [q] such that {ℓ1, . . . , ℓK} = {1, . . . ,K}. Then, the equation (38)
can be rewritten as

k∗∑

i=1

exp(β0i) exp

(
(β∗

1i)
⊤x

(∥β∗
1i∥+ τ1) · (∥x∥+ τ2)

)
h(x, ζi)

=

k∗∑

i=1

exp(β∗
0i) exp

(
(β∗

1i)
⊤x

(∥β∗
1i∥+ τ1) · (∥x∥+ τ2)

)
h(x, η∗i ), (40)

for almost every x ∈ Xℓ. Next, we denote P1, P2, . . . , Pm as a partition of the index set [k∗], where
m ≤ k, such that exp(β0i) = exp(β∗

0i′) for any i, i′ ∈ Pj and j ∈ [k∗]. On the other hand, when
i and i′ do not belong to the same set Pj , we let exp(β0i) ̸= exp(β0i′). Thus, we can represent
equation (40) as

m∑

j=1

∑

i∈Pj

exp(β0i) exp

(
(β∗

1i)
⊤x

(∥β∗
1i∥+ τ1) · (∥x∥+ τ2)

)
h(x, ζi)

=

m∑

j=1

∑

i∈Pj

exp(β∗
0i) exp

(
(β∗

1i)
⊤x

(∥β∗
1i∥+ τ1) · (∥x∥+ τ2)

)
h(x, η∗i ),

for almost every x ∈ Xℓ. Recall that we have β1i = β∗
1i and β0i = β∗

0i, for any i ∈ [k∗], then the
above result leads to

{ηi : i ∈ Pj} ≡ {η∗i : i ∈ Pj},
for any j ∈ [m]. As a consequence, we obtain that

G =

m∑

j=1

∑

i∈Pj

exp(β0i)δ(β1i,ηi) =

m∑

j=1

∑

i∈Pj

exp(β0i)δ(β∗
1i,η

∗
i )

= G∗.

Hence, we reach the conclusion of this proposition.

Lemma 3. Let F (x, β1) := exp

(
β⊤
1 x

∥β1∥ · ∥x∥

)
. For any vector β1 ∈ Rd1 and t ∈ N, we have

d1∑

u1,...,ut=1

β
(u1)
1 . . . β

(ut)
1 · ∂tF

∂β
(u1)
1 . . . ∂β

(ut)
1

(x, β1) = 0. (41)

28



1512
1513
1514
1515
1516
1517
1518
1519
1520
1521
1522
1523
1524
1525
1526
1527
1528
1529
1530
1531
1532
1533
1534
1535
1536
1537
1538
1539
1540
1541
1542
1543
1544
1545
1546
1547
1548
1549
1550
1551
1552
1553
1554
1555
1556
1557
1558
1559
1560
1561
1562
1563
1564
1565

Under review as a conference paper at ICLR 2025

Proof of Lemma 3. We will prove the above result by using the induction method. In particular, we
first show that it holds for t = 1. By taking the first derivative of F w.r.t β1, we have

∂F

∂β1
(x, β1) =

x · ∥β1∥ · ∥x∥ − β1

∥β1∥ · ∥x∥ · β⊤
1 x

∥β1∥2∥x∥2
· F (x, β1).

Then, it follows that

β⊤
1

∂F

∂β1
(x, β1) =

β⊤
1 x · ∥β1∥ · ∥x∥ − β⊤

1 β1

∥β1∥ · ∥x∥ · β⊤
1 x

∥β1∥2∥x∥2
= 0,

or equivalently,
d1∑

u1=1

β
(u1)
1 · ∂F

∂β
(u1)
1

(x, β1) = 0.

Subsequently, assume that the equation (41) holds for t− 1, i.e.
d1∑

u1,...,ut−1=1

β
(u1)
1 . . . β

(ut−1)
1 · ∂t−1F

∂β
(u1)
1 . . . ∂β

(ut−1)
1

(x, β1) = 0,

we will demonstrate that it also holds for t. Note that the above left-hand side can be decomposed as
d1∑

u1,...,ut−1=1

β
(u1)
1 . . . β

(ut−1)
1 · ∂t−1F

∂β
(u1)
1 . . . ∂β

(ut−1)
1

(x, β1) =
∑

u1,...,ut−1 ̸=ut

β
(u1)
1 . . . β

(ut−1)
1 · ∂t−1F

∂β
(u1)
1 . . . ∂β

(ut−1)
1

+

(
t− 1

1

) ∑

u2,...,ut−1 ̸=ut

β
(u2)
1 . . . β

(ut−1)
1 β

(ut)
1 · ∂t−1F

∂β
(u2)
1 . . . ∂β

(ut−1)
1 ∂β

(ut)
1

(x, β1)

+ . . .

+

(
t− 1

t− 2

) ∑

ut−1 ̸=ut

β
(ut−1)
1 (β

(ut)
1 )t−2 · ∂t−1F

∂β
(ut−1)
1 ∂(β

(ut)
1 )t−2

(x, β1) + (β
(ut)
1 )t−1 · ∂t−1F

∂(β
(ut)
1 )t−1

(x, β1),

where ut is some index in [d]. By taking the derivatives of both sides w.r.t β(ut)
1 , we get

0 =
∑

u1,...,ut−1 ̸=ut

β
(u1)
1 . . . β

(ut−1)
1 · ∂tF

∂β
(u1)
1 . . . ∂β

(ut)
1

+

(
t− 1

1

) ∑

u2,...,ut−1 ̸=ut

β
(u2)
1 . . . β

(ut−1)
1 · ∂t−1F

∂β
(u2)
1 . . . ∂β

(ut−1)
1 ∂β

(ut)
1

(x, β1)

+

(
t− 1

1

) ∑

u2,...,ut−1 ̸=ut

β
(u2)
1 . . . β

(ut−1)
1 β

(ut)
1 · ∂tF

∂β
(u2)
1 . . . ∂β

(ut−1)
1 ∂(β

(ut)
1 )2

(x, β1)

+ . . .

+

(
t− 1

t− 2

)
(t− 2)

∑

ut−1 ̸=ut

β
(ut−1)
1 (β

(ut)
1 )t−3 · ∂t−1F

∂β
(ut−1)
1 ∂(β

(ut)
1 )t−2

(x, β1)

+

(
t− 1

t− 2

) ∑

ut−1 ̸=ut

β
(ut−1)
1 (β

(ut)
1 )t−2 · ∂tF

∂β
(ut−1)
1 ∂(β

(ut)
1 )t−1

(x, β1)

+ (t− 1)(β
(ut)
1 )t−2 · ∂t−1F

∂(β
(ut)
1 )t−1

(x, β1) + (β
(ut)
1 )t−1 · ∂tF

∂(β
(ut)
1 )t

(x, β1)

=

d1∑

u1,...,ut−1=1

β
(u1)
1 . . . β

(ut−1)
1 · ∂tF

∂β
(u1)
1 . . . ∂β

(ut)
1

(x, β1)

+ (t− 1)

d1∑

u2,...,ut−1=1

β
(u2)
1 . . . β

(ut−1)
1 · ∂t−1F

∂β
(u2)
1 . . . ∂β

(ut)
1

(x, β1).
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Therefore, it follows that

d1∑

ut=1

β
(ut)
1 · 0 =

d1∑

u1,...,ut=1

β
(u1)
1 . . . β

(ut−1)
1 β

(ut)
1 · ∂tF

∂β
(u1)
1 . . . ∂β

(ut)
1

(x, β1)

+ (t− 1)

d1∑

u2,...,ut=1

β
(u2)
1 . . . β

(ut−1)
1 β

(ut)
1 · ∂t−1F

∂β
(u2)
1 . . . ∂β

(ut)
1

(x, β1).

It is worth noting that

d1∑

u2,...,ut=1

β
(u2)
1 . . . β

(ut−1)
1 β

(ut)
1 · ∂t−1F

∂β
(u2)
1 . . . ∂β

(ut)
1

(x, β1)

=

d1∑

u1,...,ut−1=1

β
(u1)
1 . . . β

(ut−1)
1 · ∂t−1F

∂β
(u1)
1 . . . ∂β

(ut−1)
1

(x, β1) = 0.

Consequently, we deduce that

d1∑

u1,...,ut=1

β
(u1)
1 . . . β

(ut−1)
1 β

(ut)
1 · ∂tF

∂β
(u1)
1 . . . ∂β

(ut)
1

(x, β1) = 0.

Hence, we reach the conclusion in equation (41).

E EXPERIMENTAL DETAILS

In this appendix, we provide the details for the numerical experiments on synthetic data, and the
experiments with real data on language modeling conducted in Section 5.

E.1 EXPERIMENTAL DETAILS FOR SYNTHETIC DATA

Model details. We now provide the details for the model parameters in model

fG∗(x) :=

k∗∑

i=1

Softmax

(
(β∗

1i)
⊤x

(∥β∗
1i∥+ τ) · (∥x∥+ τ)

+ β∗
0i

)
· ϕ
(
(a∗i )

⊤x+ b∗i
)
. (42)

The variance of Gaussian noise is specified as σ2 = 0.01. For simplicity, the perturbations for both
∥x∥ and ∥β∗

1i∥ are considered identical, denoted by τ1 = τ2 = τ . The true parameters for the router,
(β∗

1i, β
∗
0i) ∈ Rd×R, are drawn independently from an isotropic Gaussian distribution with zero mean

and variance σ2
r = 0.01/d for 1 ≤ i ≤ 6, and otherwise are set to zero. Similarly, the true parameters

of the experts, (a∗i , b
∗
i ) ∈ Rd × R, are drawn independently of an isotropic Gaussian distribution

with zero mean and variance σ2
e = 1/d for all experts. These parameters remain unchanged for all

experiments.

Training procedure. For each sample size n, spanning from 103 to 105, we perform 20 experiments.
In every experiment, the parameters initialization for the router’s and experts’ parameters are adjusted
to be near the true parameters, minimizing potential instabilities from the optimization process.
Subsequently, we execute SGD across 10 epochs, employing a learning rate of η = 0.1 to fit a model
to the synthetic data. All the numerical experiments are conducted on a MacBook Air equipped with
an M1 chip CPU.

E.2 EXPERIMENTAL DETAILS FOR LANGUAGE MODELING TASK

Datasets. We use the Enwik8 and Text8 datasets (Mahoney, 2011) for our character-level language
modeling task. The Enwik8 dataset comprises 100 million bytes of unprocessed Wikipedia text,
while the Text8 dataset contains 100 million processed Wikipedia characters. We further evaluate the
word-level language modeling task on the Wikitext-103 dataset (Merity et al., 2016), which is the
largest available word-level language modeling benchmark with long-term dependency. It contains

30



1620
1621
1622
1623
1624
1625
1626
1627
1628
1629
1630
1631
1632
1633
1634
1635
1636
1637
1638
1639
1640
1641
1642
1643
1644
1645
1646
1647
1648
1649
1650
1651
1652
1653
1654
1655
1656
1657
1658
1659
1660
1661
1662
1663
1664
1665
1666
1667
1668
1669
1670
1671
1672
1673

Under review as a conference paper at ICLR 2025

103M training tokens from 28K articles, with an average length of 3.6K tokens per article, which
allows us to test the ability of long-term dependency modeling.

Metrics. In the main paper, we employ the Bit per character (BPC) (Graves, 2013) metric to assess
the performance of character-level language modeling tasks. This metric measures the average
number of bits needed to encode each character in the dataset. It is calculated as follows:

BPC(X) = − 1

T

T∑

t=1

log2 P̂t (xt)

where T is the length of the input string X , P̂t is the approximate distribution and xt is the character
in the input string at location t.

Essentially, BPC quantifies the average number of bits required to encode each character in the text
using the probability distribution predicted by the model. This concept works as follows: characters
with high probability get a short bit sequence, while characters with low probability get a longer
sequence. Then, the next character is read from the input and encoded using the bit sequence
performance determined from the probability distribution. If the language model is good, the target
character will have been predicted with high probability, so the bit sequence will be short. This means
that a lower BPC indicates better compression, which in turn demonstrates the model’s superior
ability to predict the next character accurately.

For the word-level language modeling task on the Wikitext-103 dataset, we utilize Perplexity (PPL)
(Jelinek et al., 1977) as our evaluation metric. It represents the exponentiated average negative
log-likelihood of a sequence and demonstrates how well the model predicts the next word in a
sequence. More specifically, if we have a tokenized sequence X = (x0, x1, ..., xt), the perplexity of
X is:

PPL(X) = exp
{
− 1

t

∑t
i=1 log pθ(xi|x<i)

}

where pθ(xi|x<i) is the log-likelihood of the ith token conditioned on the preceding tokens x<i

according to our model. A lower perplexity score indicates better generalization performance.

Expert types. We follow the implementation of (Pham et al., 2024) to use experts consisting of two
linear layers: the first with weights of shape input_dim × hidden_dim_experts and the second with
weights of shape hidden_dim_experts× input_dim, followed by ReLU activations and Dropout layer
with drop rate p = 0.1. This architecture ensures the output has a shape of input_dim × input_dim
while can flexibly reduce parameters compared to a single linear layer with weights of shape
input_dim × input_dim when the number of hidden dimensions of experts chosen is smaller than
dimensions of the input. We consistently apply this architecture with our perturbed and vanilla cosine
router across all datasets.

Training setup and hyperparameters. We consider two model configurations: the small and
medium setups. The small setup has a total of 15 million parameters with 6 SMoE layers (Dryden &
Hoefler, 2022), and each layer can learn spatial structure in the input domain and routing experts at a
fine-grained level to utilize it. Similarly, the medium setup consists of 36 million parameters with
8 SMoE layers (Dryden & Hoefler, 2022). For SMoE layers in both configurations, we employ 16
experts with top-2 gating in both cosine and perturbed cosine routers. To mitigate the representation
collapse issue, we adopt the method proposed by Chi et al. (2022). Specifically, this approach involves
parameterizing the experts using lower-dimensional embeddings ei ∈ Rde and applying a linear
projection to map token vectors into this compact space, rather than the original high-dimensional
hidden space d. Furthermore, we follow Chi et al. (2022) to set de = 8, which is half the number of
experts in our implementation for the language modeling task.

During training, we use Adam optimizer (Kingma & Ba, 2017) with default parameters. We set the
number of training steps to 60000 and 80000 for small and medium configurations, respectively. The
results are averaged over three runs for fair comparisons.

All language modeling experiments are conducted on NVIDIA A100 GPUs. Training the small
configuration of the Text8 and Enwik8 datasets takes 11 hours, whereas Wikitext-103 requires 5
hours. Training Text8 and Enwik8 for medium configurations takes 17 hours, while Wikitext-103
training takes 8 hours.
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E.3 EXPERIMENTAL DETAILS FOR DOMAIN GENERALIZATION

Expert types. Similarly, following (Li et al., 2023), the experts utilized in the domain generalization
experiments are two-layer feedforward networks, featuring a GELU activation and a Dropout layer
with a drop rate of 0.1 positioned between the two linear layers. The dimensions of the two linear
layers are input_dim × hidden_dim_experts and hidden_dim_experts × input_dim, respectively,
where hidden_dim_experts = input_dim × 4.

Training procedure. All DG experiments are run on NVIDIA A100 GPUs with 15,000 iterations.
The training time on PACS, VLCS, OfficeHome, and TerraIncognita is 2 hours, while the training
time for DomainNet is 7 hours.

F ADDITIONAL EXPERIMENTS

In this appendix, we carry out additional experiments on the synthetic data to compare the sample
efficiency of the perturbed cosine router to that of the cosine router and the linear router (Nguyen
et al., 2024) under the settings where the data are generated from the same regression framework.

F.1 COSINE ROUTER VS. PERTURBED COSINE ROUTER

Experimental setup. We generate the data by first sampling Xi ∼ Uniform([−1, 1]d) for i =
1, . . . , n. Then, we generate Yi according to the following model:

Yi = sG∗(Xi) + ϵi,

where the regression function sG∗(·) takes the form of a linear router MoE (Nguyen et al., 2024):
k∗∑

i=1

Softmax((β∗
1i)

⊤x+ β∗
0i) · ReLU

(
(a∗i )

⊤x+ b∗i
)
.

All other experimental details remain the same as specified in Section 5.1 and Appendix E.1.

Results. We calculate the Voronoi losses and report the mean values for each sample size in Figure 2a.
Error bars representing two standard deviations are also shown. In Figure 2a, the Voronoi losses
associated with the cosine router vanish at the rate of O(n−0.10), which is very slow and roughly
matches our theoretical results. Meanwhile, those associated with the perturbed cosine router converge
to zero at significantly faster rate of O(n−0.45). This empirically shows that the perturbed cosine
router is more sample efficient than the vanilla cosine router.

F.2 LINEAR ROUTER VS. PERTURBED COSINE ROUTER

Experimental setup. From Table 1, we see that the perturbed cosine router outperforms the
linear router when the experts are of polynomial forms (a⊤x + b)2. Thus, we will incorporate
polynomial experts in both fitted models. Additionally, we generate the data by first sampling
Xi ∼ Uniform([−1, 1]d) for i = 1, . . . , n. Then, we generate Yi according to the following model:

Yi = sG∗(Xi) + ϵi,

where the regression function sG∗(·) takes the form of a linear router MoE with polynomial experts
(Nguyen et al., 2024):

k∗∑

i=1

Softmax((β∗
1i)

⊤x+ β∗
0i) ·

(
(a∗i )

⊤x+ b∗i
)2

.

All other experimental details remain the same as specified in Section 5.1 and Appendix E.1.

Results. We calculate the Voronoi losses and report the mean values for each sample size in
Figure 2b. Error bars representing two standard deviations are also shown. In Figure 2b, the Voronoi
losses associated with the linear router vanish at a very slow rate of O(n−0.13). By contrast, the
convergence rate of those associated with the perturbed cosine router are of order O(n−0.47), which
are substantially faster. Thus, we can claim that the perturbed cosine router is more sample efficient
than the linear router both theoretically and empirically.
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Figure 2: Log-log scaled plots displaying the empirical convergence rates. Figure 2a depicts the
empirical averages of the Voronoi losses when using the cosine router (green line) versus when
using the perturbed cosine router (blue line). The red dash-dotted lines illustrate the fitted lines for
determining the empirical convergence rates. Similarly, Figure 2b depicts the empirical averages of
the Voronoi losses when using the linear router (green line) versus when using the perturbed cosine
router (blue line). We use the same data samples for those experiments.

G CHALLENGES OF THE MISSPECIFIED SETTING

In our discussion on the misspecified setting in Section 4, we introduce the framework when the data
are generated from an arbitrary regression function, and present our expected theoretical results under
that setting. However, the main challenge of establishing the convergence rate of expert estimation
under that setting comes from the underdeveloped universal approximation power of the (perturbed)
cosine router. In particular, assume that q : X → R is the regression function from which the data
are sampled, and has the following Fourier transform:

q(x) =

∫

X

eiω·xq̃(ω)dω,

for some complex-valued function q̃(x) for which ωq̃(ω) is integrable and the term

Cq =

∫

X

||ω||2|q̃(ω)|dω

is finite. Then, the existence of a linear combination of k̃ (perturbed) cosine routers, denoted by
fG̃(x), such that

∫

X

[fG̃(x)− q(x)]2dµ(x) ≤ (2Cq)
2

k̃
.

has remained elusive in the literature. This is a key yet challenging step to determine the convergence
rate of expert estimation under the general setting. Such approximation property has been established
for the sigmoidal function (see (Barron, 1993)) but there have not been any efforts to verify this
property of the (perturbed) cosine router (to the best of our knowledge). Therefore, we believe
that further technical tools need to be developed to investigate the universal approximation of the
(perturbed) cosine router. Since this is beyond the scope of our work, we leave this research direction
for future development.

Numerical experiments: Despite the challenges of the theoretical study of the general setting, we
carry out several numerical experiments where the data are generated from an arbitrary regression
function in Appendix F. Consequently, Figure 2 indicates that the proposed perturbed cosine router
still admits a faster estimation rate than those of the linear router and the cosine router under the
misspecified setting.
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