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ABSTRACT

An antibody is a special type of protein in the immune system to recognize and
neutralize pathogenic targets, including bacteria and viruses. Antibody design is
therefore valuable for the development of new therapeutics, while experimental-
based methods are generally inefficient and expensive. Despite the fruitful
progress in protein design with generative neural networks, including diffusion
models, they still suffer from high computational costs. In this paper, we propose
Poisson Flow based AntiBody Generator (PF-ABGen), a novel antibody structure
and sequence designer. We adopt the protein structure representation with torsion
and bond angles, which allows us to represent the conformations more elegantly,
and take advantage of the efficient sampling procedure of the Poisson Flow Gen-
erative Model. Our computational experiments demonstrate that PF-ABGen can
generate natural and realistic antibodies in an efficient and reliable way. Notably,
PF-ABGen can also be applied to antibody design with variable lengths.

1 INTRODUCTION

Antibodies are a special type of Y-shaped proteins in the adaptive immune system to mount robust
and specific responses to a wide range of pathogens, such as bacteria and viruses. Critical to this
specificity of antibodies are the variable fragments (Fv), which are responsible for antigen binding
through the Complementarity-Determining Regions (CDRs). Therefore, the rational design of ef-
fective therapeutic antibodies often depends upon a proper structure or sequence of the Fv region.
However, conventional antibody design methods are generally expensive and time-consuming, as
argued by Xu et al. (2019).

Computational methods can partially accelerate the discovery of novel antibodies and play an im-
portant role in developing new treatments for human diseases. Attributing to the vast development of
deep learning techniques, computational protein design has shown promising perspectives (Graves
et al., 2020; Gao et al., 2020). Many works leverage deep generative models to design protein
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sequences (Ingraham et al., 2019; Hsu et al., 2022; Madani et al., 2023). These approaches signif-
icantly alleviate the computational complexities due to the large search space. However, machine
learning approaches for designing the structures of the proteins are still largely left unexplored (Fis-
chman & Ofran, 2018), which restricts their practical applications.

To design protein structures, one significant preliminary problem is the representation of protein
structures. Some works interpret proteins as 3D point clouds where each atom stands for one point
and apply point cloud generative models to model the Cartesian coordinates of the backbone atoms
(Trippe et al., 2022; Luo et al., 2022; Eguchi et al., 2022). However, due to the translation-rotation
invariant property of proteins, Wu et al. (2022) argue that these models suffer from the complex
equivariant networks. Moreover, the networks’ reflection-symmetric property also violates authentic
structures. The usage of torsion angles and bond angles is a more natural way to describe proteins,
akin to the protein folding process in vivo, and has been successfully applied in the computational
protein structure prediction (Jumper et al., 2021).

Recently, diffusion models have become one of the most popular generative models and achieved
great success in image generation (Ho et al., 2020). Diffusion models have also been employed
for protein design (Wu et al., 2022; Luo et al., 2022). Despite the good performance of diffusion
models, efficiency remains a challenging issue. Existing applications suffer from the low speed of
Stochastic Differential Equation (SDE) samplers, while the high throughput drug discovery demands
fast and high-quality designers. Xu et al. (2022) has proposed a kind of new generative model
based on “Poisson flow” (PFGM), which enables 10 to 20 times acceleration while achieving similar
performances to SDE approaches.

Inspired by the fruitful progress of generative models and protein design, we propose Poisson Flow
based AntiBody Genenator (PF-ABGen), a novel way for antibody design. To achieve fast protein
generation, we adopt the Poisson Flow Generative Model (PFGM), which is more efficient com-
pared to diffusion models based on SDE. In this work, we apply the proposed PF-ABGen model
to two protein generation tasks, including structure design and sequence design. Several down-
stream experiments are conducted in our work to evaluate the quality of sequences and structures of
the designed antibodies. The results demonstrate that PF-ABGen could serve as an efficient tool to
design biologically plausible antibodies and thus potentially accelerate the development of antibody-
based therapies. Moreover, most state-of-the-art works on protein design only focus on fixed-length
generation, which is contradictory to the variable-length nature of proteins caused by mutations,
including insertions and deletions, which frequently occur in antibodies. Our experiments show that
PF-ABGen is capable of generating proteins with variable lengths.

2 RELATED WORK

Generative Models for proteins

A considerable amount of work has explored the possibilities of using generative models in protein
design. Anand et al. (2019) uses the Generative Adversarial Network (GAN) to generate pairwise
distances between backbone atoms only for fixed-length proteins. Wang et al. (2018) proposes a
residue probability and weight network for sequence design given backbone conformations, the
application of which is limited. Eguchi et al. (2022) employs a Variational Auto Encoder (VAE) to
generate coordinates with a rotationally and translationally invariant loss. However, the coordinate
representation demands high computational resources and can hardly generalize to large proteins.

Diffusion models for Antibody Generation

Many recent works employ diffusion models for protein design. Conditioned on antigen informa-
tion, Luo et al. (2022) models the complementarity-determining regions (CDR) on the antibodies as
a series of amino acid sequences and backbone chain coordinates as well as side-chain orientations.
Their model applies a diffusion process with three different distributions for amino acid type, Cα

coordinates and SO(3) orientations, respectively.

Wu et al. (2022) presents a diffusion-based model to design protein structures represented by critical
angles between adjacent amino acids. They train a diffusion model where noise data is sampled
from a wrapped normal distribution. However, they do not design protein sequences in their work.

Language Model for Protein Generation
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Recently, ProGen has been proposed by Madani et al. (2023) as a language model to generate protein
sequences across diverse families and functions. However, this language model for proteins only
generates sequences or their high-dimensional embeddings, which restricts its application.

3 PRELIMINARIES

Poisson Equation and Poisson Field

Poisson equation is a second-order elliptic partial differential equation describing many natural
phenomena, such as the relationship between electric potential ϕ and the source charge ρ. Given
x ∈ RN , ρ(x) ∈ C0 : RN → R a charge function and φ(x) : RN → R a potential function, the
Poisson equation can be written as

∇2φ(x) = −ρ(x),
and the solution is given by a Green’s function as

φ(x) =

∫
G(x,y)ρ(y)dy,

where G is the Green’s function satisfying ∇2G(x,y) = δ(x− y), δ is the Dirac-delta function.

The negative gradient field of φ(x), referred as Poisson field of the source ρ, can be calculated as

E(x) = −∇φ(x) = −
∫

∇xG(x,y)ρ(y)dy,

and this defines a particle dynamics dx
dt = E(x) which describes the trajectories of the Ordinary

Differential Equation (ODE) as particles moving according to the Poisson field E(x).

Poisson Flow Generative Model

Based on the above knowledge, Xu et al. (2022) proposes Poisson Flow Generative Model (PFGM)
to generate 2D images. PFGM views pixels as electrical particles on the plane z = 0 and generates
data by the flow of the particles through the electric field lines. More specifically, to avoid mode
collapse, they first augment the data with an additional dimension, i.e. x̃ = (x, z) ∈ RN+1, and
employ the above particle dynamics as the forward ODE, and the corresponding backward ODE
dx̃ = v(x̃)dt in the augmented space, where v(x̃) is the negative normalized Poisson Field.

In the training stage, PFGM trains a network to learn the negative normalized Poisson field as the
evolution of the data. During the generation stage, it first samples data on the plane z = zmax,
which can be mapped to a uniform distribution on the hemisphere, then tracks their motion via the
backward ODE back to the z = 0 plane, where they will be distributed resembling the raw data.
PFGM could generate images faster than diffusion models based on SDE while maintaining the
same quality.

4 METHODS

As shown in Figure 1(a), two noteworthy parts comprising an antibody are the heavy chain and the
light chain. Each chain is composed of amino acids and has variable lengths. In this paper, we
only work on the design of one chain (heavy/light) and use the heavy chain as an example (it can be
easily and reasonably generalized to the light chain). There are twenty canonical amino acids, all of
which contain the N −Cα −C backbones and vary in the side chains linked to the Cα atom. In this
section, we formulate the representation of antibodies and illustrate the framework of PF-ABGen
for the antibody design in both structures and sequences.

4.1 ANTIBODY REPRESENTATION

To design antibodies, both the backbone structures and the side chains need to be depicted. Most
of the state-of-the-art works employ 3D Cartesian coordinates to represent conformations of pro-
teins, which is straightforward but demands SE(3)/SO(3)-equivariant networks. Moreover, this
representation also suffers from heavy computational costs. In this work, we use the angles be-
tween the backbone chain to assemble the authentic folding process. This representation naturally
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Figure 1: (a) An example of antibody structure. The chains colored in blue and yellow are heavy
chains, and the chains colored in orange and green are light chains. Each antibody can bind to a
specific antigen through the binding site, also denoted as Complementarity-Determining Regions
(CDRs). (b) Schematic structure of two adjacent amino acids. All the amino acids share the
N − Cα − C backbone and vary in the side chains (R1 and R2) attached to the Cα atom. The
three dihedral angles ϕ, ψ, ω and three bond angles θ1, θ2, θ3 are exemplified. (c) Overview of PF-
ABGen. In the forward ODE stage, we calculate the empirical Poisson field with the given structure
or sequence data and train a network to learn it. Then, we sample data at z = zmax from a distribu-
tion equivalent to a uniform distribution on a hemisphere in the augmented space and flow it back to
z = 0 via a backward ODE. The structure at the top corresponds to a set of noisy angles (on plane
z = zmax) and the structure at the bottom corresponds to a set of refined angles (on plane z = 0).
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incorporates equivariance and exempts us from the complex network design. Since the bond lengths
between backbone atoms are consistent, we only use angles to represent the structure and neglect the
distances. Three dihedral torsion angles and three bond angles can fully reconstruct the backbone
chains. Therefore, the angles can be represented as x ∈ [−π, π)N×6, where N is the length of the
antibody sequence. The details of the angles are shown in Table 1 and visualized in Figure 1(b).
These angles can be easily converted to 3D Cartesian coordinates by iteratively adding subsequent
atoms to the protein backbone as described in the work by Parsons et al. (2005).

As for the side chains, the type of amino acids determines the category of the residues and thus
determines the side chain structure. The one-hot encoding strategy is adopted here to represent
twenty types of amino acids, which can be written as s ∈ {0, 1}N×20, where N is the length of the
antibody sequence.

For the co-design task of structure and sequence, we can simply integrate the previously defined
representations for backbone and residue types. In addition, the coordinates of side chains can be
solved by any protein packers (Misiura et al., 2022; Liu et al., 2022) with the given conformation of
backbones and sequence of the protein.

Table 1: Angle Representation
Angle Description
ψ Dihedral torsion angle about Ni − Cαi

− Ci −Ni+1

ω Dihedral torsion angle about Cαi
− Ci −Ni+1 − Cαi+1

ϕ Dihedral torsion angle about Ci −Ni+1 − Cαi+1
− Ci+1

θ1 Bond angle between Ni − Cαi
− Ci

θ2 Bond angle between Cαi
− Ci −Ni+1

θ3 Bond angle between Ci −Ni+1 − Cαi+1

4.2 MODEL

Figure 1(c) illustrates the overview of our PF-ABGen model, and the details are as followings.

We first perturb the original data x (angles/sequences) into an augmented space, i.e.

x̃ = (y, z), (1)

where
y = x+ ∥ϵx∥ (1 + τ)mu, z = |ϵz| (1 + τ)m, (2)

and ϵ = (ϵx, ϵz) ∼ N
(
0, σ2IN+1,N+1

)
, whose norm serves as a small perturbation scalar, u ∼

U (SN (1)) and m ∼ U [0,M ]. M is a hyper-parameter.

In the training procedure, we use the perturbed data x̃ to calculate the empirical negative normalized
Poisson field

vB(x̃) = −
√
NÊB(x̃)/

∥∥∥ÊB(x̃)
∥∥∥
2
, (3)

where ÊB(x̃) = c(x̃)
∑|B|

i=1
x̃−x̃i

∥x̃−x̃i∥N+1 , B is a large batch from dataset D, x̃i = (xi, 0), c(x̃) is a
multiplier for numerical stability.

A neural network fθ is then trained to learn the empirical field by minimizing the mean square loss:

L(θ) = 1

|B|

|B|∑
i=1

∥fθ (ỹi)− vB (ỹi)∥22 (4)

The network fθ inherits from the main architectures of deep Noise Conditional Score Network++
(NCSN++) by Song et al. (2020) while making several adaptive adjustments.

During the sampling process, the initial value x̃ = (x, z) is sampled on a maximum plane z =
zmax, which can be mapped from a uniform distribution on a hemisphere S+

N+1(zmax) = {x̃ ∈
RN+1, ||x̃||2 = zmax, x̃N+1 > 0}. Let x̃ = (x, z) flow by the backward ODE dx̃ = v(x̃)dt, where
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v(x̃) is the negative normalized Poisson Field trained before. The ode sampler terminates until z
reaches the plane z = 0. In practice, the ODE can be written as

d(x, z) =

(
dx

dt

dt

dz
dz, dz

)
=

(
v(x̃)xv(x̃)

−1
z , 1

)
dz =

(
v(x̃)xv(x̃)

−1
z z, z

)
dt′, (5)

where z = et
′
, dz = zdt′. Such a change of variable allows for a faster sampling procedure

because z decays exponentially as t decays linearly. The right-hand side of Figure 1(c) shows the
evolvements of the angles’ corresponding structures.

The ODE process of PFGM achieves 10× ∼ 20× faster sampling speeds than the SDE samplers
while maintaining a similar quality, as demonstrated by Xu et al. (2022).

In order to facilitate the variable-length generation, we add masks to the loss function as follows:

Li(θ) = ||fθ(ỹi)− vBL
(ỹi)||22 ∗Mi,

L(θ) = 1

|B|

|B|∑
i=1

Li(θ)
(6)

where Mi is the mask tensor corresponding to data xi.

5 RESULTS

5.1 DATASET

To train and evaluate our model, we collect all antibodies, which are deposited before June 11 2022
and with resolutions better than 3Å, from the antibody structure database (SABDAB) (Dunbar et al.,
2014). Moreover, we curate two structural datasets including antibodies with a fixed number and
variable numbers of amino acids to exhibit the capability of our model of generating proteins with
variable lengths. In practice, we further convert the Cartesian coordinates of the three heavy atoms
in each amino acid into the six angles described in Section 4.1 and employ a one-hot representation
for the type of amino acids.

For the first dataset, we unify the sequence length to 86, which is the minimum length of Fv segments
in the heavy chains of all the collected antibodies. For these chains longer than 86, we cut the
sequence to multiple sections of 86 amino acids without superposition (except for the last section).
If the sequence length is larger than 86 and not divisible by 86, then the last section is chosen as the
last 86 amino acids of the antibody (Figure 2). In the end, we obtain 10718 samples in this dataset.

Figure 2: Augmentation strategy of data. Given the sequence with length l, we cut it into multiple
sections of 86 amino acids without superposition (except for the last section). If l > 86 and 86 ∤ l,
then the last section is chosen as the last 86 amino acids of the antibody.

The length and conformational diversity of CDRs mainly comes from six highly variable loops,
denoted as H1, H2, H3, L1, L2, and L3. Among them, H3, the most diverse loop, determines the
binding specificity against antigens (Figure 3(a)). For the second dataset, we focus on the CDR
H3 region. As shown in Figure 3(b), the lengths of H3 loops among different antibodies obey a
long-tailed distribution, and we choose 25 as the cutting length. More specifically, we cut the first
25 amino acids for H3 loops longer than 25, and pad with 0 to length 25 for loopers shorter than 25.
In this way, we obtain 3973 samples.
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Figure 3: Structure design for H3 loop. (a) CDR H3 loop in the antibody 4J1U. (b) The histogram
of the length of H3 loop. Due to the long-tailed distribution of sequence lengths, we choose 25 as
the maximum length for generating H3 structures.

5.2 STRUCTURE ONLY GENERATION

After training our PFGM model, we first assess its capability to recover the secondary structures in
the generated backbones. In particular, we compare our randomly generated structures with natural
antibody structures by the Ramachandran plot (Ramachandran & Sasisekharan, 1968), which is
commonly utilized to visualize the energetically allowed regions for backbone through illustrating
the co-occurrence frequency between dihedral angles ψ and ϕ. Generally, the Ramachandran plot
of natural proteins should converge into three clusters, which represent three natural conformations
(Figure 4(a)). More specifically, the left bottom cluster, the right cluster, and the left top cluster stand
for the left-handed α helix, the right-handed α helix, and the β sheet, respectively. As shown in
Figure 4(b), our generated angles can recover the three natural secondary conformations. Moreover,
the left-handed α helix region is more concentrated compared to the other two regions, which is
similar to the plot of natural proteins and can be verified by previous works (Cintas, 2002; Wu et al.,
2022). Parts of our generated structures with the angle representation can be found in Appendix
Figure A1.

(a) Natural Structure (b) Generated Structure

Figure 4: Ramachandran plot. (a) Natural distribution of torsion angle ϕ against ψ. (b) The gener-
ated distribution of ϕ and ψ. The generated distribution is analogous to the ground truth distribution
and can retrieve the three natural secondary conformations.
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5.3 SEQUENCE ONLY GENERATION

Despite the highly variable regions in the variable fragments, there also exist several conserved re-
gions which form the very basic skeleton of antibodies (Morrison et al., 1984; Oda et al., 2003).
Obviously, a reliable antibody generator should be capable of recovering most of these constant re-
gions. To validate the generated sequence, we align our generated sequences to the natural sequence
database. As a result, the number of matched amino acids varies between 30 ∼ 55 among 86. Fig-
ure 5(a) and 5(b) are two randomly selected examples from the sequence alignment results. The top
lines show our generated sequences and the bottom lines show the true sequences.

(a) Score=51

(b) Score=66

Figure 5: Two randomly selected examples from the sequence alignment results. The score repre-
sents the number of matched amino acids. Top line shows generated sequence while bottom line
shows true sequence.

However, solely comparing the sequence similarity does not capture the fact that these sequences
contain realistic sequence motifs of antibodies. The Antigen Receptor Numbering and Receptor
Classification (ANARCI) tool, which employs a set of hidden Markov models for residue renum-
bering, is commonly used to annotate the CDR loops of antibodies (Dunbar & Deane, 2016). To
validate whether our model deciphers the underlying patterns of the CDR loops, We feed all of our
generated sequences to ANACRI. As a result, most of our generated sequences can be identified
and annotated as species “human” (see Appendix Table A). This concretely demonstrates that our
sequence design strategy does not simply generate “similar” sequences, but also provides valuable
insights.

5.4 VARIABLE-LENGTH H3 STRUCTURE DESIGN

We also conducted an experiment on designing protein conformation with variable sizes. More
specifically, we train a PFGM model to generate the CDR H3 loop (Figure 3(a)), which is the most
flexible region that involves insertion, deletion and variation. As shown in Figure 3(b), the lengths
of H3 loops in the training dataset vary from five to sixty, which is accidentally ignored by other
studies for protein design (Luo et al., 2022; Wu et al., 2022). By applying masks to the padding
length, we successfully generate variable length H3 structures, as shown in Figure 6. The generated
angles of the last several amino acids are almost 0 and can be easily filtered. This result shows that
our model is also powerful for a more general scene in antibody-based therapies.

6 CONCLUSION

In this work, we propose Poisson Flow based AntiBody Genenator (PF-ABGen), a novel way for
antibody design. To evaluate the performance of our model, we conduct several downstream ex-
periments. More specifically, our generated angles can recover natural secondary conformations,
and our sequence design strategy provides valuable insights rather than simply generating “similar”
sequences. Moreover, our model is capable of generating proteins with variable lengths. These
results demonstrate that PF-ABGen could serve as an efficient tool to design biologically plausible
antibodies and thus potentially accelerate the development of antibody-based therapies.

Nevertheless, there still exist several promising perspectives in the future. First, although our model
exempts us from complex equivariant networks, the angle representation might accumulate errors
when recovering angles to coordinates. In addition, the structure-sequence co-design and antigen-
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Figure 6: Two examples of our generated H3 loop angles and their corresponding structure. The
remaining amino acids, where the bonding and torsion angles tend to zero, have been removed.
With a masked loss, our generated results have variable lengths.

conditioned structure/sequence design are still challenging. We believe the arising research interest
in drug discovery will shed light on these challenging issues in the future.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure A1: Generated Structure – 86 length

Species Chain Type e-value Score Seqstart Index Seqend Index
human H 1.1e-35 112.8 0 85
human H 5.1e-31 97.8 0 85
human H 1.3e-28 90.0 0 85
human H 2e-35 112.1 0 85
human H 2e-39 125.0 0 85
human H 2.8e-40 127.7 0 85
human H 1.1e-38 122.5 0 85
human H 1e-37 119.4 0 85
human H 6.2e-35 110.4 0 85
human H 8.8e-32 100.2 0 85

Table A1: The results of ANARCI Analysis. The e-value and score in the table stand for the e-value
and bit-score of the alignment to the most significant HMM, respectively. A smaller E-value means
a better match. A higher bit-score represents better sequence similarity. More details can be found
in Dunbar & Deane (2016).
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