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Abstract

Automatic text summarization has been found001
more and more useful nowadays because it can002
help to find relevant information quickly. In003
the legal domain, documents are usually long004
and filled with many technical terms. Some005
recent approaches focused on extractive sum-006
marization methods to generate summaries for007
English legal documents. Most of the existing008
works using abstractive summarization, how-009
ever, are for non-English legal documents. This010
study presents the first attempt to utilize a distil-011
lation version of the BART model (distilBART)012
for abstractive summarization of English legal013
documents. The results on benchmark legal014
corpora show that distilBART outperforms the015
state-of-the-art summarization models on this016
task.017

1 Introduction018

In the legal domain, the legal practitioners are re-019

quired to stay up-to-date with relevant informa-020

tion from legal principles changes, legislation and021

rulings from the courts. These documents are of-022

ten extremely long, they may have internal struc-023

ture, contain numerous technical terms and also024

references to previous cases or legal acts (Turtle,025

1995). With the focus merely on the core informa-026

tion, courts usually provide extracts in the form of027

catchwords, catchphrases, or head notes of their028

critical decisions summarizing the main topics and029

the outcomes. These summaries would offer the030

practitioners a faster way to find the relevant re-031

quired information without reading the entire text.032

However, legal summaries are usually generated033

by humans in a time-consuming process. Auto-034

matic text summarization is proven to be effective035

to extract the key information in the documents.036

Automatic text summarization is a process of ap-037

plying machine algorithms to mimic the summaries038

produced by humans. There are two conventional039

approaches: extractive and abstractive. Extractive040

summarization methods refer to generating sum- 041

maries by selecting the most important sentences 042

that could represent the idea of the original docu- 043

ment. In contrast, abstractive summarization could 044

be thought of as paraphrasing the general informa- 045

tion of the document and generating a new sum- 046

mary via natural language generation techniques. 047

Knowledge distillation (Hinton et al., 2015) is 048

based on training a compact small student model 049

to reproduce the behavior of a larger teacher model. 050

It refers to an idea of model compression by teach- 051

ing a smaller model to make the same predictions 052

as the bigger model (Ganesh, 2019). The smaller 053

network or model is considered as a student model 054

and the bigger model would be the teacher model. 055

BART(Lewis et al., 2019) model has been found ef- 056

fective in text generation, a distilled version of this 057

model introduced by (Shleifer and Rush, 2020) has 058

outperformed BART on CNN/Daily Mail dataset. 059

Hence, we adapt the distilled BART model for the 060

summarization of English legal documents and also 061

fine-tune this model on the datasets because this 062

model has not yet been applied in the legal domain. 063

The main contributions of the work are as the 064

following: 065

1. A pre-trained language model distilBART 066

that has not yet been applied in the legal domain 067

is adapted to the summarization task on English 068

legal documents. The comparison analysis shows 069

an improvement on the ROUGE precision scores as 070

well as ROUGE-2 recall and F-measure compared 071

with several state-of-the-art summarization models. 072

In terms of the Bert-Score, the proposed model 073

has also reached a higher score in comparison with 074

others. 075

2. Dataset-specific fine-tuning is performed for 076

summarizing English legal documents. The ex- 077

perimental analysis is demonstrated on two differ- 078

ent types of legal documents. After fine-tuning, 079

it shows an improvement of around 30 percent of 080

the ROUGE metric on the US Test Bill and Eur- 081
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LexSum dataset. The Bert-Score has also increased082

by about 5 percent. Therefore the performance is083

found to be better with fine-tuning in comparison084

to that before fine-tuning.085

The organization of the following sections is de-086

scribed as below. Section 2 presents a literature087

review of the related works done previously. In088

Section 3, we discuss the methodologies to carry089

out this work. Then a detailed description of the ex-090

periments, including the datasets and the evaluation091

metrics, is provided in section 4. The results are092

presented in section 5 and following the results, a093

detailed discussion is presented in the same section.094

Last but not least, the conclusion and future work095

directions can be found in section 6 regarding the096

proposed approach.097

2 Related Works098

2.1 Legal Text Summarization099

Most of the approaches in the text summarization100

for the legal domain are extractive. In the legal101

domain, most of the previous works focused on102

extractive summarization methods, (Nguyen et al.,103

2021), (Glaser et al., 2021), (Jain et al., 2021),104

(Gupta et al., 2022), (Klaus et al., 2022).105

Few solutions focused on abstraction. (Feijo106

and Moreira, 2021) presented their work called107

LegalSumm to summarize Brazilian Court Rul-108

ings in Portuguese. They proposed their methods109

by splitting a ruling into smaller samples, named110

chunks then generated candidate summaries by111

Transformer models. This work shows a better per-112

formance of abstractive summarization approaches113

than extractive ones. (Glaser et al., 2021) proposed114

their work on German Courting Rulings using Con-115

volutional Neural Networks(CNN), Recurrent Neu-116

ral Networks(RNN), and attention mechanisms.117

The models followed a general encoder-decoder118

structure to generate summaries in abstraction, but119

the results of the abstractive model were not satis-120

fied. Then more recently, (Yoon et al., 2022) first121

attempted abstractive summarization of Korean le-122

gal decision text. They utilized two pre-trained123

language models, BERT2BERT and BART, which124

are encoder-decoder approaches under transformer125

architecture.126

So far, few studies developed abstractive127

summarization methods on English legal docu-128

ments.(Elaraby and Litman, 2022) proposed a sim-129

ple argumentative structure of legal documents by130

integrating argument role labeling into the sum-131

marization process to create a neural abstractive 132

summarizer. The authors used 1049 legal cases and 133

summary pairs from the Canadian Legal Informa- 134

tion Institute. Instead of a single-document summa- 135

rization, (Shen et al., 2022) presented an abstrac- 136

tive dataset Multi-LexSum dataset for U.S.large- 137

scale civil rights lawsuits from Civil Rights Liti- 138

gation Clearinghouse(CRLC) for the task of multi- 139

document summarization. 140

2.2 Transformers approach 141

More recently, many approaches based on the 142

Transformers (Vaswani et al., 2017) architecture, 143

such as BART, Pegasus (Zhang et al., 2020), and 144

T5 (Text-to-Text Transfer Transformer) (Raffel 145

et al., 2020) are trained for short documents and 146

they performed well on summarizing short doc- 147

uments. For longer documents, models such 148

as LED (Longformer-encoder-decoder) (Beltagy 149

et al., 2020) and the Bigbird Model (Zaheer et al., 150

2020) are designed to handle much longer docu- 151

ments but they require a large amount of training 152

data and also quite a long time to train. With this 153

situation, we could fine-tune a pre-trained model 154

designed for summarization tasks with a relatively 155

small size and a faster speed. 156

2.3 Long Document Summarization 157

Although many of the existing works focus on 158

short documents, several current works present 159

new approaches to summarize longer documents. 160

(Celikyilmaz et al., 2018) introduced an encoder- 161

decoder architecture to handle long documents 162

through deep communicating agents, where each 163

agent takes care of a subsection. (Cohan et al., 164

2018) proposed their method to summarize sci- 165

entific research papers through a hierarchical en- 166

coder that handles the discourse structure of a doc- 167

ument and an attentive discourse-aware decoder 168

generates the final summary. The authors (Gidiotis 169

and Tsoumakas, 2020) proposed a novel divide- 170

and-conquer method for summarizing long docu- 171

ments. They split a long document and its sum- 172

mary into multiple source-target pairs that are used 173

for the model to learn to summarize each part of 174

the document separately. (Rohde et al., 2021) de- 175

signed a new Hierarchical Attention Transformer- 176

based architecture that has a better performance 177

than standard Transformers on several sequence-to- 178

sequence tasks. A novel efficient encoder-decoder- 179

based attention model is introduced by (Huang 180

et al., 2021) with head-wise positional strides to 181
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effectively capture salient information from the182

source texts. For evaluation, the researchers have183

provided the GOVREPORT dataset with extremely184

long documents (9.4k words on average) and sum-185

maries (553 words on average).186

3 Methods187

The primary goal of this work is to generate188

summaries for English legal documents with pre-189

trained summarization models. We adapt the model190

that had not yet been applied to the task of sum-191

marization in the legal domain of English legal192

documents.193

The baseline model is called the distilBART194

model introduced by (Shleifer and Rush, 2020). In195

2019 (Sanh et al., 2019) proposed a smaller lan-196

guage model called DistilBERT with good perfor-197

mances on a wide range of tasks, including classi-198

fication and regression. It showed the strength of199

using direct knowledge distillation from a large200

model to a smaller model. Then (Shleifer and201

Rush, 2020) introduced the idea of "shrink and202

fine-tune" for distillation of the state-of-the-art,203

pre-trained summarization models. This approach204

avoids explicit distillation by copying parameters to205

a smaller student model and then fine-tuning. The206

authors demonstrate the distillation of BART and207

Pegasus and find the "shrink and fine-tune" method208

outperformed former state-of-art, pre-trained sum-209

marization models on CNN/Daily Mail dataset. So210

far this model has not yet been applied in the legal211

domain, therefore, in this work, we would consider212

the version of distillation of the BART model as213

our baseline model. The model checkpoint in this214

work is sshleifer/distilbart-cnn-12-6.215

The methods could be broken down into two216

stages, before fine-tuning and after fine-tuning. In217

the first stage, we use the package Transformers218

from Hugging Face, which allows users to down-219

load and train pre-trained models easily. We fol-220

low the summarization example provided on the221

website 1 to generate summaries for the legal docu-222

ments. We pre-process the texts with the Hugging223

Face Transformers Tokenizer, which tokenizes the224

inputs and generates the other input that the model225

requires. However, sentences are not always the226

same length which might be a problem because227

the tensors (model inputs) need to have a uniform228

shape. Padding is a strategy for ensuring tensors229

are rectangular by adding a special padding token230

1https://huggingface.co/docs/transformers/index

to short sentences 2. We set the padding parameter 231

to "longest" in the batch to match the longest se- 232

quence. On the other hand, sometimes a sentence 233

might be too long for a model to handle. In this 234

case, we need to truncate the sequence to a shorter 235

length. We set the truncation parameter to True to 236

truncate the sequence to the maximum length. We 237

load the tokenizer with a "from-pretrained" method 238

which expects the name of a model from the Hug- 239

ging Face model card. After pre-processing, we 240

could download the pre-trained model, the "from- 241

pretrained" model will download and cache the 242

model automatically. The summaries are then gen- 243

erated by the model and then decoded with the 244

tokenizer as the final outputs and evaluated by the 245

evaluation metrics. 246

Then for the second stage, we train the model on 247

the datasets for the summarization task. We fine- 248

tune the pre-trained model with the Transformers 249

Trainer class optimized for training Transformer- 250

based models provided by Hugging Face, which 251

makes it easier for the training process without 252

manually creating training loops and functions. 253

The pre-processing is the same as the first stage, 254

in addition to that we are adding a prefix: summa- 255

rize to the tokens and creating additional inputs 256

for the model, such as attention mask. We write 257

a function to help us in the pre-processing at this 258

stage. The model is loaded with Hugging Face as 259

well. For training Sequence to Sequence models, 260

we need a data collator, which not only pads the 261

inputs to the longest sequence in the batch, but also 262

the labels. We use the DataCollatorForSeq2Seq 263

provided by Hugging Face Transformers library. 264

Next, we define training and validation sets. We 265

use 80 percent of the data for training and the rest 266

for validation. Hugging face Datasets package of- 267

fers a "to-tf-datasets" method that integrates the 268

dataset with the collator defined before. We calcu- 269

late the ROUGE-1 and ROUGE-L f-measure as the 270

evaluation metric during training. Finally, we train 271

the model with the Trainer class, generate sum- 272

maries by the fine-tuned class on the test set and 273

evaluate the performance by the evaluation metrics. 274

4 Experiments 275

4.1 Datasets 276

In this work, there are two datasets used for experi- 277

ments. 278

2https://huggingface.co/docs/transformers/preprocessingnatural-
language-processing
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• BillSum(Kornilova and Eidelman, 2019) is279

the first dataset for summarization that con-280

tains 22,218 United States (US) Congres-281

sional bills and 1,237 California (CA) state282

bills. The US Congressional bills is split into283

18,949 train bills and 3,269 test bills. The284

US documents contain 65 sentences on aver-285

age, and the summaries have 6 sentences on286

average. Whereas the CA testing documents287

and the summaries contain 52 and 9 sentences288

respectively.289

• EUR-LexSum (Klaus et al., 2022) consists of290

4595 English summaries of legal acts passed291

by the European Union between July 2003 and292

February 2022. The documents are structured293

into 32 policy fields. The documents contain294

340 sentences on average and the summaries295

have 32 sentences on average.296

4.2 Evaluation Metrics297

The performance of automatic summarization is298

usually measured with ROUGE (Lin, 2004) scores,299

which is a standard metric in the text summariza-300

tion domain for the evaluation of the machine-301

generated summaries. ROUGE standards for Re-302

call Oriented Understudy for Gisting Evaluation303

that counts the number of overlapping units such304

as word pairs, word sequences and n-gram be-305

tween the system-generated summary and the gold306

standards created by humans. Several variants307

of ROUGE are presented such as ROUGE-N,308

ROUGE-L, ROUGE-S, ROUGE-SU and ROUGE-309

W. Each of the variants generates three scores that310

are namely precision, recall ad F1-measure. In this311

work, ROUGE-N and ROUGE-L are used for eval-312

uating the system summaries and the details are313

shown below:314

• ROUGE-N measures the n-gram overlapping315

between candidate system-generated sum-316

mary and human-generated reference sum-317

mary, where N stands for the length of n-318

gram. ROUGE-1 counts the unigrams, while319

ROUGE-2 counts the bigrams between candi-320

date summaries and reference summaries.321

• ROUGE-L measures the Longest Common322

Subsequence(LCS) between the system and323

human summaries. By LCS, we refer to words324

that are in sequence but not necessarily con-325

secutive.326

Apart from ROUGE scores, we would also use 327

another metric called BERT-Score (Zhang et al., 328

2019), which calculates a similarity score for each 329

token in the candidate summary with each token in 330

the reference summary. They used greedy match- 331

ing to maximize the matching similarity score, 332

where each token is matched to the most similar 333

token in the other sentence with respect to recall, 334

precision, and F1 scores. 335

4.3 Experiment Details 336

The documents are pre-processed by removing the 337

white space formatting in the dataset3. For fine- 338

tuning on BillSum, we split the US train bills into 339

80 percent training and 20 percent validation bills 340

to save memory space. We generate summaries for 341

US test bills and California test bills. Regarding 342

the relative small size of Eur-LexSum, we also use 343

80 percent of the document for fine-tuning, but 10 344

percent for validation and 10 percent for testing. 345

The system summaries are generated for the test 346

split. For comparison before and after fine-tuning, 347

we generate the summaries with the pre-trained 348

without fine-tuning for the documents in the test 349

sets. Then we load the model and the tokenizer 350

from Hugging Face. The input documents are tok- 351

enized with BartTokenier and the model is loaded 352

with BartForConditionalGeneration to perform the 353

summarization task provided by the transformers 354

package. In the first stage, we generate summaries 355

for the documents directly from the pre-trained 356

model. The summary length limit is set to be 2000 357

characters as 90 percent of the gold standard sum- 358

maries are of this length (Kornilova and Eidelman, 359

2019). Although the summaries are longer for the 360

European Union legal acts, due to memory limi- 361

tations, the 2000 character length is also set for 362

documents in Eur-LexSum. 363

For the second stage, we start to fine-tune the 364

models on US-Train data in the BillSum dataset. 365

The pre-trained model is trained for 10 epochs with 366

early stopping of 5 epochs. The learning rate of 2e- 367

05 is chosen along with the Adam optimizer. The 368

summary lengths are chosen as 128 tokens for Bill- 369

Sum and 256 tokens for Eur-LexSum with respect 370

to the average number of tokens of the gold stan- 371

dards. Based on the performance of the state-of- 372

the-art models on the first stage, we choose some of 373

the models and fine-tuned them to discover whether 374

fine-tuning helps to increase the performance. 375

3https://github.com/FiscalNote/BillSum

4



The experiments are conducted on a slurm clus-376

ter4 using one GPU. Fine-tuning takes 8 GPU hours377

on average.378

4.4 Baseline and state-of-the-art models379

We compare the proposed model with several ab-380

stractive state-of-the-art approaches which are de-381

scribed briefly as below:382

• BigBird-Pegasus(Zaheer et al., 2020): The383

model uses sparse attention mechanism so that384

it could handle maximum sequence length of385

4096 tokens as compared to the BERT model386

with full attention mechanism. The advantage387

of this model is that it could deal with longer388

sequences due to its improved attention mech-389

anism. The version of BigBird-Pegasus which390

is fine-tuned on the Big Patent dataset is used391

in this work.392

• LED(Beltagy et al., 2020): Longformer-393

Encoder-Decoder(LED) is a variant of Long-394

former for supporting long document genera-395

tive sequence-to-sequence tasks. LED works396

well on long-range sequence-to-sequence397

tasks where the input ids exceed a length of398

1024 tokens according to the authors. The399

model used is called led-base-16384, the base-400

line of LED, able to process upto 16K tokens.401

• Legal LED 5: This is a Longformer Encoder402

Decoder model for the legal domain, trained403

for long document abstractive summarization404

task. The length of the document can be up405

to 16,384 tokens. The model was pre-trained406

on sec-litigation-releases dataset consisting of407

more than 2700 litigation releases and com-408

plaints.409

• Pegasus (Zhang et al., 2020): The pre-training410

task of the Pegasus is intentionally similar to411

summarization according to the abstract in412

the paper. The important sentences are re-413

moved/masked from an input document and414

are generated together as one output sequence415

from the remaining sentences, similar to an416

extractive summary. In this work, we consider417

the version of Pegasus model fine-tuned on418

CNN/Daily Mail dataset.419

• T5 (Raffel et al., 2020): T5 is an encoder-420

decoder model pre-trained on a multi-task421

4https://slurm.schedmd.com/overview.html
5https://huggingface.co/nsi319/legal-led-base-16384

mixture of unsupervised and supervised tasks 422

and each task is converted to a text-to-text for- 423

mat. It is said to work well on various tasks by 424

appending different prefixes to the input corre- 425

sponding to each task, such as translation and 426

summarization. T5 comes in different sizes, 427

t5-small, t5-base,t5-large, t5-3b and t5-11b. 428

In this work, we will consider t5-large model 429

for the summarization task. 430

The model checkpoints are all available from the 431

hugging face model hub. 432

5 Results and Discussion 433

5.1 Stage 1: State-of-the-art Comparison 434

before fine-tuning 435

Tables 1,2,3 demonstrate the comparison of the 436

distilled BART model with the state-of-the-art ap- 437

proaches on Bert-Score before fine-tuning. As for 438

these results, the proposed model and the Pegasus 439

model generate semantically closer summaries for 440

the datasets before fine-tuning. In comparison of 441

these two models, on the US-test bills, the Distil- 442

BART model reached the higher precision, while 443

on the EUR-LexSum dataset the Pegasus model 444

has a better recall. In terms of the California test 445

bills, the DistilBART outperforms all other state- 446

of-the-art models. 447

Tables 4,5,6 show the comparison of the pro- 448

posed method with the state-of-the-art approaches 449

on the ROUGE metric before fine-tuning. Over- 450

all, the distilled BART model has demonstrated 451

the best performance on all the precision scores, 452

whereas the recall scores are a little bit lower than 453

Longformer(LED) and Pegasus. The Student t-test 454

shows that the precision scores and the recall dif- 455

ferences between the state-of-the-art models and 456

distilled BART model are statistically different, but 457

with regard to the ROUGE-2 F-measure score dif- 458

ference between Pegasus and distilled BART, as 459

the p-value is above 0.01, the Student t-test does 460

not provide any evidence that it is statistically dif- 461

ferent. However, in Eur-LexSum, the Legal-LED 462

model has reached higher results on ROUGE-1 and 463

ROUGE-L recalls as well as F-measures. The re- 464

call differences are statistically different, while the 465

F-measure differences are not. 466

5.2 Stage 2: Comparison of the models after 467

fine-tuning 468

Tables 7,8,9 illustrate the average Bert-Score of 469

the fine-tuned models. The results show that the 470

5



Table 1: Average Bert-Score the pre-trained models
without fine-tuning on the US-Test bills. P stands for
precision, R stands for recall. The best performances
are in bold.

Models Precision Recall F1
BigBird-Pegasus 0.8074 0.8134 0.8100

LED 0.7367 0.8150 0.7734
Legal-LED 0.7800 0.8177 0.7980

Pegasus 0.8403 0.8473 0.8435
T5 0.7910 0.8018 0.7962

DistilBART 0.8561 0.7576 0.8037

Table 2: Average Bert-Score the pre-trained models
without fine-tuning on the California(CA)-Test bills.
P stands for precision, R stands for recall. The best
performances are in bold.

Models Precision Recall F1
BigBird-Pegasus 0.8274 0.8154 0.8210

LED 0.7078 0.7838 0.7433
Legal-LED 0.7912 0.8127 0.8015

Pegasus 0.8401 0.8299 0.8347
T5 0.7807 0.7852 0.7828

DistilBART 0.8459 0.8309 0.8382

disilled BART model generate semantically closest471

summaries to the ground truth for US-test bills and472

European Union Legal acts but not for the Cali-473

fornia Test bills. In terms of the CA test bills, the474

fine-tuned Pegasus model has a better performance475

than the Bigbird model.476

Tables 10,11,12 indicate the results on ROUGE477

metric after fine-tuning Bigbird, Pegasus and the478

distilled BART model. Overall, our proposed479

method has outperformed the state-of-the-art mod-480

els even after fine-tuning on the US-Test and Eur-481

LexSum. An interesting finding is that the dis-482

tilled BART has higher recall and f-measure scores483

than Pegasus after fine-tuning on the US-Test bills.484

The model has the best performance on the Eur-485

LexSum dataset, whereas on BillSum, some of the486

highest scores are still reached by the fine-tuned487

Pegasus model. The Student-t test showed that the488

scores are all statistically different. However, it is489

surprising that the DistillBART under-performed in490

summarizing California Test bills compared with491

the other two models. The difference in the scores492

is quite large. We will discuss the potential reason493

in the discussions.494

5.3 Discussion495

From the experimental results, we could observe496

that overall the distilled BART model is perform-497

ing better on summarizing legal documents as com-498

pared to the state-of-the-art approaches on both499

Table 3: Average Bert-Score the pre-trained models
without fine-tuning on the EUR-LexSum. P stands for
precision, R stands for recall. The best performances
are in bold.

Models Precision Recall F1
BigBird-Pegasus 0.7812 0.7546 0.7673

LED 0.7206 0.7532 0.7360
Legal-LED 0.7776 0.7863 0.7818

Pegasus 0.8295 0.7792 0.8035
T5 0.7933 0.7707 0.7817

DistilBART 0.8426 0.7736 0.8065

stages. We could also find an improvement of the 500

evaluation metrics after fine-tuning. 501

For the first stage, we are expecting the Legal- 502

LED model would have a better performance than 503

other state-of-the-art models because the model 504

was fine-tuned on some legal documents while the 505

other models were pre-trained on news articles or 506

scientific articles. The model did perform well on 507

the European Union Legal Acts but not so good on 508

the BillSum dataset. The reason behind that might 509

be the Legal-LED was fine-tuned on litigation (the 510

process of taking legal action), which is similar to 511

the documents in the Eur-LexSum (contains Legal 512

Acts by the European Union). Thus, the language 513

would be more similar in the datasets so that the 514

model performed well on Eur-LexSum rather than 515

BillSum. 516

The Bert-Score metrics are quite high indicating 517

the ability of all models to generate summaries 518

semantically close to the gold standard. The next 519

highest Bert-Scores are achieved by the BigBird 520

and the Pegasus models followed by the distilled 521

BART model. 522

Based on the performance of the state-of-the-art 523

models, we select Pegasus and Bigbird-Pegasus 524

models in comparison with the fine-tuned distilled 525

BART model. Although the original LED has a bet- 526

ter performance than the Bigbird model, since it has 527

a fine-tuned version on the legal documents:Legal- 528

LED, we decide not to fine-tune the model in this 529

work. As the Bigbird and Pegasus models got the 530

second and third highest Bert-Score, we decided 531

to fine-tune the Bigbird model to see if fine-tuning 532

would improve the results. 533

The process of fine-tuning the model helps to 534

increase precision scores a lot, but not much on 535

the recalls, even a drop on ROUGE-1 recall for 536

the EUR-LexSum dataset, which happens to all 537

models after fine-tuning. However, the Bert-Score 538

increases at the meantime, which means the sum- 539
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Table 4: Average ROUGE scores of the pre-trained models without fine-tuning on the US-Test bills. R1,R2, and RL
are ROUGE-1,ROUGE-2 and ROUGE-L respectively. P stands for precision, R stands for recall and F stands for
f-measures. The best performances are in bold.

Models R1-P R1-R R1-F R2-P R2-R R2-F RL-P RL-R RL-F
BigBird-Pegasus 0.2726 0.3612 0.2765 0.0833 0.1064 0.0842 0.1870 0.2672 0.1955

LED 0.1584 0.5075 0.1943 0.0662 0.2717 0.0977 0.1076 0.3373 0.1225
Legal-LED 0.1788 0.4097 0.2249 0.0507 0.1278 0.0655 0.1148 0.2811 0.1472

Pegasus 0.4280 0.4595 0.4007 0.1919 0.2006 0.1771 0.2688 0.2988 0.2545
T5 0.4101 0.1952 0.2388 0.1228 0.0572 0.0703 0.2642 0.1266 0.1535

DistilBART 0.4819 0.4060 0.3919 0.2107 0.1788 0.1731 0.2972 0.2579 0.2475

Table 5: Average ROUGE scores of the pre-trained models without fine-tuning on the California(CA) bills. R1,R2,
and RL are ROUGE-1,ROUGE-2 and ROUGE-L respectively. P stands for precision, R stands for recall and F
stands for f-measures. The best performances are in bold.

Models R1-P R1-R R1-F R2-P R2-R R2-F RL-P RL-R RL-F
BigBird-Pegasus 0.4739 0.2999 0.3390 0.1815 0.1071 0.1244 0.2990 0.1926 0.2142

LED 0.1563 0.3014 0.1733 0.0533 0.1065 0.0630 0.1036 0.1952 0.1125
Legal-LED 0.2725 0.3627 0.2865 0.0762 0.1030 0.0801 0.1730 0.2386 0.1838

Pegasus 0.5425 0.3199 0.3727 0.2399 0.1334 0.1585 0.3330 0.1955 0.2767
T5 0.5162 0.1372 0.2048 0.1100 0.0284 0.0424 0.3337 0.0861 0.1289

DistilBART 0.5849 0.2712 0.3465 0.2498 0.1093 0.1421 0.3546 0.1619 0.2072

Table 6: Average ROUGE scores of the pre-trained models without fine-tuning on the EUR-LexSum. R1,R2, and
RL are ROUGE-1,ROUGE-2 and ROUGE-L respectively. P stands for precision, R stands for recall and F stands
for f-measures. The best performances are in bold.

Models R1-P R1-R R1-F R2-P R2-R R2-F RL-P RL-R RL-F
BigBird-Pegasus 0.4409 0.1612 0.2231 0.0853 0.0295 0.0416 0.3116 0.1142 0.1572

LED 0.2312 0.1954 0.1912 0.0494 0.0435 0.0423 0.1555 0.1259 0.1239
Legal-LED 0.3508 0.2163 0.2523 0.0686 0.0413 0.0481 0.2300 0.1431 0.1660

Pegasus 0.6356 0.1371 0.2185 0.2227 0.0473 0.0755 0.3777 0.0799 0.1278
T5 0.5859 0.0673 0.1180 0.1557 0.0179 0.0313 0.3930 0.0442 0.0776

DistilBART 0.6648 0.1316 0.2141 0.2424 0.0473 0.0770 0.3968 0.0771 0.1260

Table 7: Average Bert-Score of the model after fine-
tuning on the US-Test bills.P stands for precision, R
stands for recall. The best performances are in bold.

Models Precision Recall F1
BigBird-Pegasus 0.8831 0.8604 0.8832

Pegasus 0.9003 0.8678 0.8711
DistilBART 0.8949 0.8790 0.8863

Table 8: Average Bert-Score of the model after fine-
tuning on the California(CA) Test bills.P stands for
precision, R stands for recall. The best performances
are in bold.

Models Precision Recall F1
BigBird-Pegasus 0.8566 0.8263 0.8410

Pegasus 0.8643 0.8257 0.8452
DistilBART 0.8513 0.8146 0.8323

maries are semantically closer to the gold standards540

after fine-tuning. According to the definition of the541

precision in ROUGE metric, a higher precision542

indicates a larger proportion of words in the refer-543

ence summary are captured by the system summary,544

Table 9: Average Bert-Score of the model after fine-
tuning on the Eur-LexSum.P stands for precision, R
stands for recall. The best performances are in bold.

Models Precision Recall F1
BigBird-Pegasus 0.8149 0.7567 0.7845

Pegasus 0.8154 0.7619 0.7875
DistilBART 0.8733 0.8196 0.8455

whereas a lower recall suggests a smaller propor- 545

tion of words in the system summary that actually 546

appears in the reference summary. Therefore, these 547

changes of results demonstrate the model learns 548

more words in the gold standards after the process 549

of fine-tuning as the precision scores increased, 550

whereas a drop of the recall might because the gen- 551

erated summaries are shorter after fine-tuning. 552

As mentioned above, the distilled BART model 553

has under-performed the other fine-tuned models 554

on the CA Test bills, which is not as expected. It 555

might because the language used in the California 556

bills are not the same as the US Congressional bills. 557
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Table 10: Average ROUGE scores of the pre-trained models without fine-tuning on US-Test bills. R1,R2, and RL
are ROUGE-1,ROUGE-2 and ROUGE-L respectively. P stands for precision, R stands for recall and F stands for
f-measures. The best performances are in bold.

Models R1-P R1-R R1-F R2-P R2-R R2-F RL-P RL-R RL-F
BigBird-Pegasus 0.6146 0.4193 0.4510 0.3636 0.2415 0.2614 0.4706 0.3238 0.3451

Pegasus 0.6968 0.4084 0.4641 0.4673 0.2644 0.3030 0.5623 0.3283 0.3717
DistilBART 0.6637 0.4653 0.4979 0.4146 0.2900 0.3090 0.5025 0.3508 0.3788

Table 11: Average ROUGE scores of the pre-trained models without fine-tuning on California (CA)-Test bills.
R1,R2, and RL are ROUGE-1,ROUGE-2 and ROUGE-L respectively. P stands for precision, R stands for recall and
F stands for f-measures. The best performances are in bold.

Models R1-P R1-R R1-F R2-P R2-R R2-F RL-P RL-R RL-F
BigBird-Pegasus 0.6404 0.2468 0.3322 0.3130 0.1126 0.1548 0.4361 0.1644 0.2220

Pegasus 0.6704 0.2313 0.3163 0.3605 0.1144 0.1600 0.4760 0.1588 0.2183
DistilBART 0.6198 0.2197 0.2330 0.2783 0.0650 0.0993 0.4345 0.1048 0.1581

Table 12: Average ROUGE scores of the pre-trained models without fine-tuning on EUR-LexSum. R1,R2, and RL
are ROUGE-1,ROUGE-2 and ROUGE-L respectively. P stands for precision, R stands for recall and F stands for
f-measures. The best performances are in bold.

Models R1-P R1-R R1-F R2-P R2-R R2-F RL-P RL-R RL-F
BigBird-Pegasus 0.6230 0.1075 0.1783 0.2001 0.0329 0.0549 0.4550 0.0767 0.1273

Pegasus 0.6300 0.0979 0.1651 0.3310 0.0498 0.0841 0.4620 0.0706 0.1192
DistilBART 0.7766 0.1122 0.1922 0.3949 0.0568 0.0974 0.5380 0.0771 0.1322

As defined in GovInfo 6, Congressional bills are558

legislative proposals from the House of Represen-559

tatives as Senate within United States Congress.560

The California state bills are Senate Bill whereas561

the US Congressional bills are House Bill. It is562

likely that the language use is different from types563

and thus could affect the performance of the model564

fine-tuning on one dataset.565

6 Conclusions566

In this work, we utilized a pre-trained language567

model not yet applied in the legal domain to the568

summarization task of English legal documents us-569

ing abstractive summarization approach. We con-570

ducted our experiments on two different datasets571

and the experimental results show that the proposed572

model has a better performance compared to the573

state-of-the-art models.574

For the future work, other metrics measuring575

semantic similarity could be explored. Secondly,576

other types of English legal documents might be uti-577

lized because we have found some language differ-578

ences between different types of legal documents,579

even though they are all in English. Finally, we580

might also combine our approach with extractive581

models, for instance, we could generate abstrac-582

tive summaries from the important sentences of583

6https://www.govinfo.gov/help/bills

the original document selected by some extractive 584

methods. 585
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