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Abstract
Large Language Models (LLMs) have trans-
formed natural language processing, showcas-
ing remarkable skill in language generation and
comprehension. However, these models often
exhibit gender biases inherited from the vast
datasets used for training, which can lead to
the perpetuation and amplification of societal
stereotypes (Gallegos et al., 2024). Addressing
gender bias in LLMs is critical to ensuring that
these models contribute constructively across
diverse fields without reinforcing inequities.
This work proposes prompt-based techniques
to mitigate gender bias in LLM outputs. We
introduce custom zero-shot, zero-shot chain-of-
thought (CoT), few-shot, and few-shot chain-
of-thought (CoT) prompting methods designed
to discourage biased responses and promote
fairness and inclusivity. Our prompt debias-
ing approach leverages guiding prompts that
explicitly direct the model to avoid stereotypes
or engage in step-by-step reasoning, fostering
more equitable language generation. Through
experimental evaluation, we demonstrate the
potential of prompt-based debiasing to reduce
gender bias, paving the way for more responsi-
ble and inclusive applications of LLMs.

1 Introduction

The meteoric rise and rapid adoption of large lan-
guage models have fundamentally changed and in-
creased the performance of language tasks (Brown
et al., 2020; Liu et al., 2023). As of August 29,
2024, ChatGPT reports that they have 200 million
weekly active users. 92% of Fortune 500 compa-
nies are using its products and the use of its API
has doubled since the launch of ChatGPT-4o-mini.

However, beyond its language capability, large
language models have the risk to perpetuate harm,
social biases, and toxic language. Trained on an ex-
tensive amount of unfiltered Internet data, LLM’s
inherit the societal stereotypes, derogatory lan-
guage, misogyny of the human condition (Ben-
der et al., 2021; Gallegos et al., 2024). Although

LLM’s often reflect existing biases, they can also
amplify the biases they have been trained on – the
automatic reproduction of injustice can reinforce
and enforce systemic injustices. These harms can
disproportionately impact vulnerable and marginal-
ized communities (Kotek et al., 2023).

In this paper, we focus on the topic of gender
bias, and explore if prompting strategies: zero-
shot, zero-shot chain-of-thought, few-shot, few-
shot chain-of-thought debias prompting can debias
large language models. The large language mod-
els that we measured gender bias on are GPT2,
GPT2-XL,BERT-base-uncased, AlBERTa, OPT-
1.3B, Mistral-7B-Instruct-v0.3, and Llama-3.1-8B-
Instruct. We use 3 bias benchmark metrics to
evaluate gender bias: StereoSet (Nadeem et al.,
2020), CrowS-Pairs (Nangia et al., 2020), and Bias
Benchmark for Question Answering (Parrish et al.,
2022a).

Concretely our paper aims to answer the follow-
ing research questions:

Q1 Does Debias Prompting Decrease Bias in
Large Language Models?

Q2 Are There Trade-offs Between Task Perfor-
mance and Bias Score?

Our zero-shot, zero-shot chain-of-thought, few-
shot, and few-shot chain-of-thought debias prompts
generally lowered gender bias throughout all three
benchmarks, showing promising results. Although
LLMs tend to internalize and reproduce societal
biases, the debiasing prompts successfully miti-
gated gender bias in LLMs. We also note that
there exists a trade-off between language modeling
performance and bias score as there a drop in the
language model’s modeling ability when gender
bias decreases.

2 Related Works

Mitigating bias in LLMs is a rapidly evolving re-
search area that focuses on addressing the inherent
societal biases found in training data. Existing stud-



ies have explored various techniques to evaluate
and mitigate bias, such as custom prompting, data
augmentation, and fine-tuning.

We have seen significant progress in metrics that
quantify bias in LLMs. StereoSet and CrowS-Pairs
are notable benchmarks for evaluating stereotypical
biases in masked language modeling tasks, while
the BBQ benchmark is similarly designed for the
question answering task. Unique metrics exist for
each benchmark that quantify a LLM’s bias tenden-
cies and contextual understanding. These bench-
marks function as a comprehensive framework for
assessing the impact of various bias mitigation tech-
niques, serving as foundational tools for our current
study.

Prompt engineering has emerged as a practical
approach to mitigating biases that avoids retrain-
ing or finetuning. (Gallegos et al., 2024) intro-
duced self-debiasing zero-shot prompting, demon-
strating how carefully designed prompts can utilize
a LLM’s existing contextual understanding to rec-
ognize and avoid bias. Leveraging a step-by-step
reasoning approach with chain-of-thought prompt-
ing (Kaneko et al., 2022) further advanced this
field by guiding models towards unbiased outputs.
Lastly, few-shot debias prompting has also been
explored (Brown et al., 2020), with findings sug-
gesting that including examples within the prompt
can effectively reduce bias while preserving perfor-
mance.

A recurring theme in debiasing research is the
trade-off between reducing bias and maintaining
task performance. Studies highlight that aggres-
sively mitigating bias often results in decreased ac-
curacy or contextual understanding (Parrish et al.,
2022a). Balancing these trade-offs remains a cru-
cial challenge, which is where approaches like CoT
reasoning or few-shot prompting show potential in
reducing the impact of these trade-offs.

Building on this prior work, our study further
explores the effects of zero-shot, zero-shot CoT,
few-shot, and few-shot CoT prompting techniques
on mitigating gender bias across various LLMs.
We combine multiple benchmarks and metrics to
provide a holistic evaluation of bias across differ-
ent tasks. Furthermore, we analyze the trade-offs
between bias mitigation via debias prompting and
task performance.

Figure 1: Gender Intrasentence Context Association
Tests (CATs) to measure the gender bias and language
modeling ability of language models.

3 The dataset that will be used

The dataset that will be used includes Bias-Bench
and the BBQ Dataset. Bias-Bench provides the
StereoSet and CrowS-Pairs benchmarks to assess
bias in large language models (Meade et al., 2022).
BBQ is a dataset designed to evaluate bias in large
language models using question answering task
(Parrish et al., 2022a).

4 Gender Bias Benchmarks

We begin by describing the three intrinsic bias
benchmarks we use to evaluate our zero-shot, zero-
shot CoT, and few-shot self-debiasing technique.
We select these benchmarks as they are well used in
literature to evaluate bias in large language models.

4.1 StereoSet

For our first bias benchmark, we used the StereoSet
dataset and its corresponding bias metrics (Nadeem
et al., 2020).

We chose the gender intrasentence task subset
of the StereoSet test dataset to evaluate the gen-
der bias of a LLM. StereoSet designs the intrasen-
tence Context Association Task (CAT) to mea-
sure the bias and the language modeling ability
for sentence-level reasoning. Gender intrasentence
CAT provides a fill-in-the-blank style context sen-
tence describing the target group (i.e. schoolgirl,
mother, schoolboy, father), and a set of three at-
tributes, which correspond to a stereotype, an anti-
stereotype, and an unrelated option (Figure 1).

We use the following 3 StereoSet evaluation met-
rics to measure the large language model’s sentence
model reasoning and stereotypical bias: Language
Modeling Score (lms), Stereotype Score (ss), and
Idealized CAT Score (icat).

Language Modeling Score: Language Mod-
eling Score is the percentage of examples where
the model prefers a meaningful association over a



Figure 2: CrowS-Pairs stereotype score metric

meaningless association to fill-in-the-blank. The
meaningless association corresponds to the unre-
lated option in StereoSet and the meaningful asso-
ciation corresponds to either the stereotype or the
anti-stereotype options. An ideal model can always
predict the meaningful association and will have
an lms of 100.

Stereotype Score: Stereotype Score indicates
the percentage of examples where the model
chooses the stereotypical option over the anti-
stereotypical. An ideal model that is unbiased, pre-
ferring neither stereotypes or anti-stereotypes, will
have an ss of 50.

Idealized CAT Score: Idealized CAT Score
combines lms and ss into a single metric. An ideal
model must have an icat score of 100, i.e., when its
lms is 100 and ss is 50, its icat score is 100.

4.2 Crowdsourced Stereotype Pairs
(CrowS-Pairs)

For our second bias benchmark, we used the
CrowS-Pairs dataset and its corresponding bias met-
ric (Nangia et al., 2020).

Similar to StereoSet, we chose the gender subset
of CrowS-Pairs test dataset to evaluate the gen-
der bias of a LLM. The CrowS-Pairs dataset is
composed of pairs of sentences: the first sentence
representing a stereotype, the second sentence rep-
resenting a violation of the stereotype in the first
sentence – an anti-stereotype (Figure 2a).

Unique tokens in the stereotypical sentence are
masked and the model is asked to predict the
masked token. The same is done with the anti-
stereotypical sentence. The metric score is quanti-
fied by the percentage of examples where the large
language model assigns a higher masked token
probability to the stereotypical sentence compared
to the anti-stereotypical sentence (Figure 2b).

4.3 Bias Benchmark for Question Answering
(BBQ)

BBQ dataset aims to evaluate various social bi-
ases via the question answering task (Parrish et al.,
2022a).

Each instance in the BBQ dataset contains con-
text (ambiguous or disambiguated), question, and
three answer options (stereotype, anti-stereotype,
or unknown). In the ambiguous context, the cor-
rect answer for both questions will be unknown. In
the disambiguated context, additional information
is provided leaning towards the stereotype or anti-
stereotype answers (Figure 3). We use the dataset
of 2016 BBQ instances developed by (Hida et al.,
2024) which extracted gender categories and fil-
tered some instances with proper names regarded
as bias category proxies from the original dataset
according to prior work (Huang and Xiong, 2023).

We select this benchmark because it broadens
the self-debias evaluation scope. Unlike the first
two benchmarks, which focus on detecting bias
in masked language modeling (MLM) — a task
where models predict missing words in a sentence
— the BBQ dataset investigates bias in question
answering (QA).

We use both the accuracy and diff-bias metrics
following (Jin et al., 2024) to determine gender
bias in large language models.

Accuracy: Accuracy evaluates task perfor-
mance by measuring how well the model answers
questions in ambiguous and disambiguated con-
texts. In ambiguous contexts, the correct answer
is always ‘unknown’, while in disambiguated con-
texts, the correct answers depend on the specific
question. Accuracy is represented as Acca for am-
biguous contexts and Accd for disambiguated con-
texts. The formulas are:

Acca =
na
u

na

Accd =
nsd
s + nad

a

nsd + nad

Here, na, nsd, and nad are the numbers of instances
with ambiguous, stereotypical disambiguated, and
anti-stereotypical disambiguated contexts, respec-
tively, while the superscripts s, a, and u indicate
predictions as stereotypes, anti-stereotypes, and
unknown.

Diff-Bias: This metric measures how much the
LLM leans toward stereotypes or anti-stereotypes.
It is calculated as the accuracy difference between



Figure 3: BBQ example

stereotype and anti-stereotype answers. The formu-
las are:

Diff -Biasa =
na
s

na
−

na
d

na

Diff -Biasd =
nsd
s

nsd
− nad

a

nad

The bias score ranges from -100 to 100, where a
positive score indicates bias toward stereotypes,
and a negative score indicates bias toward anti-
stereotypes. Ideally, a perfect LLM achieves scores
of 100 for accuracy and 0 for diff-bias.

5 Models

5.1 StereoSet
We evaluate gender bias on three models: GPT2,
Bert-base-uncased, and RoBERTa using Stere-
oSet’s bias metrics: Language Modeling Score,
Stereotype Score, Idealized CAT Score. We chose
these models to perform the intrasentence Context
Association Task because they are pretrained on
masked language modeling tasks.

5.2 CrowS-Pairs
We evaluate gender bias on three models: GPT2,
Bert-base-uncased, and RoBERTa using Crows-
Pairs Stereotype Score metric. We chose these
models to perform the masked token prediction on
stereotype and anti-stereotype sentence examples
because they are pretrained on masked language
modeling tasks.

5.3 BBQ
We evaluate gender bias on four models: OPT3.1B,
GPT2-XL, Mistral-7B-Instruct-v0.3, and Llama-
3.1-8B-Instruct. We chose these models to per-
form the question answering task with instructions
as each are fine-tuned specifically for instruction-
following tasks.

All models are imported from the huggingface
transformer library. Self-debias prompt experi-
ments against these models were conducted on
either a single NVIDIA Titan RTX GPU with
24GB RAM or University of Michigan Great Lakes
high performance computing cluster (HPC). Due
to limited compute and memory resources that
Great Lakes is currently facing compounded with
gated repositories that require monetary funding,
we were unable to test bias on newer, larger models
such GPT3.5 or GPT-4o.

6 Debias Prompting Technique

This section describes our self-debiasing tech-
niques to reduce gender bias in LLMs. Section
5.1 describes baseline behavior, Section 5.2, 5.3,
5.4, and 5.5 describes the zero-shot, zero-shot CoT,
few-shot, and few-shot CoT prompts we developed
to reduce bias and their corresponding results.

6.1 Zero-shot Setting

Setting: In a zero-shot setting, we prepared eight
prompts to test on the StereoSet (Figure 5) and
CrowS-Pairs dataset (Figure 7) using bias-bench
(Meade et al., 2022).

We used a combination of Schick’s self-
debiasing prompt, Ganguli’s debiasing prompt, and
Li’s emotional stimuli prompt. “The following
text discriminates against people because of their
gender.”, is the self-debias prompting strategy pro-
posed by Schick (Schick et al., 2021). Self-debias
is a text generation debiasing procedure that does
not modify a model’s internal representation, us-
ing only the model’s internal knowledge to re-
duce the probability of generating biased texts.
Prompts like: "Please ensure that your answer is
unbiased and does not rely on stereotypes.", are
by (Ganguli et al., 2023), who found that by in-
structing large language models to avoid harmful



Table 1: Effectiveness of different prompting techniques
on the StereoSet dataset.

outputs, they sufficiently produced less harmful
output. EmotionPrompt, a prompt that combines
the original prompt with emotional stimuli, have
demonstrated consistent improvement over origi-
nal zero-shot prompting and emotions enrich the
original prompts’ representation (Li et al., 2023).
As such, we use the most effective stimuli: "This
is very important to my career."

We run the BBQ benchmark on zero-shot
prompting benchmarks (gender-instruct-neg_with,
gender-plain-neg_with) and a combination of
Schick, Ganguli, and Li prompts (Figure 9).
Results: Zero-shot prompts significantly decrease
the stereotype score (SS) while maintaining the
idealized CAT score (ICAT) across all 3 models:
GPT-2, BERT, and RoBERTa (Table 1). This is
indicative that self-debias prompting without modi-
fying any model’s internal structure is capable of
lowering bias.

Similarly, zero-shot prompting is shown to de-
crease the bias in all three models for the CrowS-
Pairs dataset (Table 2). There is a 5.72 decrease in
bias for the BERT model when zero-shot prompt-
ing is added, nearing the ideal non-biased model
score of 50.00.

With BBQ, we see fluctuations in performance
of zero-shot self-debias prompting, but the best
performance increasing both ambiguous accuracy
and ambiguous bias is found in Mistral-7B-Instruct-
v0.3 (Table 3). Accuracy has increased 1.39 with
bias decreasing 0.20.

6.2 Zero-shot CoT Setting

Setting: Zero-shot CoT follows (Kojima et al.,
2023) and adds “Let’s think step-by-step.” to the

Table 2: Effectiveness of different prompting techniques
on the CrowS dataset.

end of the best performing zero-shot instruction
based on each bias benchmark.

In a zero-shot chain-of-thought setting, we pre-
pared 5 prompts to test on the StereoSet (Figure 5)
and 4 prompts to test on the CrowS-Pairs dataset
(Figure 7) using bias-bench (Meade et al., 2022).
Results: Zero-shot chain-of-thought prompting
bias results are shown in Table 1, 2, and 3 for the
3 bias benchmarks. This result indicates that some
debias prompts contribute to task performance and
debias improvement; conversely, some prompts
worsen LLMs (Ganguli et al., 2023).

6.3 Few-shot Setting

Setting: Few-shot debias prompting is constructed
of appending subsequent examples from the dataset
to the prompt itself. Few-shot examples demon-
strate to the large language model how tasks should
be completed for in-context learning. Fewshot
prompting can improve task performance despite
the simple method of not updating parameters
(Brown et al., 2020). We tested few-shot debias
prompting on the StereoSet dataset using K = 2
examples: 1 stereotype and 1 anti-stereotype, or
2 anti-stereotype (Table 4). We chose these vari-
ations in examples, as the metrics measuring bias
and stereotype are dependent on if the model an-
swers with a stereotype or anti-stereotype text with
equal 50% probability. For the BBQ dataset, we
used K = 4 examples inserting these examples in
between the task instruction and target instance
(Hida et al., 2024).
Results: For StereoSet, our few-shot debias
prompting method is able to decrease stereotype
score from the 2 examples no prompt baseline in
all three models with GPT-2 having the biggest
decrease in stereotype score (Table 1). This con-
sistent reduction in stereotype scores demonstrates
that incorporating few-shot examples successfully



Table 3: Effectiveness of different prompting techniques on the BBQ dataset.

mitigates bias in language models. Table 4 and 5
have the detailed results for all our few-shot Stere-
oSet prompts.

For BBQ, our few-shot debiasing prompting
method yields mixed results (Table 3), sometimes
decreasing the bias score but other times failing
to do so. We suspect this inconsistency arises due
to factors such as the complexity of the bias types
present in BBQ, the sensitivity of the language
model to specific examples, or the inherent limita-
tions of few-shot prompting in capturing nuanced
biases. Few-shot prompting is not able to mitigate
bias as clearly in the question answering task.

6.4 Few-shot CoT Setting

Setting: We follow Kojima’s "Let’s think step-
by-step." to add to the previous few-shot debias
prompts above (Table 5) for StereoSet (Kojima
et al., 2023). We also append Kojima’s chain-of-
thought prompt to the gender-2 prompt to mitigate
bias in the BBQ dataset (Table 9).
Results: The stereotype score shows a decrease
compared to the baseline few-shot CoT approach
but remains higher than the standard few-shot
prompting method in Section 6.3 (Table 4). This
suggests that the model does not adequately re-
spond to the "Let’s think step-by-step" prompt, as
the outputs consistently lack the structured reason-
ing expected from such guidance. These findings
highlight the inherent sensitivity and variability of
large language model prompting strategies, under-
scoring the need for careful design and evaluation
of prompt engineering techniques to achieve de-
sired outcomes.

Accuracy increases for both ambiguous and

non-ambiguous contexts when few-shot chain-of-
thought prompting is used for the BBQ dataset.
However, there is no clear decrease in bias when
chain-of-thought is appended to the prompt (Table
8).

7 Discussion of Results

7.1 Does Debias Prompting Decrease Bias in
Large Language Models?

Debias prompting does significantly decrease bias
in large language models. This is represented by
the bias metrics of stereotype score in the Stere-
oSet benchmark (Table 1) and the bias metric in
the CrowS benchmark (Table 2). By using zero-
shot chain-of-shot prompting debias prompting we
were able to achieve an ideal model of no bias in
GPT2. Although the CrowS-Pairs dataset lacks a
language modeling metric, this could indicate that
by decreasing bias we are also losing the accuracy
of the model’s prediction.

7.2 Are There Trade-offs Between Task
Performance and Bias Score?

Figure 4 displays the correlation between language
modeling score and stereotype score, metrics from
the StereoSet benchmark. In Figure 4, we see an
increase in bias when the language modeling ac-
curacy increases. This positive correlation is also
reflected in our debias prompting technique. Gen-
erally, whenever the debias prompting decreases
the stereotype score, the language modeling ability
also decreases (Table 1). Figure 5 displays a posi-
tive correlation between Ambiguous Accuracy and
Ambiguous Diff Bias.



We conclude that there exists a trade-off between
large language model’s language modeling ability
and bias. We hypothesize that this is because large
language models are a reflection of broader societal
structures, where biases and stereotypes are deeply
embedded.



Table 4: StereoSet results



Table 5: StereoSet prompts



Table 6: CrowS results

Table 7: CrowS prompts



Table 8: BBQ results

Table 9: BBQ prompts



8 Conclusion

We conducted extensive experiments using zero-
shot, zero-shot chain-of-thought, few-shot, and
few-shot chain-of-thought debiasing prompts on
large language models across three benchmarks:
StereoSet, CrowS-Pairs, and the Bias Benchmark
for Question Answering. Our findings revealed that
all the tested model baselines — GPT2, GPT2-XL,
BERT-base-uncased, AlBERTa, OPT-1.3B, Mistral-
7B-Instruct-v0.3, and Llama-3.1-8B-Instruct – ex-
hibit encoded gender biases, regardless of the
benchmark used.

Our zero-shot, zero-shot chain-of-thought, few-
shot, and few-shot chain-of-thought debias prompts
generally lowered gender bias throughout all three
benchmarks, showing promising results. Although
LLMs, with their exceptional reasoning abilities,
tend to internalize and reproduce societal biases,
the debiasing prompts mitigated gender bias in
LLMs. We also note that there is a drop in the
language model’s modeling ability when gender
bias decreases.

9 Limitations

Our study primarily investigated gender biases
within English, a morphologically limited language.
However, gender-related biases have been docu-
mented in large language models (LLMs) across
a diverse range of languages (Kaneko et al., 2022;
Névéol et al., 2022; Malik et al., 2022; Levy et al.,
2023; Anantaprayoon et al., 2024). This highlights
the importance of extending our evaluation to lan-
guages other than English to determine whether our
method can serve as an effective bias mitigation
strategy for LLMs in a broader context. Achiev-
ing this goal will first require the expansion of the
StereoSet, CrowS-Pairs, and BBQ benchmark to
support additional languages.

While this paper focuses exclusively on gender-
related biases, prior research has revealed various
social biases, such as those related to race and reli-
gion, in pre-trained language models (Abid et al.,
2021; Viswanath and Zhang, 2023). Although our
approach could, in theory, be adapted to address
other types of social biases, further investigation
is needed to assess whether zero-shot, zero-shot
chain-of-thought (CoT), few-shot, few-shot chain-
of-thought prompting is effective in mitigating bi-
ases beyond gender. Additionally, many other so-
cial bias benchmarks, such as those proposed by
(Zhao et al., 2018; Parrish et al., 2022b), could

complement the StereoSet, CrowS Pairs, and BBQ
datasets examined in our experiments. The ap-
plicability of our conclusions to these additional
benchmarks warrants further evaluation.

The scope of our gender bias analysis was lim-
ited to binary gender constructs. However, biases
pertaining to non-binary gender identities have also
been reported (Cao and Daumé III, 2020; Dev et al.,
2021). Investigating non-binary gender biases in
LLMs represents a critical avenue for future re-
search.

Furthermore, our experiments were conducted
on earlier language models such as GPT-2, BERT,
ALBERT, and Mistral-7B-Instruct-v0.3. Future
work could explore how newer, larger models, in-
cluding ChatGPT, GPT-3.5, and GPT-4, compare
in terms of bias. These newer models have been
trained on significantly larger datasets, much of
which may include digital content that perpetuates
gender microaggressions (Gross, 2023). While the
accuracy of these models has improved, it remains
an open question whether the magnitude of biases
has increased or decreased over time. This ex-
ploration would provide valuable insights into the
evolving trade-offs between model accuracy and
fairness.

10 Project Github Link

EECS595: Prompting For Fairness

11 The composition of the team and work
division between team members

Common tasks: researching bias metrics, doing
benchmark tests, setting up starter code, writing
the paper. Each member focused on one area of
debias prompt testing: zero-shot, zero-shot chain
of thought, few-shot, few-shot chain-of-thought.
We all presented at the final presentation date on
December 4th. We believe work was split evenly
and fairly, and all members: Christine, Marcus, and
Erik completed an equal portion of the research
work, presentation, and paper.
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Anna Goldie, Azalia Mirhoseini, Catherine Olsson,
Danny Hernandez, Dawn Drain, Dustin Li, Eli Tran-
Johnson, Ethan Perez, Jackson Kernion, Jamie Kerr,
Jared Mueller, Joshua Landau, Kamal Ndousse, Ka-
rina Nguyen, Liane Lovitt, Michael Sellitto, Nelson
Elhage, Noemi Mercado, Nova DasSarma, Oliver
Rausch, Robert Lasenby, Robin Larson, Sam Ringer,
Sandipan Kundu, Saurav Kadavath, Scott Johnston,
Shauna Kravec, Sheer El Showk, Tamera Lanham,
Timothy Telleen-Lawton, Tom Henighan, Tristan
Hume, Yuntao Bai, Zac Hatfield-Dodds, Ben Mann,
Dario Amodei, Nicholas Joseph, Sam McCandlish,
Tom Brown, Christopher Olah, Jack Clark, Samuel R.
Bowman, and Jared Kaplan. 2023. The capacity for
moral self-correction in large language models.

Nicole Gross. 2023. What chatgpt tells us about gender:

https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
http://arxiv.org/abs/2005.14165
https://doi.org/10.18653/v1/2020.acl-main.418
https://doi.org/10.18653/v1/2020.acl-main.418
https://doi.org/10.18653/v1/2021.emnlp-main.150
https://doi.org/10.18653/v1/2021.emnlp-main.150
http://arxiv.org/abs/2309.00770
http://arxiv.org/abs/2309.00770
http://arxiv.org/abs/2302.07459
http://arxiv.org/abs/2302.07459
https://doi.org/10.3390/socsci12080435


A cautionary tale about performativity and gender
biases in ai. Social Sciences, 12(8).

Rem Hida, Masahiro Kaneko, and Naoaki Okazaki.
2024. Social bias evaluation for large language mod-
els requires prompt variations.

Yufei Huang and Deyi Xiong. 2023. Cbbq: A chinese
bias benchmark dataset curated with human-ai col-
laboration for large language models.

Jiho Jin, Jiseon Kim, Nayeon Lee, Haneul Yoo, Alice
Oh, and Hwaran Lee. 2024. Kobbq: Korean bias
benchmark for question answering.

Masahiro Kaneko, Aizhan Imankulova, Danushka Bol-
legala, and Naoaki Okazaki. 2022. Gender bias in
masked language models for multiple languages. In
Proceedings of the 2022 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 2740–2750, Seattle, United States. Association
for Computational Linguistics.

Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yu-
taka Matsuo, and Yusuke Iwasawa. 2023. Large lan-
guage models are zero-shot reasoners.

Hadas Kotek, Rikker Dockum, and David Q. Sun. 2023.
Gender bias in llms.

Sharon Levy, Neha Anna John, Ling Liu, Yogarshi Vyas,
Jie Ma, Yoshinari Fujinuma, Miguel Ballesteros, Vit-
torio Castelli, and Dan Roth. 2023. Comparing bi-
ases and the impact of multilingual training across
multiple languages.

Cheng Li, Jindong Wang, Yixuan Zhang, Kaijie Zhu,
Wenxin Hou, Jianxun Lian, Fang Luo, Qiang Yang,
and Xing Xie. 2023. Large language models under-
stand and can be enhanced by emotional stimuli.

Yiheng Liu, Tianle Han, Siyuan Ma, Jiayue Zhang,
Yuanyuan Yang, Jiaming Tian, Hao He, Antong Li,
Mengshen He, Zhengliang Liu, Zihao Wu, Lin Zhao,
Dajiang Zhu, Xiang Li, Ning Qiang, Dingang Shen,
Tianming Liu, and Bao Ge. 2023. Summary of
chatgpt-related research and perspective towards the
future of large language models. Meta-Radiology,
1(2):100017.

Vijit Malik, Sunipa Dev, Akihiro Nishi, Nanyun Peng,
and Kai-Wei Chang. 2022. Socially aware bias mea-
surements for Hindi language representations. In
Proceedings of the 2022 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 1041–1052, Seattle, United States. Association
for Computational Linguistics.

Nicholas Meade, Elinor Poole-Dayan, and Siva Reddy.
2022. An empirical survey of the effectiveness of
debiasing techniques for pre-trained language models.
In Proceedings of the 60th Annual Meeting of the
Association for Computational Linguistics (Volume
1: Long Papers), pages 1878–1898, Dublin, Ireland.
Association for Computational Linguistics.

Moin Nadeem, Anna Bethke, and Siva Reddy. 2020.
Stereoset: Measuring stereotypical bias in pretrained
language models.

Nikita Nangia, Clara Vania, Rasika Bhalerao, and
Samuel R. Bowman. 2020. CrowS-pairs: A chal-
lenge dataset for measuring social biases in masked
language models. In Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language
Processing (EMNLP), pages 1953–1967, Online. As-
sociation for Computational Linguistics.

Aurélie Névéol, Yoann Dupont, Julien Bezançon, and
Karën Fort. 2022. French CrowS-pairs: Extending a
challenge dataset for measuring social bias in masked
language models to a language other than English.
In Proceedings of the 60th Annual Meeting of the
Association for Computational Linguistics (Volume
1: Long Papers), pages 8521–8531, Dublin, Ireland.
Association for Computational Linguistics.

Alicia Parrish, Angelica Chen, Nikita Nangia,
Vishakh Padmakumar, Jason Phang, Jana Thompson,
Phu Mon Htut, and Samuel Bowman. 2022a. BBQ:
A hand-built bias benchmark for question answering.
In Findings of the Association for Computational
Linguistics: ACL 2022, pages 2086–2105, Dublin,
Ireland. Association for Computational Linguistics.

Alicia Parrish, Angelica Chen, Nikita Nangia,
Vishakh Padmakumar, Jason Phang, Jana Thompson,
Phu Mon Htut, and Samuel R. Bowman. 2022b. Bbq:
A hand-built bias benchmark for question answering.

Timo Schick, Sahana Udupa, and Hinrich Schütze. 2021.
Self-diagnosis and self-debiasing: A proposal for
reducing corpus-based bias in nlp.

Hrishikesh Viswanath and Tianyi Zhang. 2023. Fairpy:
A toolkit for evaluation of social biases and their
mitigation in large language models.

Jieyu Zhao, Tianlu Wang, Mark Yatskar, Vicente Or-
donez, and Kai-Wei Chang. 2018. Gender bias in
coreference resolution: Evaluation and debiasing
methods. In Proceedings of the 2018 Conference
of the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 2 (Short Papers), pages 15–20, New
Orleans, Louisiana. Association for Computational
Linguistics.

https://doi.org/10.3390/socsci12080435
https://doi.org/10.3390/socsci12080435
http://arxiv.org/abs/2407.03129
http://arxiv.org/abs/2407.03129
http://arxiv.org/abs/2306.16244
http://arxiv.org/abs/2306.16244
http://arxiv.org/abs/2306.16244
http://arxiv.org/abs/2307.16778
http://arxiv.org/abs/2307.16778
https://doi.org/10.18653/v1/2022.naacl-main.197
https://doi.org/10.18653/v1/2022.naacl-main.197
http://arxiv.org/abs/2205.11916
http://arxiv.org/abs/2205.11916
https://arxiv.org/abs/2308.14921
http://arxiv.org/abs/2305.11242
http://arxiv.org/abs/2305.11242
http://arxiv.org/abs/2305.11242
http://arxiv.org/abs/2307.11760
http://arxiv.org/abs/2307.11760
https://doi.org/10.1016/j.metrad.2023.100017
https://doi.org/10.1016/j.metrad.2023.100017
https://doi.org/10.1016/j.metrad.2023.100017
https://doi.org/10.18653/v1/2022.naacl-main.76
https://doi.org/10.18653/v1/2022.naacl-main.76
https://doi.org/10.18653/v1/2022.acl-long.132
https://doi.org/10.18653/v1/2022.acl-long.132
http://arxiv.org/abs/2004.09456
http://arxiv.org/abs/2004.09456
https://doi.org/10.18653/v1/2020.emnlp-main.154
https://doi.org/10.18653/v1/2020.emnlp-main.154
https://doi.org/10.18653/v1/2020.emnlp-main.154
https://doi.org/10.18653/v1/2022.acl-long.583
https://doi.org/10.18653/v1/2022.acl-long.583
https://doi.org/10.18653/v1/2022.acl-long.583
https://doi.org/10.18653/v1/2022.findings-acl.165
https://doi.org/10.18653/v1/2022.findings-acl.165
http://arxiv.org/abs/2110.08193
http://arxiv.org/abs/2110.08193
http://arxiv.org/abs/2103.00453
http://arxiv.org/abs/2103.00453
http://arxiv.org/abs/2302.05508
http://arxiv.org/abs/2302.05508
http://arxiv.org/abs/2302.05508
https://doi.org/10.18653/v1/N18-2003
https://doi.org/10.18653/v1/N18-2003
https://doi.org/10.18653/v1/N18-2003

