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Abstract

Skeleton-based Human Activity Recognition has recently sparked a lot of attention because
skeleton data has proven resistant to changes in lighting, body sizes, dynamic camera perspec-
tives, and complicated backgrounds. The Spatial-Temporal Graph Convolutional Networks
(ST-GCN) model has been exposed to study spatial and temporal dependencies effectively
from skeleton data. However, efficient use of 3D skeleton in-depth information remains a
significant challenge, specifically for human joint motion patterns and linkages information.
This study attempts a promising solution through a custom ST-GCN model and skeleton joints
for human activity recognition. Special attention was given to spatial & temporal features,
which were further fed to the classification model for better pose estimation. A comparative
study is presented for activity recognition using large-scale databases such as NTU-RGB-
D, Kinetics-Skeleton, and Florence 3D datasets. The Custom ST-GCN model outperforms
(Top-1 accuracy) the state-of-the-art method on NTU-RGB-D, Kinetics-Skeleton & Florence
3D dataset with a higher margin by 0.7%, 1.25%, and 1.92%, respectively. Similarly, with
Top-5 accuracy, the Custom ST-GCN model offers results hike by 0.5%, 0.73% & 1.52%,
respectively. It shows that the presented graph-based topologies capture the changing aspects
of a motion-based skeleton sequence better than some of the other approaches.

Keywords Activity recognition - Pose estimation - ST-GCN - Spatio-temporal feature -
Skeleton joints

1 Introduction

Non-intrusive human action identification has gotten a lot of interest from computer vision
researchers as it offers numerous emerging applications [1]. It has enough potential to boost
applications like video surveillance, health monitoring system, human-computer interactions,
the medical field, etc. Several problems, including Several problems, including viewpoint
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variation, occlusion, critical body parts, body size distinction of an item, spatial and temporal
variations of activities, etc., remain unsolved despite the extensive study done in this field of
computer vision [1, 33, 45]. Traditionally, an RGB-based system has been used to track the
everyday activities of humans [45].

Moreover, Intelligent technologies have been installed in homes, hospitals, and manufac-
turing facilities to improve human living and working places in digital surroundings. RGB
cameras are subtle to brightness and colour changes, highly congested, noisy, and occluded
settings that make a challenge for identifying action through such data [2, 14]. So, mod-
ern depth sensor cameras are imposed to rectify the above challenges. RGB depth map
images provide geometric information about the pixels in the images by encoding the dis-
tance between surfaces of scene objects from a viewpoint. These RGB-depth images have
favourable qualities in that they are resistant to changes in light and are scale and rotation-
invariant [21, 33, 45].

The development and selection of features in handcrafted algorithms for detecting human
activity are driven by prior knowledge and subject-matter expertise. It may not be accurate
and limit the system’s functionality. Feature selection in a handcrafted approach requires
much effort and time, which can be tedious and challenging. Furthermore, it may struggle
to recognise complex activities involving subtle variations in human movement patterns.
These approaches are limited in adapting to different contexts, as they are designed based
on specific features and assumptions [36, 41-44]. In contrast, skeleton-based human activity
recognition models can automatically learn features from raw data, making them more flexible
and adaptable to different scenarios. They can also handle complex activities more effectively,
as deep learning techniques can identify and analyse subtle variations in movement patterns.

Consequently, computer vision offers many methods to handle human body-related action
recognition like pose estimation, human identity detection, tracking, correspondence & action
recognition [18, 46]. Local feature-based and skeleton-based descriptions of the human body
are the two basic approaches [30, 53]. Local feature-based methods see space-time char-
acteristics and utilise bag-of-words models to construct spots at point locations to serve as
encoded features. This approach is occlusion resistant but needs much processing power and
ignores the spatial relation between the human body parts [2, 13]. While the second methods,
i.e., skeleton-based approaches, are more capable of detecting features as they represent a
human joint’s point and encode the link among distinct joints. The skeleton’s joints resist
changes in scale and light, invariant to the camera’s perspective. Figure 1 depicts the skeleton
structure obtained from the OpenPose methods [5]. Ultimately, these technologies are best
suited for real-time monitoring systems due to the long frame of computation time.

Graph Neural Networks (GNNs) have recently gotten more attention and are effectively
employed in various applications, including image categorisation & action classification [4,
24]. Medical disease diagnosis and prognosis play an essential role in medical therapy &
disease detection using such deep-learning algorithms. Deep learning algorithms are now
making rapid progress in cardiovascular illness diagnosis, Parkinson’s disease monitoring,
acute myocardial infarction detection, and falling detection. However, chronic and latent
disorders like lumbago and neuralgia remain unquantifiable or challenging to cure. As a
result, a computer-vision-based skeleton-based posture estimation system can extract these
symptoms for medical considerations. Furthermore, skeleton joints can immediately and
accurately monitor the physical states of the human body [46, 52].

Human action recognition and its allied applications have gained widespread use in var-
ious domains, from healthcare to e-commerce, smart homes, visual sentiment analysis, and
surveillance systems. In healthcare, action recognition can assist health practitioners in iden-
tifying and diagnosing motion disorders, such as Parkinson’s disease, by analysing patients’
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Fig. 1 NTU-RGB-D: human skeleton joint information

movements [39]. In e-commerce, action recognition can enhance the user experience by
predicting customers’ behaviour and preferences, thereby suggesting personalised recom-
mendations [49]. Smart homes offer various tasks, such as turning on lights or adjusting
the temperature based on the occupant’s actions [39]. In visual sentiment analysis, action
recognition helps interpret an individual’s emotional state, enabling businesses to understand
the impact of their advertising campaigns [35]. Lastly, abnormal behaviours detection and
identifying potential security threats from surveillance videos are established applications
[49]. In summary, human action recognition and its allied applications have vast potential to
improve various aspects of human life.

This paper projects the graph neural networks to a spatial-temporal graph model termed
Spatial-Temporal Graph Convolutional Networks (ST-GCN) to create a standard depiction of
skeleton sequences for action recognition. The presented model is based on skeleton graphs,
with an individual node representing a human joint. The model includes two forms of edges:
spatial edges (which correspond to the intrinsic connection of joints) and temporal edges
(link the same joints through successive time steps). On top of it, various layers of ST-
GCN are constructed, allowing information to be integrated into both spatial and temporal
dimensions [31].

The significant contribution of the present study are:

e A custom spatio-temporal graph-based convolutional network (ST-GCN) has been intro-
duced to recognise the human activity.

e This study attempts a promising solution through a custom ST-GCN model and skeleton
joints for human activity recognition where special attention was given to spatial &
temporal features.

e Investigate the custom ST-GCN model to extract spatial & temporal features.
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e Three human activity datasets, i.e. NTU RGB-D, Kinetics-skeleton & Florence 3D, were
employed to validate the model.

e Inthis paper, the human activity dataset was subjected to normalisation using the Gaussian
filter method.

e The proposed model is tested with various performance measures, i.e. Top-1, Top- 5 and
Mean loss.

Figure 1 depicts NTU-RGB-D joint information consisting of a set of skeleton sequences
and numerous channels. The proposed model attains a significant performance hike compared
to the existing method. This approach may useful to solve a medical imbalance of the human
body (specifically, pose) through a skeleton dataset since there is always a margin of error
between the action recognition of healthy and disabled human body skeleton joints. The
deep learning-based pose estimation approach helps us to identify the actions. The following
section includes a brief review of skeleton-based human action classification.

2 State-of-the-art

This section discusses recent cutting-edge methods relevant to the proposed work on spatial
& temporal feature-based human activity recognition tasks.

[9] offer a framework for view-invariant recognition of human movements with motion and
shape temporal dynamics (STD). The proposed RGB Dynamic Images (RGB-DIs) capture
the motion content, which is then passed to the optimised InceptionV3 model. The STD
stream employs human pose models (HPMs) with view-invariant features to learn long-term
view-invariant form dynamics.

A study [29] offers a strongly connected ConvNet with RGB frames and dynamic moving
images. A bi-directional long short-term memory (Bi-LSTM) model processes the RGB
frames. In the meantime, the lowest layer of the CNN model is trained using a single dynamic
motion image. The top layers of the pre-trained model are used to refine the dynamic image
stream to extract temporal information from videos.

By examining the impact of the computation of the spatial distribution of gradients (SDGs)
on average energy silhouette images (AESIs), the [40] framework seeks to recognise human
actions. The AESIs are built to reflect the 3-D pose into a 2-D pose, representing the contour
of the action. The SDGs are proposed to compute at various sub-levels. Using the R-transform
(RT), the activity’s temporal content is determined. The shape of the human body, and tem-
poral evidence, obtained using RT are combined at the recognition stage to create a new,
powerful unified feature map model.

[38] integrates the translation and rotation of the human body to recognise human motions.
The framework has three key steps: a) the contour of human action is depicted using edge
spatial distribution of gradients and directional change of pixel values. b) A transform is
used to compute the human action’s orientation-based rotational information. ¢) A descriptor
is created by combining the rotational and translational information. This fusion permits
the creation of a particular descriptor that can accurately depict the shape and rotational
characteristics of the human body during the movement.

The pose-based action features specify human body locations at each frame considered
as a feature vector & it was applied throughout the complete activity of human action cate-
gorisation. These feature vectors help in machine learning & deep learning-based algorithms
that perform regression & classification of action [1]. Human skeleton joints can be extracted
manually as well as automatically. The manual method employs skeleton joint annotations,
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while automatic processes use joint position estimate approaches from a human depth image
[1]. RGB-Depth images have been utilised to automatically develop a method for calculat-
ing the human skeleton. Many pre-trained libraries in python automatically detect skeleton
sequences from depth images like OpenPose, Mediapipe, WrenchAl, etc [5, 7]. Figure 2
depicts a skeleton using the OpenPose library. The OpenPose is a real-time multi-person
key-point recognition framework with skeleton information to estimate the body, face, hand,
and foot [1].

Four types of pose-based features play a vital role, i.e., movement feature, location feature,
raw joint position data & multi-modal feature [1]. The extracted pose description should be
presented in the fixed-size feature vector before applying these features to the classifier. Tra-
ditionally, extracted features were represented in a code book and used as a visual vocabulary
to translate feature vectors depending on their delivery of the learned vocabulary. In action
recognition, these feature vectors indicate a subgroup of the pose sequence (key poses), which
may be used to recognise an action rather than the entire sequence. This procedure correlates
identified postures with a pose sequence in the dictionary and generates a histogram of the key
pose sequence. The lack of temporal information in these bag-of-visual-words approaches is
a problem [1]. To improve such a problem, numerous methods have been suggested.

[1] suggested using a fisher vector to encode the skeleton features and tries to recognise
rapidly and handle missing temporal information problems. Firstly, the skeleton joints are
plotted into a three-D space, including their location, velocity, acceleration, and label. Sec-
ondly, A Fisher Vector(FV) encoding is finalised to whole sets of skeleton sequences before
they are proposed to an additional space as a set. Fisher vector encoding works on Gaussian
mixture models(GMM) to develop a visual dictionary. The FV is calculated by identifying
the GMM distribution parameters covering the distribution of the supplied descriptors. Fisher
vector is a sum of normalised gradient statistics computed for each descriptor. So, the Fisher
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Fig.2 Sample skeleton images using OpenPose
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vector is defined as an Eq. (1) & it is dependent upon the score function. The score function
is the partial derivative of the log-likelihood function, i.e., shown in the Eq. (2).

T
FV =) L;Vilogu; (x) 1)
=1
Where,
Score function =V, logu; (X) 2)
Let,

X = Set of D-dimensional local descriptors extracted from an image.
L, = Chloskey decomposition

u) = Probability density function

V,. = Gradient of descriptor

A framework [2] based on Gaussian kernel correlation proposes a single depth sensor
to estimate human posture. The kinematic skeleton was included in the Gaussian kernels,
and a few multivariate Gaussian kernels expressed the tree-based framework rotated using
quaternions. By incorporating regularisation terms, they created a capable and resilient
sequence-based pose-tracking system (visibility, continuity and self-intersection).

The study [45] proposed a method for human behaviour analysis using numerous cameras.
The system combined each individual’s body motion, proximity to others, and sound to create
interaction paths. The literature employed kernel-state space models and developed paired
kernels through specific proportions to represent the temporal sequence. In this literature, the
spatial feature is missing.

In [33], literature discussed an ensemble of vigorous time warping, Fourier temporal
pyramid representation, and linear SVM to classify data. This representation outperforms
many existing skeleton representations on NTU-RGB-D datasets. Due to the small number
of datasets employed by these methodologies, it does not provide a full review of the proposed
framework.

[37] presents a method to recognise human activities in 3D using data from depth sen-
sors. The proposed approach creates a movement polygon that captures the spatio-temporal
features of the activity using data from the posture skeleton. The researchers suggest a
new classification technique that categorises the movement polygon using support vector
machines (SVMs).

A Recurrent Neural Networks (RNN) model is proposed [11] for skeleton-based action
recognition because RNN can simulate action classification on a skeleton dataset of temporal
sequences. RNNs were used in temporal graphs to study action recognition models. In [27],
literature simultaneously studies the unknown sources of action-related data within the input
data across both Spatial-temporal domains. The present study doesn’t discuss the detailed
hyperparameter tunning used for experiments.

A framework discussed [6] is based on the Extreme Learning Method (ELM), a machine
learning feed-forward technique used for classification and regression. ELM has been worked
with a single layer that is rapid, accurate & effectively deployed in various areas with its
short training period; it has attained acceptable accuracy on large-size datasets for video
classification. ELM is faster, more efficient, and cost-effective than the training time of many
deep convolution networks. ELM is best suited for the temporal sequence but not spatial
feature extraction. This paper employed ELM approaches, which are challenging to cope
with when extracting spatial features.

@ Springer



Multimedia Tools and Applications

In [28], the deep learning approach was applied to recognise human action using a past
aware LSTM (P-LSTM) algorithm. P-LSTM are more effective since only a portion of the
body’s motion is needed; this technique does not recall the complete motion. Input, forget,
and each part uses modulation gates, but all body parts share the output gate. A method
introduced by the [15] model is based on the video frame by averaging the prediction from
the RGB frame and a stack of ten externally calculated optical flow frame methods. The
two-layer ImageNet convolution techniques processed these inputs. The discussed method
only uses the RGB frame that causes noise in the data.

[26] uses a model for recognising human actions based on skeleton joints that are weakly
aligned in three dimensions. Each frame’s feature vector for the human body includes the
joint coordinates and temporal features considered temporal derivatives. These models aid
in reducing noise and enabling joint alignment in humans. In this [16], joint information is
extracted from the frame using a pre-trained CNN model and a temporal pooling approach.
This study collects the CNN feature of three clips with the same timestamp as a single
feature vector. The parallel learning of these features uses the Multi-Task Learning Network
(MTLN) [16], which is used for motion prediction. The discussed approach is based on the
RGB frame, which has challenges like low light, background clutter etc.

A new method was introduced [10] for recognising human actions from 3D video data
author argues that recent techniques fail in capturing crucial spatio-temporal information and
suggest a novel strategy that uses attention mechanisms to concentrate on pertinent areas of
the input data. The proposed approach uses a hybrid 2D-3D CNN architecture with attention
mechanisms, focusing on different input data regions at different times. The authors suggest a
brand-new loss function considering the attention mechanism’s efficiency and classification
accuracy.

A convolution encoder-decoder architecture is used in the temporal convolution network
[17] to segment temporal motion in the video. The model collects filtered features to predict.
[8] described a technique for dividing an action sequence into motion units that combines
pose-based and segment-based techniques. A framework used for shape analysis that repre-
sents and compares shapes in a Riemannian manifold [8] to evaluate the shape of the human
pose and the shape of its motion. The accuracy of this technique can be affected by noise in
the data, such as occlusion, lighting changes or errors in pose estimation. These factors can
introduce errors in the analysis & affect the reliability of the result.

A low-cost, interactive framework for full-body rehabilitation based on 3D immersive
serious games is presented in [3]. Using a Kinect sensor, the technology tracks the patient’s
movements and converts them into control signals for an avatar in a virtual environment. The
virtual environment provides a range of activities that simulate real-world tasks relevant to
the patient’s rehabilitation needs. The system also offers real-time feedback to patients based
on their performance. The study’s results showed significant improvements in the patient’s
range of motion, balance, and gait speed. This article used less sample size, limiting the
result’s generalizability.

A 3D skeleton joint is depicted [34] as a Euclidean group included within the curved
manifold Lie group [34]. The lie algebra serves as the foundation for the action curves.
A combination of the Fourier pyramid, linear SVM, and dynamic temporal wrapping is
used for classification. [22] employs a graph-based method to teach a data graph with k-
connected components for the clustering, which is useful for extracting posture using a
graph-based approach. The intrinsic relationship between joint configurations and action
classes is identified [50] using a discriminative multi-instance multitask learning (MIMTL)
framework. The performance of the discussed framework depends on the effectiveness of the
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feature extraction process, which may require domain-specific knowledge & expertise. Poor
feature extraction may result in the suboptimal performance of the model.

An enhanced skeleton-based graph convolution network (GCN) for human action & inter-
action was developed, [47] which is based on the extended skeleton graph topology and
partitioning strategy to extract a large portion of the non-adjacent joint relational information
in the model for robust discriminant features. By utilising ST-GCN, the expanded skeleton
graph and partitioning approach are implemented.

Existing approaches for detecting human activity employ a Multi-class classifier, which
assigns a 1-of-N class to each action classification. In light of the literature discussion, most
studies utilise both spatial and temporal features of human action. It seems to perform better
if trying to accommodate the combined effect of both features in the calculation. In this view,
the Spatial-Temporal Graph Convolution Networks (ST-GCN) model has been proposed to
effectively study spatial and temporal dependencies. The proposed approach is based on
the skeleton, which offers better recognition. The skeleton approach has several advantages
over dynamic motion image [9], average energy silhouette image (AESI) [40], and gait
energy image (GEI) [38] in the context of human activity recognition, such as robustness,
generalizability, efficiency, interpretability etc.

The proposed method offers an architecture that captures the spatio-temporal information
from data. The approach seems particularly effective in handling issues such as low light,
occlusion, background clutter, and errors in pose estimation that can arise in RGB image or
video data. Furthermore, using a Gaussian filter to normalise the data is a technique in the
proposed model and can help remove noise from the data. The graph convolution network
used by the proposed model is an interesting choice. When working with pose estimation
data, Graph Convolutional Networks (GCNs), a form of a neural network, can work on graph-
structured data. By using GCNss, the proposed method effectively recognise human activities,
as these networks can better capture the spatio-temporal relationship.

3 Proposed methodology: Skeleton pose and spatio-temporal feature

A skeleton-based method compound with two feature channels has been presented in this
study to describe human activity. The first channel covers the spatial aspect, while the second
defines the time aspect of the action. Each activity sequence contains two feature channels:
[s represents a spatial variation of each frame sequence & f; represents a temporal variation
of each sequence of action class. To improve the noise ratio & to smooth the skeleton image
data, the Gaussian filter method has been used to grind on skeleton data, as shown in the
Eq. (3).
1 @)

Go = 50g2¢ 7" ®)

Where,

o = standard deviation

x = joints value of skeleton on the x-axis
y = joints value of skeleton on the y-axis
z = joints value of skeleton on the z-axis

A raw NTU-RGB-D skeleton image is depicted in Fig. 3, along with the pixel intensity,
which scale from 0 to 255. While Fig. 4 shows a pixel-intense image of a smooth skeleton that
has undergone Gaussian filtering, which is used to smooth out & reduce noise in an image.
The raw skeleton image has 72000 pixels at 255-pixel intensity. In contrast, the smooth
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Fig.3 Pixel intensity histogram: Raw skeleton image

skeleton image with a Gaussian filter offers a 110000-pixel count at a 255-pixel intensity.
Gaussian-filtered skeleton images provide less noisy smooth images that improve the input
data in a smoothing manner because high pixel intensity counts result in less noise in the
image [32]. Therefore, Gaussian-filtered skeleton image is used as input for an experiment
because of their smoothness & less noise.

3.1 Spatial feature channel

Spatial features are to be calculated by determining the spatial deviation of each frame of
the activity sequence. In this view, a matrix of point position has been used to measure the
spatial deviation. The matrix of point position through Edistance (Euclidian distance) &
Cdistance (Cosine distance) between joints is shown in Egs. (4) and (6), respectively. Figure
5 depicts the extracted spatial feature of the sample skeleton image. The complete procedure
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Fig.4 Pixel intensity histogram: Smooth skeleton image with Gaussian filter
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Spatial

Fig.5 Spatial feature of skeleton
image

is represented in Algorithm 1 (Spatial Feature Generation).
e1] e €13 € ... eIN
€21 €22 €23 €24 ... 2N
€3] €32 €33 €34 ... e3N
€4] €42 €43 €44 ... e4N

“

Edistance =

| EN1 €N2 €N3 €N4 ... ENN
where,
N = Total number of joints in each skeleton image

e;; = Buclidian distance between two joints J; and Ji
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In Eq. (5), Euclidian distance between two places X= (xi, x2,x3...x,) and Y=
V1, ¥2, ¥3....yn) €R:

d(X.Y)= | Y (¥ — X;)? )
i=1

The matrix of point position using cosine distance is shown in Eq. (6).

€11 €12 €13 €24 ... CIN
€21 €22 €23 C24 ... C2N
€3] €32 €33 C34 ... C3N

C4] €42 €43 C44 ... C4N
Cdistance = (6)

L CN1 CN2 CN3 CN4 ... CNN |
Where,

N = number of joints in each skeleton image
C;j = cosine distance between two joints J; and Ji

Cosine distance between two vectors x, y is shown in Eq. (7):
CosineDist(x,y) =1 — CosineSim(x, y) (@)

Let,
cosineSim(x, y) = (xy)/(lx[|y]) ®)

CosineSim(x, y) = cosine similarity between x, y in Eq. (8).
x.y = standard dot product of two vectors x & y.

Equation (9) depicts the spatial features channel calculated by concatenating two Eg;srance
and Cdistance .
fs = Concat(Egistance Cdistance) (©))

The total space taken by the spatial variation features channel for the frame is equal to
2 x N2.

3.2 Temporal feature channel

Temporal feature is associated with times and may keep on changing. So, estimating the
temporal change of each frame of the activity sequence seems promising. It is measured by
computing the change in coordinates between each joint J; and the maximum and minimum
values of the same joint over the whole sequence. A joints J; with the 3D coordinates
(Jix>Jiy,Jiz ), We calculate J;,max through Eq. (10) and J;,min through Eq. (11) as follows:

Ji, max = (max(Jixr)) — Jix) + (max(Jiye)) — Jiy) + (max(Jiz)) — Jiz)/3  (10)
Ji, min = (Jix — min(Jix@)) + (Jiy —min(iy(®)) + (Ji; — min(Jiz))/3  (11)

Where,
[max(Jix@)) max(iy(t)),max(Ji;(r))]=maximum value of J; coordinates of all sequences
of the skeleton.
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Algorithm 1: Spatial Feature Generation

Input:
1. S : Skeleton image
2. J; : Joints of skeleton image such that

JieS where i =1 ...... N
Output:
1. Fy : Spatial Feature
Function:

1. np.linalg.norm(x,y,z): It calculates Euclidean distance.
2. spatial.distance.cosine(x,y,z): It calculates cosine distance.
3. concat(E gisrance> Cdistance): 1t is used for concatenate E jisrance & Caistance
Procedure:
1. For i in range 1 to max(J;):
For j in range 1 to max(J):
e;j < np.linalg.norm(J;;)

Edistance < ¢ij Veij € Egistance
Cjj < spatial.distance.cosine(J;;)
Cdistance < Cij v Cij € Cdistance
Fy < concat(Egistance » Cdistance)
End
End
2. Return F

[min(Jix@)) min(iy(t)),min(Jizt))] = minimum value of J; coordinates of all sequences
of the skeleton.

Finally, f; is calculated by adding the max and min values of all joint differences & Eq.
(12) represents the temporal feature. Figure 6 depicts the extracted temporal feature of the
sample skeleton image. The complete procedure is represented in the Algorithm 2 (Temporal
Feature Extraction).

fi = (1, min....Jy,min, J1, max..... y, max) (12)

The total space of temporal variation features is 2 x N.

3.3 ST-GCN model

This study proposed to employ an ST-GCN (Spatial-Temporal Graph Convolution Networks)
that uses skeleton data (OpenPose) to recognise human activities. Once trained, it can detect

/

N Temporal

Frame 1 (t=0) Frame 2 (t=1) Temporal Frame 3 (=2)

—>

Time

Fig.6 Temporal feature extraction from skeleton image
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Algorithm 2: Temporal Feature Extraction

Input:
1. S : Skeleton image
2. Jix, Jiy, Jiz = Joints of skeleton image |
Jixs Jiys Jiz € S wherei=1..... N & x,y,z is axis of the image
Output:
1. F; : Temporal Feature
Function:
3. concat(): It is used for concatenating two joints’ value
Procedure:
1. For i in range of 1 to N:
Ji max =LmMax(Jiy ) - Jix + Max(iy (1)) - Jiy) + (max(Jy, ) - Ji)] /3
End
Return (J; jnax)
2. For i in range of 1 to N:
Ji min=[ix- min(Jjx (1)) + (Jjy- min(iy (1)) + (Jiz- min(Ji;1))1/ 3
End
Return (J; jnin)
3. Fy < concat[(J; max - IN,max) > Ji,min - IN,min)]
Return F;

numerous activities with state-of-the-art underlying datasets, like the NTU-RGB-D and [28],
Kinetics-skeleton[15] & Florence 3D dataset[19]. ST-GCN uses the OpenPose Algorithm to
acquire skeleton-based data from video & images. The data is usually in a series of frames,
each with its sequence of joint coordinates. We establish a spatial-temporal network using
the 2D and 3D coordinates of the body joint. The joints are graph nodes and intrinsic links in
human body structures as graph edges. As a result, the joint coordinate vectors on the graph
nodes are the ST-GCN input, and it might be similar to image-based CNNs, which take pixel
vectors from a 2D picture grid as input. The input data will be processed through many levels
of spatial-temporal graph convolution processes, resulting in higher-level feature mappings
on the graph. The standard SoftMax classifier is used to classify it into the appropriate action
category. The backpropagation has been employed to train the whole model [51].

The graph can be considered G(V, E), Where V is vertices & E is an edge. It doesn’t
explicitly consider any features with static structure. At the same time, GNN (Graph neural
network) can be treated as G (V, E, f;, f5), where f; & fi is a static feature with a static
structure. However, while dealing with a graph with a static structure and time-varying
properties, spatial-temporal GNN is promised to be used. So Spatial-temporal graph can be
considered G(V, E, fi(t),fs(t)) where f;(t) & f;(¢) is a Spatio-temporal feature with static
structure.

This paper employs a deep-learning-based framework (model), i.e., a Custom Spatio-
temporal graph convolution network (ST-GCN), to classify action categories. Figure 7 depicts
the architecture of the model [51]. The proposed model is designed with eleven layers of
the Spatio-temporal convolution unit, starting with three channels, then 64 channels in the
next four layers, 128 channels in the following four layers, and 256 channels in the final
three layers. The number of input channels depends on the modality of the data, such as
RGB images, depth maps, or skeleton data. So, in ST-GCN, the input data consists of 3D
joint positions, and each joint position can be represented as a 3D coordinate, resulting in a
3-channel input. The channel count of the model is typically increased in the deeper layers
of the network to capture more complex features. The First ST-GCN unit is attached to the
batch normalisation (BN) layer, while the last ST-GCN unit is connected with the global
average pooling (AP) & softmax layer. It is denoted as BN— 11 ST-GCN— AP— SoftMax,

@ Springer



Multimedia Tools and Applications

Algorithm 3: Proposed Method: Activity Recognition

Input:
1. R :RGB-D image | f1, f2 ... fN € R where f1,f2 is frame of the image
Output:
1. A : Action Category
Function:
1. ST-GCN(): Spatial-Temporal Graph convolution network
2. F;(): Spatial feature using spatial feature extraction algorithm
3. F;(): Temporal feature using temporal feature extraction algorithm
4. concat(): It is used to concatenate spatial & temporal feature
Procedure:
1. For i in range of 1 to N:
skeleton image: S; < f;
End
Return S;
2. For i in range of 1 to N:
Jix:JiyJiz < Si where Jjy,Jjy,Ji; = coordinate of joint on corresponding axis
End
Return Jiy,Jiy. Ji;
3. Fy < J;......Jy using a spatial feature algorithm.
4. Fy < Jj......JN using a temporal feature algorithm.
5. Spatio-temporal feature : F <— concat(Fy,Fy)
6. A < ST-GCN(F)
Return A

where SoftMax signifies the softmax activation function layer. The BN layer normalises the
feature to a layer for every mini-batch. AP calculates the average value of the feature map &
uses it to create a down-sampled (pooled) feature map.

However, every ST-GCN unit was designed with the graph convolution network(GCN)
& temporal convolution network (TCN) blocks. The GCN block incorporates a convolu-
tion layer only that convolves features & transfers them to the TCN network. In contrast,
TCN blocks consist of batch normalisation (BN), ReLu activation layer, convolution layer
& dropout layer. It is denoted as BN—ReLu— Conv — BN — Dropout, where dropout is
used to avoid over-fitting by reducing the number of layers. TCN is a framework that offers a
causal convolution layer and dilations to use its temporality and broad receptive fields to be
adaptable for sequential data. A causal convolutional layer applies the kernel only to the past
values of the input, ensuring that the output at each time step is causally related to the past
information. This means that a causal convolutional layer can be used to model time-series
data [51]. In custom ST-GCN, the causal convolution layer extracts spatiotemporal features
from graphs over time and enables to capture of the temporal dependencies. This helps the
model learn patterns and relationships in the evolving data, improving its ability to make
accurate predictions.

A custom ST-GCN model is introduced in this study, consisting of two GCN in place of a
single GCN in the ST-GCN unit. Two GCN layers help improve learning and results because
a doubly convoluted feature map provides a better input for the TCN network. GCN’s capture
human activity’s spatial and temporal dynamics and the interactions between various body
components. The proposed model employed a Graph Attention Mechanism (GAM) to deal
with the various temporal lengths of human activities in GCNs. Different temporal action
lengths can be effectively managed when GCN is coupled to GAM. Based on the individual
activity, GAM assists in learning the attention weights for various nodes and edges. Hence,
human activity is classified using the learned node, edge, and attention weights [48].
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Fig.7 Custom ST-GCN: Spatio-temporal graph convolution network architecture

A proposed framework is depicted in Fig. 8. Table 1 projects the model description with
the hyper-parameter of the custom ST-GCN network. Where SGD, or stochastic gradient
descent, is an iterative method for improving an objective function’s smoothness proper-
ties. SGD addressed the issue of Gradient Descent by updating parameters using just one
record. The pseudo-code of the proposed method is represented in the Algorithm 3, which
shows the process flow of the custom ST-GCN model. This proposed methodology identifies
action categories from the skeleton image using the Spatio-temporal feature (Algorithm 1
& 2).

ST-GCN is substantially quicker than traditional 3D convolution for action detection since
it can estimate actions based on skeleton input. Graph convolution also considers the link
between joint skeleton points, resulting in greater accuracy than applying 2D convolution
to the skeleton information alone. The skeleton-based dataset offers spatio-temporal infor-
mation, which gives benefits during model training but comes with some challenges. The
major issues are related to data pre-processing without impacting spatio-temporal informa-
tion, keeping the model less complex, deciding channel, interpretability of spatio-temporal
features, hyperparameter tuning etc. The Custom ST-GCN offers such an architecture that is
able to deal with such issues.
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Fig.8 Proposed Framework: Spatio-Temporal features and custom ST-GCN model

4 Dataset explored

The underlying datasets play a vital role in machine learning, becoming more crucial for
skeleton-based activity recognition. There are limited datasets available in this domain. In
this view, three state-of-the-art datasets have been used for experiment and validation. Table
2 depicts the dataset’s descriptions. The following section is worth discussing the dataset.

4.1 NTU-RGB-D

The NTU-RGB-D 60 dataset is one of this domain’s most referenced datasets for action
recognition. There are 60 action classes termed Al to A60 (clips). Where 40 classes are

Table 1 Model Description

@ Springer

SN Hyperparameter Values

1 Epoch 80

2 # of GPU 2

3 Batch size 256

4 Test batch size 64

5 Channel 3

6 # of class 60

7 Dropout 0.5

8 Learning rate 0.01

9 Optimiser SGD

10 Weight decay 0.0001
11 Layer 11 Convolutional layer
12 Model( in convolution ) RESNET
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Table 2 Dataset description of skeleton dataset

SN. Parameter NTU-RGB-D Kinectics-400 Florence- 3d
1 # of clips 56880 306245 21864

2 Size of dataset 5.8 GB 42.2GB 2.1 GB

3 # of Activity/ classes 60 400 215

4 # of joints 25 20 15

5 # of body information 10 - 10

daily actions(drinking water, picking up, writing, jumping up etc.), 9 are medical actions
(sneezing, neck pain, yawning etc.) & the remaining is two-person interaction activities
(kicking, pushing, shaking hands). Many terminologies are used by other research for these
datasets, such as NTU-RGB-D, NTU RGB-D, NTU RGBD etc. Table 2 depicts a brief
description of the dataset. NTU-RGB-D offers two benchmarks, i.e., cross-subject(x-sub) &
cross view (x-view), which have different classifications between test & train split of total
clips. Forty people acted in the NTU-RGB-D dataset, dividing 20 people for the training
dataset and 20 for the testing sets. NTU-RGB-D collected information via three cameras;
the first camera was for the testing data collection, and the second & third cameras were
for the training data collection. The cross-subject has 40360 clips for training & 16560 clips
for testing evaluation, while the cross-view has 37920 for training & 18960 clips for testing
evaluation. A few sample images of cross-subject are shown in Fig. 9, with OpenPose 2D
skeleton. The dataset is available on https://rosel.ntu.edu.sg/dataset/ [28].

4.2 Kinetics-Skeleton

The dataset contains 400 human activity classes containing 765 clips per class, each around
ten seconds long. The dataset is emphasised human activities. The current version comprises

’iﬂ "uuum |

. ‘\ili }

=

Fig.9 The extracted OpenPose 2D skeleton from the NTU-RGB-D dataset
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Fig. 10 The extracted OpenPose 2D skeletons: a sample from the Kinetics-Skeleton dataset

306,245 clips that are divided into three categories: training (500 clips per class), validation
(100 clips per class), and testing (165 clips per class). The clips are from YouTube videos,
and their resolution and frame rates continuously vary. Human actions (singular) are included
in the action classes, e.g., sketching, drinking, laughing, beating, hugging, kissing, shaking
hands, moving the yard, and cleaning dishes. Some actions, such as swimming, are fine-
grained and require temporal thinking to discriminate between them. Other actions, such
as playing different wind instruments, necessitate a greater focus on identifying the thing.
Figure 10 shows a few sample images with OpenPose 2D skeleton. The URL of the YouTube
video and the dataset’s temporal intervals can be accessed from http://www.deepmind.com/
kinetics [15].

4.3 Florence 3D

This data was gathered using a stationary Kinect, and only 15 joints were recorded for each
body skeleton. It has 215 action sequences with ten subjects and nine actions: wave, sip from
a bottle, answer the phone, clap, tighten lace, sit, stand, read, watch, and bow. Some motions,
including drinking from a bottle, answering the phone, and reading a watch, are difficult
to discern due to a few skeleton joints. To execute leave-one-subject-out cross-validation,
conventional experimental settings can be used. The dataset is available at https://www.
micc.unifi.it/resources/datasets/florence-3d-actions-dataset [26].

5 Result and interpretation

As stated earlier, very few datasets [15, 26, 28] are available in this domain. Most of the
existing state-of-the-art has been carried out with specific datasets, such as the NTU-RGB-D
dataset [28]. The study found that none of the existing work has taken all the datasets for either
experiment or analysis purposes. In this view, this study is one of its kind that attempts an
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Table 3 Performance comparison

with Top-1 & Top-5 accuracy on Existing methods Top 1 Top 3

Kinetics skeleton Feature Enc. ([12]) 14.90% 25.80%
Deep LSTM ([28]) 16.40% 35.30%
Temporal Conv. ([17]) 20.30% 40.00%
ST-GCN ([51]) 30.70% 52.80%
Custom ST-GCN (9 Layer) 31.60% 54.1%
ST-GCN (+eg) ([47]) 31.90% 54.1%
Custom ST-GCN (11 Layer) 32.30% 54.50%

analysis to give a fairly more general comparison of methods using all three datasets [15, 26,
28]. Furthermore, this section evaluates the proposed Custom ST-GCN'’s performance with
two variants i.e. Custom ST-GCN (9-Layer) & Custom ST-GCN (11-Layer) for skeleton-
based action recognition with three datasets as NTU-RGB-D, Kinetics-skeleton & Florence
3D. The experiment results were compared with the state-of-the-art methods and summarised
in Tables 3, 4 and 5.

The proposed Spatio-temporal graph convolution network method outperforms existing
graph-based and LSTM-based algorithms [20, 50]. In addition, unlike other LSTM-based
approaches that describe sequence dynamics by revising LSTM, the presented approach
incorporates convolution filtering success into recursive learning with a theoretical guarantee
[23, 25].

Experimental evaluation has been conducted through Top-1, Top-5 accuracy & mean loss
asdescribed in the Eqs. (13), (14), and (15) respectively, which measures the underlying model
performance for action classification. Figure 11 depicts the training accuracy vs epoch curve
of NTU-RGB-D, Kinectics-skeleton and Florence-3D datasets up to 80 epochs. Figure 12
depicts the performance comparison using the Top-1 accuracy with the NTU-RGB-D dataset.
Top-1 accuracy is predicted because the highest probability model likelihood must match the
actual value. Figure 13 presents results using the top-5 accuracy with NTU-RGB-D. Top-5
accuracy refers to the model’s top-5 highest levels of accuracy compared to the target value.
The Figs. 12 and 13 shows a better accuracy than all previous, i.e. 82.7% & 98.1% as Top-1
& Top-5 accuracy, respectively in X-Subject dataset. While, In terms of X-View, it offers
better performance than earlier methods, i.e. 90.2% & 99.3% as Top-1 & Top-5 accuracy,

Table 4 Performance comparison

with accuracy on Florence 3D Existing methods Accuracy
Multi-part Bag-of-Poses ([26]) 82.00%
Riemannian Manifold ([8]) 87.04%
Lie Group ([34]) 90.88%
Graph-Based ([22]) 91.63%
MIMTL ([50]) 95.29%
P-LSTM ([28]) 95.35%
ST-GCN([51]) 96.25%
Custom ST-GCN (9 Layer) 97.60%
Custom ST-GCN (11 Layer) 98.10%
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Table 5 Custom ST-GCN

(11-Layer) model performance Parameter Top 1 Top 5 Mean Loss
with datasets NTU-RGB-D X-view  90.20%  99.3% 033
X-Sub 82.70% 98.10% 0.61
Kinetics Skeleton 32.30% 54.50% 3.01
Florence 3D 98.10% 98.70% 0.087
respectively.
Y/
A—1:7*100 (13)

Where, A — 1= Top-1 accuracy, Y'= Number of single correct label prediction, Y= total
number of prediction

’

X
A—5=2"%100 (14)
X

Where, A — 5= Top-5 accuracy, X’'= Number of five pair correct label prediction, X= total
number of prediction

1 n ,
l:;Z(P—P) 15)

i=1

Where, /= mean loss, P’= Predicted label, P= Correct prediction prediction
Table 3 compares the existing model with the proposed model, i.e., Custom ST-GCN on
the kinetics skeleton dataset. The proposed model works efficiently in comparison to all other

Training Accuracy vs Epoch
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Fig. 11 The training accuracy vs epoch comparison
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existing models. It offers a remarkable accuracy than earlier methods, i.e. 32.30% & 54.50%
as Top-1 & Top-5 accuracy, respectively.

Table 4 compared the state-of-the-art and proposed custom ST-GCN on the Florence 3D
skeleton dataset. The proposed model works efficiently in comparison to all other existing
models. It gives significantly higher accuracy than all previous, i.e., 98.10%. In other words,
the custom ST-GCN model hikes the performance by 1.92% from one of the top existing
performances, i.e., ST-GCN [51].

Table 5 compares the performance characteristics of the presented custom ST-GCN model
with NTU-RGB-D, Kinetics, and Florence 3D datasets. Top-1, Top-5 accuracy and mean loss
are performance measures used for evaluation. As discussed, the NTU-RGB-D dataset offers
two benchmarks: cross-subject (X-Sub), which yields 82.7% as Top-1 accuracy, 98.1% as
Top-5 accuracy, and 0.61 as a mean loss. Cross-view (X-View) achieves 90.2% as Top-1
accuracy, 99.3% as Top-5 accuracy and 0.33 as a mean loss. The Top-1 and Top-5 accuracy
in the Kinetics skeleton dataset is 32.30%, and 54.50%, respectively & the mean loss is 3.01.
The proposed method also gives remarkable results in the Florence 3D dataset, with Top-1
and Top-5 accuracy of 98.10% and 98.70%, respectively. The mean loss is 0.087.

The conventional approach for human activity recognition with RGB-based videos
involves splitting the video into frames, treating each frame as a separate image, and feeding
these images as input for a deep learning model. The processing of the image itself demands
high computation. In contrast, the proposed method extracts the skeleton information from
each frame which is numerical values such as joint positions and angles, in a text or CSV file.
This approach offers less complexity of the model compared to the traditional method. Also,
custom ST-GCN outperforms complexity with a Gflops of 17.5 compared to the other existing
method. Similarly, the proposed model’s inference time requires less than other cutting-edge
techniques. Additionally, skeleton information addresses challenges suffered by the RGB
approach, such as low light, occlusion, background clutter, and human pose variation, which
can affect the accuracy of human activity recognition tasks.

Table 6 summarises the comparison with respect to GFLOPS & Inference time. FLOPS
(floating-point operations per second) is a common metric for measuring the computational
complexity and performance of deep learning models. As per the Eq. (16), GFLOPS (billions
of FLOPS) is a unit used to express the magnitude of FLOPS. While the Eq. (17) depicts the
inference time, which refers to the time to make a prediction by a trained model.

(No.of FLOPS x batchsize)

GFLOPS = - - 5 (16)
(inferencetime x 107)
No.of FLOPS
InferenceTime = f_ 5 17)
(batchsize x 107)
Table 6 Complexity comparison with GFLOPS & Inference Time of ST-GCN vs Custom ST-GCN
Existing method GFLOPS Inference Time(s)
ST-GCN ([51]) 13.72 0.0251
Custom ST-GCN (11-Layer) 17.5 0.0213
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6 Conclusion and future Work

This research attempts to offer a custom ST-GCN model which outperforms the existing
methods. It believes that temporal and spatial features play a vital role in better learning the
skeleton and joining the movement. Hence, these features have been used in graph convolu-
tions networks. The combination of spatial-temporal features improves in performance of the
ST-GCN model for action classification. This study also presents a fairly general experimen-
tal analysis first time by considering all three datasets as NTU-RGB-D, Kinetics-skeleton
& Florence 3D. The presented graph-based topologies capture the changing aspects of a
motion-based skeleton sequence better than some of the other approaches.

The presented model is limited to modelling long-term temporal dependencies because
it only captures local temporal patterns within a short time window. It can limit its use to a
bit long time window (long-term dependencies between frames). Furthermore, it is sensitive
to the choice of hyperparameters, such as the number of convolutional filters and the filter
size. These hyperparameters can significantly impact the model’s performance, and finding
the optimal values can be challenging.

The ST-GCN model’s versatility also offers many possibilities for future research. The
challenge of including contextual information like locations, objects, and interactions into ST-
GCN. A research direction may be applied in two ways; Firstly, use the proposed approach to
multi-user settings, which necessitates the ability to extract several individual skeletons from
the image and accurately track them throughout the action sequence. Secondly, the suggested
architecture may be combined with algorithms to extract human posture from RGB and
depth data. In the future, incorporating an attention mechanism can be a promising approach
to improve human activity recognition tasks as it allows the model to focus on the most
relevant features and parts of the input sequence. Furthermore, graph structures can capture
the relationships between different parts of the input sequence, such as the dependencies
between various body parts in a human activity recognition task. These techniques could be
exciting directions for future work.

Data availability The data that support the findings of this study are openly available and cited/reference in
text.
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