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ABSTRACT

The probabilistic bisection algorithm (PBA) extends the classical binary
search to settings with noisy responses, and is a foundational algorithm
commonly used in basic problems such as root-finding. Despite its strong
empirical success, its theoretical property, particularly the convergence rate,
remains unclear. This paper establishes that PBA converges at a geometric
rate, providing a rigorous justification for its empirical efficiency. Notably,
this rate is optimal in the sense that it matches the performance of classical
binary search under noiseless responses. The core of our analysis lies in
directly characterizing the dynamics of PBA queries, which had not been
examined in the prior literature. We show that the queries oscillate around
the truth but steadily draw closer, thus leading to an estimator that rapidly
concentrates on the truth. Beyond resolving the long-standing question of
PBA’s convergence, our developed techniques offer new tools for analyzing
PBA’s dynamics, which may be of independent interest.

1 INTRODUCTION

Binary search is a fundamental algorithm that addresses the core challenge of efficiently
locating a target within an ordered space using the principle of divide-and-conquer. It
underpins a wide range of modern algorithms in computer science, statistics, and applied
mathematics (Knuthl [1997; Karp & Kleinberg, 2007; [Waeber et al.l [2013]), and serves as a
building block for systems and methods from multidimensional data to search on graphs and
trees (Bentley, (1975} Nowak, [2009; Emamjomeh-Zadeh et al.l |2016; |Rodriguez & Ludkovskil
2020al). Classical applications include fast key retrieval in large databases and numerical
root-finding in engineering and economics. For instance, consider finding a unique root of
a monotone function h : [0,1] — R where one can query only the sign of h(z). When the
response to each query x is noiseless, a binary search algorithm efficiently locates the root
by halving the search interval each round. After n queries, the remaining interval has length
27", achieving the optimal exponential convergence rate.

In practice, however, the observed responses are often noisy, e.g., due to transmission and
measurement error, meaning that they have a chance to be incorrect. Motivated by noisy
channel coding, the Probabilistic Bisection Algorithm (PBA, [Horstein| |1963]) extends binary
search to handle noisy labels. Compared to binary search, PBA adopts a Bayesian approach
to select the query. In the 1-D root-finding setup, PBA maintains a probability distribution
with density f; over the support [0, 1], representing the likelihood of each point being the true
root. At each round ¢, PBA queries the median x; of this distribution and receives a noisy
response ¥; indicating the sign at x;. The belief is then updated via Bayes’ rule given ;.
For instance, if y; is positive, then fi(x) = 2(1 — p) fi—1(x) for z < xy and fi(z) = 2pfi_1(x)
for z > x4, where p is the noise level. The process repeats until termination, with the final
estimator being the last query.

Despite strong empirical performance, (Waeber| [2013} [Frazier et al., 2019; Rodriguez & Lud-
kovskil, |2020agb), PBA’s theoretical property, particularly its convergence rate, remains poorly
understood. The difficulty stems from its intricate query process over a continuous
search space. In comparison, the so-called noisy binary search typically focuses on a finite
search set and enjoys well-understood guarantees. It has been shown that locating a target



Under review as a conference paper at ICLR 2026

among H elements with error probability at most ¢ requires only O(log(H/d)) queries
|& Kleinberg] [2007; [Nowak], [2009; Emamjomeh-Zadeh et al [2016). However, these results
rely crucially on the discretized structure of the search space such as searching nodes on
a path (Aslam & Dhagat, |1991; |Karp & Kleinberg, |2007) or a graph (Emamjomeh-Zadeh
let al., (2016, |Dereniowski et al.,|2019). In contrast, PBA addresses a continuous domain with
uncountably many possible queries, which requires fundamentally different analysis tools.

Historically, analyzing PBA’s performance has been difficult due to the continuous nature
of the query sequence, which makes tracking the estimation non-trivial. As a result, prior
efforts either (1) adopted a discretized version of PBA, or (2) invoked a Bayesian framework
where the unknown truth is modeled as a continuous random variable. However, these
approaches are unable to directly characterize the convergence behavior of the original PBA
given a fixed truth. Specifically, Burnashev & Zigangirov| (1974)) proposed a discretized
version of PBA, which we refer to as the BZ algorithm. BZ restricts queries to a finite
grid {0,1/K,2/K,...,1} for some constant K. With carefully modified update and query
rules, they proved that BZ attains exponential convergence when K adapts to the query
size (Burnashev & Zigangirov}, [1974} |Castro & Nowak, [2008)). However, a pre-selected and
fixed K is required to run BZ in practice, thus such a convergence rate cannot be expected.
|Waeber et al. (2013) analyzed PBA in a Bayesian setting. By modeling the root as a random

variable X* uniformly distributed on [0, 1], they proved that E|X* — )/(\'n| decays geometrically,
where X, is the PBA estimate after n queries. However, this result hinges critically on
the assumption that X* is a continuous random variable. Therefore, this analysis does not

apply to real-world tasks where the ground truth is a fixed but unknown constant, such as
root-finding and boundary detection problems.

A closer inspection of these approaches shows that the main barrier to analyzing the original
PBA, again, lies in the complex, location-dependent behavior of its queries. Both the
discretized analysis of Burnashev & Zigangirov| (1974) and the Bayesian analysis of
exploit a simplifying property: at every round a quantity that upper-bounds the
estimation error is expected to decrease, regardless of where the queries fall. Unfortunately,
this guarantee breaks down when analyzing the original PBA with a fixed ground truth,
as the improvement in accuracy depends delicately on the query locations (with further

discussion in [Subsection 2.2)).

Our work demonstrates that understanding the query behavior of PBA is both essential and
powerful in tackling this problem. In we develop new analytical techniques
that measure the improvement contributed by the query at each round, and characterize
the number of queries that lead to a better estimation, an aspect not studied in the prior
literature. These tools allow us to directly study the dynamics of PBA queries. Intuitively,
we show that the queries oscillate around the ground truth but steadily draw closer, driving
the posterior distribution to concentrate sharply at the ground truth.

Building on these tools, we prove that PBA converges at an exponential rate for any
fixed, unknown ground truth. The rate we establish is optimal, matching the geometric
convergence achievable by classical binary search with noiseless feedback. This result settles
the long-standing theoretical question of whether PBA retains its empirical efficiency under
noisy responses (Waeber et al., 2013). Moreover, our developed tools provide a fine-grained
understanding of PBA’s query process, which may be of independent interest for other
adaptive algorithms.

The rest of the paper is organized as follows. present our main result, the
convergence rate of PBA for one-dimensional data. Simulation experiments are conducted in

and we discuss the extension to the high-dimensional data in We
conclude the paper with further discussions in
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2 CONVERGENCE RATE OF PBA

2.1 SETUP

We cast the root-finding problem as a special case of binary classification. Consider a
learner seeking to identify the unknown classifier hg+(z) = 1,>¢+ within a hypothesis class
H = {hg : 0 € [0,1]}, where 1, is an indicator function. Let p € (0,1/2) denote the noise
level in the response. In this formulation, 6* is the unknown root, and each response is
flipped independently with probability p. Specifically, for any query X, the observed response
Y satisfies that P(Y = hg«(X)) =1 —p and P(Y = 1 — hp«(X)) = p. We note that our
results also extend to the more general setting where P(Y =1 — hy+ (X)) < p, as elaborated

in [Appendix B

Probabilistic Bisection Algorithm (PBA). A learner can use PBA to efficiently estimate
0* as follows. Let Py be a uniform prior distribution such that its density function is
fo(x) =1,2 € [0,1]. At round 7 > 1, PBA will select a query X; as the median of P;_1, i.e.,

P, 1(X <X;)=1/2.
After observing the corresponding label Y;, PBS updates the posterior distribution as follows:

2(1=p)fi—1(z), x= <X,

MY, =1, fiz) = {2pfi1(x) x> X

2pfi—1(x), r < X5,
2(1 — p)fi_l(l'), x> X;.

The posterior distribution at round i is P;(t) = fot fi(xz)dx. The final estimator of 8* after n
rounds is 6, := X, 41.

Remark 1 (Prior and Posterior Distributions). In our setting the unknown root 6* is fixed.
The distribution IP; represents the learner’s belief about 6*: at round i, they believe that the
probability that 8* < ¢ is given by P;(¢). We use the terms prior and posterior in keeping
with the PBA literature, where the algorithm is commonly interpreted from a Bayesian
perspective.

@ 1% =0, fita) = {

2.2 EXPONENTIAL CONVERGENCE RATE

Throughout the paper, ¢ and C are either universal constants or constant of p only, though
their value may vary from line to line. We use the terms ‘root’, ‘truth’, and ‘ground truth’

interchangeably. The complete proof of is included in

Theorem 1 (Exponential Convergence Rate of PBA). For the PBA estimator 0,,, we have
E|8, — 6*| < 3¢ ",

where C' > 0 is a constant of p only.

Key Challenges and Contributions. We assume that 6* € (0,1) for illustration purpose.
The basic idea is to show that 6,, lies within a small interval around #* with high probability.
Partition [0, 1] into K intervals [(i — 1)/K,i/K), i =1,2,..., K. Then there exists some i*
such that * € [0;+_1,0;+). We can prove that

P(0, € [0 1,60)) > 1 —2K>(K + 1)e” ™. (1)

Cn/4

Choosing K = e yields the desired result.

[Eq. 1] is equivalent to showing that the PBA estimator is unlikely to be much larger or
smaller than 6*. By symmetry, it suffices to prove the upper-tail bound:

P(6, > 6,) < K*(K +1)e ™. 2)
The key challenge is to establish the exponential decay result in [Eq. 2}
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We emphasize that although similar bounds were obtained in (Burnashev & Zigangirov, [1974;
Waeber et al., [2013), their proofs rely on the argument that

E(Mit1 — M; | M;) < —C, (3)
where M; is a quantity, in particular, log(My(7)) in Hero et al| (2007, Theorem 8.1) and
log(A; A (1—A;)) in[Waeber et al. (2013, Proposition 5.3), that can upper bound P(6; > ;- ).
That is, under the discretization or the Bayesian setting, there exists a stochastic process M;’s
that is equivalent to a geometric random walk with negative shift. Hence, [Eq. 3| guarantees
that the estimator moves closer to the truth after each query (in expectation), regardless
of query location. However, our analysis reveals that this property fails for the original
PBA: the accuracy improvement depends critically on the query position, and
improvement is not always guaranteed.

To overcome this challenge, we conduct a finer-grid analysis of PBA’s query dynamics, as
detailed in the next subsection. Consequently, our proof of [Eq. 2] employs a fundamentally
different argument from those in (Burnashev & Zigangirovl, [1974} |Waeber et al., [2013), which
constitutes a key methodological contribution of this work.

2.3 ANALYSIS OF QUERY BEHAVIORS

This subsection introduces two novel propositions on query behaviors, which are key for
deriving [Eq. 2] First, we recall a key property of PBA query: it is the median of posterior
belief, meaning that X, satisfies

P.(Xpn+1) =1/2. (4)
This equation establishes a direct connection between the query location and the posterior
probability mass over intervals, which will play a critical role in our analysis.

We introduce the following critical quantities before presenting the results. Let § be a
constant such that 6* < § < 1. We divide the interval [0, 1] into three sub-intervals:

I :=10,0%], I := (6%,9), I3 := [5,1],
and define

P (6) =Pi(X € I;) / fi(z

(J)

We will omit the dependence on & when clear from context. Namely, a;’’ is the posterior

probability that the estimator 91+1 lies in the j-th sub-interval after the z—th query.
Remark 2 (Motivation for a(J )) At each round i, the query must fall into one of three
sub-intervals, which is completely determined by a/ )1’5 Recall that 9 = X,+1.- By -
a large estimator X,, 11 > § implies a(g) f6 fn(x)dz > 1/2. Thus, to establish that the

probability of such a large estimator is exponentially small, it suffices to show that a% ) is

unlikely to become large. It turns out that understanding the behavior of PBA queries is
necessary for deriving such a result, which further relies on tracking the change of all three
posterior probabilities.

For any realization of X;,Y;’s, we further define
Nj =) lxer,Gj={icl,n]: X; € I;},j=1,2,3.

Nj is the number of total occurrences of the event X; € I;, and G; contains the corresponding
indices. We also define the following stopping times:

T0=0, 1= 1nf{t t>T_ 1,Slgn( —1/2)7&51gn( —1/2)} =1,2,...,

where sign(z) = 1 for z > 0 otherwise sign(z) = —1. Namely, 7; is the i-th time such that

agl) across 1/2, meaning that the query’s location transits from I; to Iy U I5 or vice versa.
Finally, we define

T:=sup{i:i>0,7;, <n}, (5)
which is the number of total times that the query crosses the truth 6*.
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Proposition 1. Let M;(§) := al(-g) (6)/@52)(6). For some constant Cq,Ca > 0 of p only, we
have

P(M,, /My < e=1") > 1 — ¢ C2n

which implies EM,, < e=3"/|0* — §| for some positive constant Cs.
Proposition 2. There exists a constant n only depending on p, such that B(T) > nn.

Implications. Together, Propositions [I] and [2| yield a sharp picture of the dynamics: the
posterior distribution of PBA rapidly concentrates around 6*, while the queries themselves
are expected to oscillate across the truth. In other words, the queries repeatedly swing
around 0* but with steadily shrinking amplitude, driving convergence. This insight provides
a fundamental explanation for the empirical success of PBA.

Regarding the convergence rate, shows that M,, decays exponentially fast,
which immediately implies an exponentially decaying probability of a large estimator. To

see it, Markov’s inequality gives that
EM,, e—Cn
< .
e |0* —dle

As a result, P(X,41 > §) < P(ay, 3 > 1/2) < 2e="/|0* — §|, establishing the kep step (2)) in

P(a{)) > €) <P(M, > €) <

Proof Sketch. The core idea behind the proof of [Proposition 1]is to show that In(A;)’s
form a supermartingale, which decreases when the query lies in Iy or I3. We note that
In(M;) remains unchanged when X; € I, and the decrease can be arbitrarily small when
X; € I,. Fortunately, we find that In(M;) decreases by at least a constant amount when
the query crosses the truth. That is, when X; 1 < 6* < X; or X;_1 > 6" > X;. This
boundary-crossing behavior is characterized by T'. Hence, to ensure that In(M,,) becomes
sufficiently small, it suffices to show that E(T) grows linearly with n, as established in

Proposition
(4)

Technically, Propositions [1| and [2| hinge on a careful analysis of the changes in a;”’ and
their combinations such as M;. These changes depend on the query location and leads to
a discussion of three cases: X; € I, X; € I, and X; € I3. To prove [Proposition 2] first
we need to construct appropriate sub- or super-martingales from the posterior probabilities.
We then show that the queries cross the truth sufficiently often by analyzing the boundary-
crossing times 7; and invoking the stopping time theorem. This, together with a martingale
concentration inequality, ensures a significant reduction in M;, thereby completing the proof
of The full details of these two propositions are presented below.

Remark 3 (Motivation of M;). 1| focuses on analyzing M,, rather than a'. The
quantity M, is deliberately and carefully des1gned not an arbitrary combination of the

Y )’s The key reason is that the evolution of an depends intricately on the query locations,
makmg them difficult to control directly. To establish [Eq. 2} we seek a quantity that is

guaranteed to be monotone on average across rounds. However, the a(J )’s alone do not
exhibit this property for all possible query positions. By 1ntr0ducmg a ratio-based structure,
M, (specifically, its logarithm) acquires this desirable monotonicity, enabling a tractable
analysis.

Proof of [Proposition T}

Proof. We prove this result by three steps: (1) M; is expected to decrease or maintain the
same at each round, (2) there is a sufficient number of time steps such that M; is expected
to decrease, (3) evoking a concentration inequality.

Step 1: Depending on the position of X;, we discuss the update of M; in three cases as
follows.

Case 1, X; € I,. Clearly, by the update rule of PBS, ¢(® and a®® will be multiplied by
2(1 — p) (when Y; = 0) or 2p (when Y; = 1) simultaneously. As a result, M; = M;_; in this
case.
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Case 2, X; € I,. Now, a correct label (Y; = 1 with probability 1 — p) leads to a(l) _
2(1 —p)a’) and of¥) = 2pa( . As a result,

(2 )
2pa;” P
Mi/Mi-1 = o) ®) E(l—p’l)'
1-2(1-p)a;—y —2pa;”;

A wrong label leads to

2(1 _p)az('i)1 1—p
@ @ <\ '
1—2pa;”’, —2(1 —p)a;™; D

For notation simplicity, we denote ¢1 = al(l_)l, Qo = a(2) ,q3 = a(3 Some important properties

of them are summarized in Evoking we have

M; 2pq2 2(1 —p)ga
]E<Mi1> = p)l —2(1—p)g1 — 2pgs TP 2pq1 — 2(1 — p)gs
2p(1 = p)g2 2p(1 - p)ge
@2 —(1-2p)(q1 —q3) g2+ (1—2p)(q1 —gq3)

_ 4p(1 = p)(g2)*

© (g2)2— (1—2p)2(q1 — g3)?

1 =29{(e)* — (01 — 95)°}
(22)? = (1 = 2p)*(q1 — @3)?

M;/M;_ =

< 1.
The last step is due to g2 > |¢1 — ¢3| and the positivity of denominator.

Moreover, for any € € (0,1/2), when ¢1, 3 < (1 — €)/2, the fourth point of gives
that g2 — |q1 — g3| > € and

M\ o (1-2p)*(g ) (1 — q3)?}
]E<Mi1) =1 (g2)* = (1 —2p)2*(q1 — g3)?
62

<1-(1-2p)?

As a result, Jensen’s Inequality gives

E{ln<ﬂyl)} <In(1— (1 —-2p)?e?) < —(1 —2p)2€?

Case 3, X; € I3. In this case, a correct label (Y; = 1 with probability 1 — p) leads to
az(-z) =2(1- p)ot(i)1 and 1 — al@) =2(1-p)(1 - agi)l) , so that

| 1-2(1- p)(l—aiil)e( p 1 )

Mi/Mi—lz ( )a31 l_pvz(l_p)

Similarly, a wrong label results in

M;/M;_1 =

9

1-2p(1—al?) (1 l—p)
— e :
2p° p

2pa(3)
As a result, we have

s{n(5its )} =0 () ()

i—1

o o (1_p)1n(1—2(1—p)(1—:v)) +pln<1—2p§—$>>.

X

Let
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Its first derivative is

2(1 - p)° N 2p° 1

W(z) = 1-20—-p)(1—2) 1-2p(1—2) =

We have
R(z) >0 <= 2(1—p)*x +2p%z > {1 —2(1 —p)(1 — 2)}{1 — 2p(1 — z)}
= (2—4dp+4pHax >1—-2(1 —x)+4p(1 —p)(1 — z)
<~ 2z >2x—1+4p(1—p)
1> 4p(1 - p),

which is true since p € (0,1/2). Since E{ln(M]\fil>} = h(agi)l) — In(2) + H(p) where

H(p) = —pln(p)—(1—p) In(1—p) is the binary entropy function, we know that E{ln ( Mj\fi‘l ) }
3)

achieves its maximum when a,”’; = 1, leading to

i—1

E{ln<z\yi )} < —In(2) + H(p) < 0.

Step 2: We show that M; is expected to strictly decrease for sufficient number of rounds.
Specifically, we know that E{ln(l\é‘/[_l) } is strictly smaller than zero if (1) X; € I, and

q1,q3 < (1—€)/2; and (2) X; € I5. For a given realization of X, Y;’s, the latter case happens
for N3 times. We define the number of the first case as

Ny(e) = |Gy(e)], Go(e) == {i: Xi € Iz, q1,q3 < (1 —€)/2}.
We will omit € in the following as it will be chosen as a constant of p solely.

Next, we show that N} + N3 > n'n with high prob for some 7. The idea is to show that
each down-crossing of 7; leads to an instance of G or G5 with a constant probability, and

shows that such down-crossing happens sufficiently often. Let us consider each
time a!') goes down and crosses 1/2. Suppose agl_)l > 1/2 and agl) < 1/2. By update rule,

we have 2p < agl) < 1/2, thus either X;y1 € I or X1 € I3.

(Step 2.1) We have t + 1 € G, UG53 when Xy € I3 or X;y1 € I with agl), a&g) <(l—¢)/2.

(Step 2.2) Now, suppose t ¢ G5 UG3, namely X;,1 € I and at least one of agl), ag3)

than (1 —¢€)/2.

is larger

We first consider the case where agl) > (1 —€)/2. With probability p, Y;y;1 is a wrong

label, and X2 € I7 since aii)l =2(1- p)agl) > 1/2 for any € € (0,1 —1/(2 — 2p)). With
probability 1 — p, Y341 is a correct label, leading to (i) X419 € I3, or (ii) X¢1o € Io. While (i)
automatically leads to t +2 € (3, (ii) again leads to two possible outcomes: (ii.a) X153 € I3,
or (ii.b) X;y3 € Io. We note that (ii.b) results in ¢ + 3 € GY for a sufficiently small e. To see

it, we have ag_)Q =4p(1 —p)agl) < (1 —¢€)/2 and aii)z = 4p(1 —p)a,@ < (1 —¢€)/2 for any
e € (0, (1 — 2p)?). Next, we consider the case af’) > (1 — €)/2. With probability p, Y;;1 is a
wrong label, we therefore have t4+2 € N3 because agi)l =1-2p(1— ag?’)) >1—p(l+e)>1/2
for any € € (0,(2p)~! — 1). Combining these two cases, we have that with probability at
least p, such time step ¢ will lead to an occurrence of N} or N5 before the next occurrence of

agl) going down and crossing 1/2.

(Step 2.3) WLOG, let a(()l) < 1/2 as explained in the proof of [Proposition 2| Let R

denoting whether a(é,)c leads to an occurrence of NJ or N3, we have Ry being IID Bernoulli

random variables with P(R;, = 1) > p. We can therefore construct a sub-martingale
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S = Zﬁc:l Ry —pl,l=1,2,..., and Sy = 0. Now, applying the optional stopping theorem,
we have ES|7/5) > ESp = 0, yielding

L7/2]

E(N} 4 N3) > IE( > Rk> > pE(|T/2)).

k=1
Now, evoking [Proposition 2| we have E(Nj + N3) > n'n for ' = pn/2.

Step 3: Finally, we show that M, is small with high probability by applying Azuma-Hoeffding
inequality. Note that

M, = M, exp{iln(Mi/Mil)}.

i=1

Step 1 indicates that >, In(M;/M;_,) is a super-martingale with respect to n, because

]E{Zln(Mi/MH) | i ln(Mi/Mil)} =EIn(M,/M,_,) <O0.

Moreover, all In(M;/M;_1)’s have a uniform upper bound on their absolute value and
variance, denoted as By, By > 0, respectively. Let Cg := min{(1 — 2p)2€2,In(2) — H(p)} > 0
and ¢ = 1'Cs/2. Azuma-Hoeflding’s inequality gives that

p(i n(M;/M;_,) > ]E(zn: In(M, /Mi_1)> N nc) < onc?

=1 i=1

<:>]P><Z ln(Mi/Mi_l) > —E(Né + N3)C6 + n() < 6—271(2

i=1
(:HP’(Z In(M;/M;_1) > —77'an/2> < e 2n¢?

i=1

As a result, with probability at least 1 — 6*2”42, we have
M,, < My exp(—nn'Cg/2).

We therefore complete the proof by noting My = (1 — §)/(§ — 6*) since fy(z) = 1 for all
x € 10,1]. O
Proof of ProposTion 3}

Proof. Let bgl) =1- al(l). Depending on the position of X;, The change of al(l) in each
round is also categorized into three cases.

Case 1, X; < 0*. A correct label (Y = 0 with probability 1 — p) leads to 1 — aEl) =
2(1—p)(1 — a,gl_)l). Therefore,

af) _1-20-p(-a?) b

’ = ) = 2(]— - p)a
o) a;) ZR
A wrong label leads to
a 1—2p(1—aM)) B )
= ) = 4p
a;) ai) by
Therefore,
M 1—2(1—p)(1—al” 1—2p(1—alV
E{ln( agl) > } =(1-p) ln< ( ](91))( al_l)) +p1n<p((1) al_l)) < 0.
a, a; a;
1—1 i—1 1—1
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—2(1ep)(1—a®
The last inequality is because function h(agi)l) = (1 - p) ln<12(15()1()1“> +
i—1
1-2p(1—a'"; . (1) . .
pln( ——57—=1 | monotonously increases when a,”’; € (1/2,1), which can be verified

oD,

by taking its first derivative.
Also,

s{in( 25 } = 0 pntat - ) i) =aiz) - 1) >0,

1
where H(p) = —pIn(p) — (1 — p) In(1 — p) is the binary entropy function.

CE:ise 2, X; > 0. A correct label (Y =1 with probability 1 — p) leads to agl) =2(1-— p)agl_)l
an

o oy b 1-2(1-p)(1 - b))
n P Ty T 1 :
az(’—)l bg—)l bg—)l
A wrong label leads to
al! 2 BV 1—2p(1 - b))
ol Y P
Therefore,
Y pb
E{ln( (11) >} =(1-p)In{2(1 —p)} + pln(2p) = In(2) — H(p) > 0, E{ln(b(ll) )} <0.
;4 i—1

Case 3, 0* < X; < 4. The update rule for al(l) is exactly the same as Case 2, hence we have

E{m(z:;)l ) } — (1—p)In{2(1 —p)} + pIn(2p) = In(2) — H(p), E{ln(:((;)l ) } <.

For now, we assume that 2p < aél) < 1/2; otherwise we can start the count of Ny at the

first time ¢ such that 2p < agl) < 1/2, as explained later. Therefore, 701,k =1,2,... is

the time that a,gl) goes up and crosses 1/2, while 7o,k = 1,2, ... is the time that agl) goes

down and crosses 1/2, and T is the number of total cross times.

We note that Z; := 7, — 11,71 = 1,2,... are IID random variables with EZ;, < z, where z is
a constant. To see it, we have

Tok—1—T2k—2 a(l) " Tok—1—T2k—2
I B SR ey e S SR IE!

i=0 Tok—a+i—1 i=1

(1) (1) e bglﬂﬂ‘ !
by, =05 exp{ Z ln<b(1))} <2(1-p) exp(— Z Vi>7 (6)

i=0 Tok—1+i—1 i=1

where V;’s are independent random variable with EV; = In(2) — H(p) := v. Moreover, V;’s are
uniformly bounded by a constant of p solely, denoted by B. Therefore, ln(agl)) is a random
walk starting from (or above) —In(2p) with a positive drift, which is expected to across

In(1/2) in a finite time by random walk theory (can be easily verified by applying Hoeffding’s
inequality). Similarly, ln(bgl)) is a random walk starting from (or below) In(2(1 — p)) with

a negative drift. We further define S; = 22:1 Zy — kz and Sy = 0. Clearly, 5; is a
super-martingale. Finally, optional stopping theorem yields that ESy < Sy, leading to

T+1

E(T+ 1)z > E{Z(Tk — Tkl)} =E(rr41) > n.

k=1
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As a result, we have E(T") > nn for n = 1/(2z).

Finally, we show that we can assume 2p < ail) < 1/2. By Hoeflding’s inequality, agl)

will across 1/2 both up and down at least once within n/2 steps with probability at least
1 — e~ %" with some constant Cy. Ever since that, we will have 2p < ag) < 1/2 when
sign(ag)) =—land 1/2< ag) < 2(1 — p) when sign(ag)) =1, due to the update rule. We
therefore conclude the proof. O

3 CONCLUSION AND FURTHER REMARKS

This work investigates the dynamics of PBA queries, revealing the intriguing pattern that
they oscillate around the truth while steadily converging toward it. Building on this insight,
we establish the exponential convergence rate of PBA, thereby bridging the long-standing
gap between its theoretical guarantees and empirical performance. A natural direction for
future research is to examine whether PBA still converges exponentially when the actual
noise level p exceeds the one assumed in the update rule, and, if not, to determine the
resulting convergence rate. Another intriguing problem is the implementation of PBA, as it
may be numerically challenge to exactly find the posterior median.
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A MISSING PROOFS.
Proof of [Theorem 1l

Proof. We handle the case with 8* € (0, 1) first, and defer proof of the corner case to the
end of this proof. For now, let 4 be a constant such that 1 > ¢ > 6* > 0. We denote

shows that for some constant C > 0 of p only, we have

e—Cn

EM, < .
<5 (8)

Since o\ € (0,1) for j =1,2,3 and all ¢ > 0, we know that M, is positive, and Markov’s

i

inequality gives that

EM,, e Cn
< < .

no= = T e T 0=l

When 0 < § < 6* < 1, we can apply after performing the transformation
2’ =1 — x, which yields P(1 — P > €) <e " /(|6* — 5le). Therefore,

Pmin{a®,1—a®} > &) < e=7"/(6" = 3le). (9)

When 6* =0 or §* = 1, we have IP’(min{aS’), 1- asls)} > ¢€) = 0 by definition (see, ,
therefore satisfying as well.

Now, let §; = i/K,i = 0,..., K, where K will be determined shortly. If min;|6* — ;] <
1/{2K(K 4 1)}, we can increase K by 1, which ensures that min;|6* —§;| > 1/{2K(K + 1)}.
Clearly, there exists some ¢* > 1 such that 6* € (6;_1, ;«). Evoking[Eq. 9] we know that
with probability at least 1 — 2K (K + 1)e~“" /e, we have

]P)’I’L(X E ((57;*71767;*)) Z 1 - 26,

implying that | X,, 11 — 0*| < 1/K for any e < 1/4. Therefore, for K > 4 and e = 1/K, we
have

P(|Xni1 — 0°| > 1/K) < 2K*(K + 1)e" ™.
Finally, taking K = e“"/4

E[Xni1 — 0% <1/K +P(|Xp41 — 0% > 1/K) < 3e=n/4,

yields

Regarding the corner case, we analyze with 8* = 0 as #* = 1 can be handled with an
analogous argument. In this case, gives that

E(ag’)) < e Cm,

Let § = ¢ = 1/K. Similar to the argument in the case of 8* € (0, 1), we have with probability
at least 1 —e=" /e,

P (X €[0,6)>1—c

Choosing K = ¢“™/? gives
E| X1 — 67| < 1/K +P(Xpy1 — 0% > 1/K) < 26772,
We thus conclude the proof. O

Lemma 1. When X; € (0*,6), we have the following facts: (1) ¢t + g2+ g3 = 1. (2)
q1,q3 € (0,1/2). (3) lg1 — @3] < q2. (4) For any e < 1/2, g2 — |1 — q3| > € if and only if
71,93 < (1 —¢€)/2.

12
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Proof. Fact (1) is by definition of agj)l, j =1,2,3. Their summation equals to P;_1(X <
1) = 1.

Fact (2) holds since X; € (6*,); otherwise, if ¢; > 1/2 for example, we have X; < 6* since
Pi_1(X < 0*) =¢ > 1/2, which is a contradiction.

We prove Fact (3) by contradiction. If |g; — g3| > qa, then ¢1 > g2 + q3 or g3 > ¢1 + ¢o.
However, 1 > g2 + g3 with Fact (1) imply that ¢; > 1/2, which is a contradiction to Fact
(2). Similarly, g3 > ¢1 + g2 cannot hold as well.

Regarding (4), we use a similar argument as (3). Note that
g — | —qs| <e

—q1 >(g2+gz—€orqgzs>qa+q —¢€
—q1>(1—¢€)/20rqg3>(1—¢€)/2.

We thus complete the proof. O
Lemma 2. When 6* =0 and § < 1, for some constant C1,Cy > 0 of p only, we have
P(a;?)) < e—Cln) >1— e—an7

which implies Easlg) < e~ for some positive constant Cs.

Proof. The spirit of this proof is the same as Instead of studying the change

of M;, we can directly focus on az(-?’) when 6* = 0. Notably, when 6* = 0, there are only two
potential locations of Xj.

Case 1: X; € I,. A correct label (Y; = 1 with probability 1 — p) leads to a( ) = 2pa§3)1,

(3)

while a wrong label leads to a(-g) =2(1—-p)a;”;. As aresult,

E{ln< ((: > } (1 —p)In(2p) + pIn(2(1 — p)) < 0.

’L 1

Case 2: X; € Is. Now, a correct label (Y; = 0 with probability 1 — p) leads to %(3) =

1-2(1-p)a; (3 )1, while a wrong label leads to a( - Zpa( )1. Therefore, by Jensen’s
inequality, we have

(3) (3)
a; a;
E{ln<a(3) )} < 1n{E< B >}
i—1 z 1

(3) (3)
1-2(1- 1-— 2{)@
ln{(lp) ( ) i 1+p }

]- - az(3_‘)1 ]. — a£3)l

o )
ln{l — (1 - 2p) }
i—

1—a;7
< 0.
With a similar argument as we only have to show that Case 1 occurs sufficiently
many times. Specifically, we define 7; = inf;~7,_, agn(at # mgn(ai )1) 1=1,2,...,7 =0,
and T = sup;>o{7i < n}. We show ET > nn for some constant n by tracking a( ) When
X; € I3, a correct label (Y; = 0 with probability 1 — p) leads to a§2) =2(1-p) 5 )1, while a

2 _ (2)

wrong label leads to a;”’ = 2pa,”;. Therefore, we have

E{ln< “((22)) ) } = (1—p)In(2(1 = p)) + pIn(2p) = In(2) — H(p) > 0.

z 1

The rest of proof is akin to We thus complete the proof. O

13
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B DiscussioN ON THE NOISE LEVEL

Our results apply to general responses Y with a noise level up to p. That is, P(Y =
ho«(X)) > 1—pand P(Y =1 — hg- (X)) < p. To see it, an intuitive explanation is that at
each round i, a correct response will drive the PBA estimator to be closer to the truth 6%,
while an incorrect response will push it away from the truth. As a result, a higher noise level
corresponds to a harder learning problem, and we discuss the most difficult learning scenario
(P(Y =1 — hy-(X)) = p) in the main paper.

Technically, inspecting the proof of [Proposition 1} we find that the expectation of M;/M;_4
is even smaller when the probability of incorrect label is smaller than p. Meanwhile, the

crossing time T is still guaranteed to be at the order of O(n). Therefore, the probability of
an ill-performed estimator remains an exponentially decaying rate.

C EXTENSION TO HIGH DIMENSIONAL DATA
In this section, we extend our results to high dimensional setting where d > 2.

Setup. Consider the query X € [0,1]¢,d > 2 and the label Y € {0, 1}. Similar to the setting
when d = 1, let p € (0,1/2) represent the noise level in the labels, (Y = h(X)) =1—p
and P(Y = 1 — k(X)) = p, where h is a classifier h : [0,1]* — {0,1}, which a learner
wants to estimate. Recall that in one dimensional setting, we consider a hypothesis class
H = {hy : 8 € [0,1]} and work with a threshold classifier hg«(z) = 1;>¢+. This ordered,
one-parameter structure enables a probabilistic bisection algorithm (PBA, see Section ,
yielding an estimator 6,, which converges to 6* exponentially fast, i.e. E|f,, — 0*] < O(e™™)
(see Theorem [I)).

For d > 2, the natural analogue of a “threshold” is a decision boundary, whose shape should be
restricted by additional geometric assumptions, such as smoothness, to ensure identifiability
and control the complexity of the hypothesis class. In this work, we adopt a standard
assumption in the literature that the decision boundary is Holder smooth (Castro & Nowak,
2007} 2008). In particular, we consider the hypothesis class H = {h, : g € X(L, )}, where
(L, a) denotes a-Hélder smooth with parameters L (see Deﬁnition.

Definition 1. A function g : [0,1]"! — R is Holder smooth if it has continuous partial
derivatives up to order k = |a] and Vz,z € [0,1]971 :, g(2) — TP.(2) < L|z — =||*, where
L,a >0, and TP,(-) denotes the order k& Taylor polynomial approximation of g expanded
around x.

The classifier is hg« (2) = 1ye6+, where g* is the decision boundary of G* and G* = {(X,2q) €
0,171 % [0,1] : 24 > g*(X)}. In the following, we use h, g*, and G* interchangeably. The
learner wants to construct an estimator g,, or equivalently, a classifier @n = {()N( ,Xq) €
0,117 % [0,1] : 24 > §n(X)}, with small expected Ly error E|g, — ¢*||1.

Theorem 2. There exists an estimator g, such that E||g, — g*|1 < O ((k’i”) ‘“)

In the proof, we explicitly construct g, by generalizing the PBA to d > 2. At a high
level, we recursively partition the (d — 1)-dimensional base domain into dyadic cells and
on each vertical lines, we deploy a one-dimensional PBA to localize the decision boundary
within each cell. By combining these local estimates across the cells, we obtain a piecewise
approximation of the boundary. The Holder regularity of g* governs both the approximation
error within each cell and the number of cells required at a given resolution, allowing a
sample allocation that achieves the convergence rate in Theorem [2} Moreover, the matching
information-theoretic lower bound of |Castro & Nowak| (2008) for learning Holder-smooth
decision boundaries implies that no estimator can achieve L; error smaller than a constant
multiple of n~ @0 (up to logarithmic factors). Therefore, the upper bound in Theorem [2|is
nearly minimax optimal.

14
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Special Case of a = co. A linear decision boundary is arbitrarily smooth, corresponding
to the special case of a = occ. implies that learning such a function using a
PBA-based algorithm is faster than any polynomial rate. In fact, below shows
that one can still achieve an optimal exponential rate by leveraging PBA.

Theorem 3. When the true boundary g* is linear, corresponding to the case a = oo, there
exists an estimator g, satisfying E||g, — g*||1 < C1 exp(—cn), where C; > 0 depending only
on d and ¢ > 0 depending only on d and the noise level p.

Proof of [Theorem 21

Proof. Estimator: constructing g,(-) by grid-lines—interpolate.

Pick an integer M > 2 and set h = 1/M. For each multi-index ¢ € {0,..., M}4! let the

base-grid node be &; := M~ 17 € [0,1]%"1. Along the vertical line Ly={(x52a) : 24 €[0,1
we collect N samples and run a 1-d threshold estimator (using PBA as descrlbed in Section D
to obtain g(Z;) as an estimate g*(Z;). This yields a total of N(M +1)?~! samples, where the
total number of samples n satisfying n > N (M + 1)9~1. We then interpolate the estimates
of g* at these points to construct a final estimates of the decision boundary.

In particular, we begin by dividing [0,1]97! in to cells. Without of generality, we assume
that a > 1 (o = 1 can be handled in similar way) and % is an integer (since this can always
be achieved by the proper choice of M). For the ease of notation, let r := |a| € {1,2,...},
and let the cell index ¢ = (q1,...,q4-1) € {0, .. — 1}9-1 define the axis-aligned Cell
I; = H?z_ll[rzgi, %] In this way, the (r + 1)d ! lattlce nodes inside I have multi-indices
(= (b1,....0a—1),4; € {rqi, ¢ +1, ..., r¢; +r}, and coordinates x; := M=, For

bookkeeping in coordinate 7, set the node locations z; ; := “hﬂ ,j=0,1,...,7, and the local
index of ¢; within its cell m; := ¢; — rq; € {0,1,...,7r}.

Given these notations, we construct §n() by the piecewise polynomial, shown as follows.

Gn (T ZL Y1z € I3}, (10)

where 25(5) = iz.cr. 9(®;) Qg 7(®), and Q 7(@) is the multidimensional tensor-product
a4 q
basis on the cell. In particular,

d—1 d—1 T ~ rqi+7j
Moo -T1 11 52
i,d:,6; \ L O ratg
i=1 =1 4j=0 M M

f#m
t—2z; 4 ~ . . -~
where L; 3, ¢, (t) == [1'j=0 ﬁ Gn(-) defines a classification rule G,,.
JAmy ST

By Equation we have the follows.

(G — 9" 1) (Z I(Zs— 9)1{& € Ighllo oo )
= (Z I(Lg— 9" 1@ € I3} + (L — L) 1{@ € gt o))
= (Z I(Lg = 9)1{# € I}l ooy + (Zg — L) H{& € g}l oo )

where Lg(Z) = 37 5 ;. 9" (@7) Q; 7(®) is the Clairvoyant version of an
e q ’
Note that

I(Lg — g"){@® € I3}l L2 (o,1ye-1) = /I [Lg(x) —g*(x)|dz = O(| M~“dx),  (11)

Iz
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by using Lemma |3| and resulting in O(M_O‘M_(d_l)). Moreover, by conditioning on the
good event where [g(z;) — g*(%7)| < ey, we have

I(Lg — L {@ € T} Loy = Y [0@) — 9" @IIQq 7z oae-y  (12)

Lacl;
EN (/ Qz (T dua:) (13)
lm~€1~

s afead)

l:ifela 4

| A

—0 (ENM_(d_l)) . (15)

Note that y is a Lebesgue measure of Z which is uniform on [0, 1]~!. By Equation [11{and
we have

152~ "I < O (X N(Eq — ¢)14F € It oye-) + I(Eg — L) L@ € T} r ooy
q

SO(Md 1(M apnf— (d— 1)+€ M~ (d— 1)))
@

According to Theorem ] E we know P(|§(£~) —g*(®;)| > en) < % exp(—CN). Therefore,

we choose N = [K logn], where K > M= ( )1/(d71)J and ey = V3e N/2

leading to

(d 1)° Klogn

-~ * —a 3 10 a—1
E|g —g'1 < O (M +6N)+Eexp<_cm:o<< gn) )

N n

Q
~—

Lemma 3. supg.cyx (o) MaxXzer, |Laz) — 9" (2)] = O(M~
Proof. Let @ € Iy and g € (L, o), we have the follows.

|Lz(@) — 9" (@)| = [Lg(@) — TPgra-1(&) — g* (&) + TPgrpr-1(2)]

T) —
< |Lg(®) — TPga—1 ()| + |9* (&) — TPgrps-1 (2)]
< |Lg(®) — TPgar— (T)| + L||@ — grm—||°
| (.’B) qrM*1(5)| +O(M7a)'

Note that the tensor—polynomial approximation space contains the space of degree r poly-
nomials. Therefore we can write Lz(Z) as a tensor-product polynomial. Therefore, we
have

L@ — 9" @) < | Y. 9"(@) Qu1(@) — TPga1 (&) + O(M )
Eiré[a
= > (o"@) ~ TPgar (&) Q@) | + O(M ™)
E:E;ez,;
< 37 9" @) — TPgn+(@)]|Q,1(@)] + O(M )
E:E;elg
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< Y Ll@—arM Q@) + o)
Ei;elg
< Y L|E-grM | e o)
ﬁ:i;eja
< > OM ) +OM ™) =rTTOM™) + O(M~%) = O(M~®).

l:zyely

Proof of [Theorem 3|

Proof. For a linear boundary, we denote g*(Z) = a]Z + b,,Z € [0,1]9"!. Similar to the
previous setting, the labels satisfy P(Y = hg+ (X)) =1 —p and F(Y =1 — hy« (X)) = p with
p € (0, %) We show that there exist an estimator that achieves exponential L; error decay.

We first pick m > d anchor points Z,...,2&,, € [0,1]9"! in general position so that the
augmented design
o1
Z=|: :|eRrRm™
z, 1

satisfies rank(Z) = d. For each fixed &, query along the vertical line {(x;,t) : t € [0,1]} and
run a PBA to estimate the one-dimensional threshold ¢} := g*(z;) = alTj+b,.

One concrete choice with m = d is to take &1 = 0, @1 = e for k=1,...,d — 1, where e,
denotes the k-th standard basis vector in R4~!. Then the augmented design matrix Z is
0 --- 0 1
1 0 - 1
z=10 1 - 1] o gdxd
0o 0 --- 1
Let fj be the PBA estimate after n; queries on line j, and set t= (a, . ,tAd)T. Estimate

= (as,bs) € RY by least squares: 0, := arg mingega || £ — 20|13 = (27 Z2)"' Z71, where
t= /g:g%) := @' Z + b. Let the total sample be n = 2?21 n;. Let e :== (e1,...,64) with
gj =t; —t;. Then we can express

b,—0, = (Z272)"'Z7e,
and ||, — 0, ]2 < %(Z) le]l2, where omin(Z) > 0 is the smallest singular value of Z. Let
Aa =3 —a, and Ab:=b— b,. Then we have
d—1

Big. — 'l = [ [AaTur S0 du < 80+ 5 Y Al < (10 FT) 00l
: k=1
B s PP i ) PSP s ]
~ omin(2) Omin(Z) - o
(159
< 3T(Z)¢& mjaxexp(—an).
We have the last equation by Theorem which shows E[t; —t7| < 3exp(—Cn;), Vj, where C'is

d—1

45—
2 ae(-0y).

Omin

a constant of p only. By taking n; = %, we show that E|[g—g*[|; <3
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Figure 1: Estimator error rate of PBA estimator with respect to the query size n, under
various noise level p.

Since the matrix Z has full column rank and o, (Z) is bounded below by a positive constant
depending only on d, we can write E|[g — g*||1 < Cy exp(—cn), where C; > 0 depends only
on d and ¢ > 0 depends only on p and d. O

D EXPERIMENTS

In this section, we conducted simulation experiments to corroborate our theoretical findings.
WLOG, we choose 6* = 1/3 and vary the noisy level p from a list of values 0.1,0.2,0.3,0.4.
We report the average estimation error of the PBA estimator with respect to the query size
n on 20 replicated experiments. The results are shown in The maximum query size
is 100 because the convergence rate is exponentially fast and the calculation of estimation
error will encounter numerical issues, as seen in

clearly displays an exponential decay of the estimation error by PBA (a linear trend
in the log-plot), aligned with our In addition, a larger noise level p results in a
significantly smaller constant in the exponent of the convergence rate, leading to a slower
convergence.

E THE USE OF LARGE LANGUAGE MODELS STATEMENT

Large language models were used solely as a writing aid. Their use was limited to minor
language editing, such as correcting grammar, improving clarity, and polishing the phrasing,
without altering the substantive content or analysis of the article.
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