Not Funny Anymore: LLM Judges Confuse Literal Similarity for Humor in
Translated Jokes

Fabricio Rivera'?'
. T
Kevin Zhu

'Algoverse AI Research

Rohit Pochugari'”
Michael Saxon

Tessa Chan! Devansh Katakwar!

1,3t

2Andrews University

SUniversity of Washington
riveraperez@andrews.edu, rohit.pochugari@gmail.com, tessalwchan@gmail.com,
devanshkatakwar@7@gmail.com

Abstract

Automatic humor translation is both a challenging task and a
very difficult problem to evaluate. Reference-based metrics
struggle in assessing humor preservation in joke translation,
often rewarding towards literal similarity over the preserved
comedic effect, and they require costly manual gold reference
translations. In this work, we study the task of reference-free
humor translation evaluation, and analyze the performance
of LM judges using 7 models on 162 English-to-Chinese joke
pairs and 76 English-to-Hindi joke pairs with 5-point Likert
scale human annotations. We find that these judges struggle,
with strict agreement often near or even below the 20% ran-
dom baseline. To better understand this limitation, we test the
hypothesis that these metrics are over-attending to literalness
as a signal for quality by introducing a correlation-based lit-
eralness metric in a multilingual embedding space. With this
novel analysis we demonstrate quantitatively that poor LM
evaluator performance is in fact driven by this over-literal bias,
suggesting that future metrics which explicitly contend with
this literalness might close this gap.

Introduction

Humor is one of the most culturally and linguistically sen-
sitive forms of communication. With its reliance on mecha-
nisms such as puns, wordplay, and cultural references, literal-
leaning translations struggle to consistently preserve the
humor of the joke. Widely used neural machine transla-
tion (NMT) metrics, including BLEURT and COMET were
trained to track segment-level adequacy and fluency against
human labels on general-domain text, making it limited in
domains where more flexibility with sentence structure is
needed in translations (Sellam, Das, and Parikh 2020; Rei
et al. 2020)

Recently, large language models (LLMs) have been pro-
posed as automatic judges for MT, achieving SoTA-level
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Figure 1: The (smoothed) modal error between LM and
human humor judgments against literalness. LM judgments
converge toward human ones on more literal translations.

performance on general MT evaluation with and without
translation references (Kocmi and Federmann 2023). Con-
trolled studies show LLM evaluators derive most of their
evaluation from the reference and can become less accurate
when the source is included, thus showing evidence of weak
cross-lingual reasoning and possible problems when transla-
tion requires non-literal adaptations that diverge from a single
reference (Huang et al. 2024). Second, LLM-as-a-judge ex-
hibits self-preference. LL.Ms over-score outputs that look
familiar to them, which reflects biased ratings toward safe,
literal phrasing over creative wordplay, not ideal for cross-
lingual reasoning. (Wataoka, Takahashi, and Ri 2025).

Given these limitations, our research asks: Can large lan-
guage models reliably evaluate whether humor is preserved
in cross-lingual joke translation based on cross-lingual rea-
soning? To answer this we do the following:

1. Benchmarking Framework: To the best of our knowl-
edge, we propose the first evaluation framework designed
to assess humor preservation in machine translation, lever-



aging the LLM-as-a-Judge paradigm.

2. Novel Dataset: We introduce the first publicly available
dataset for humor preservation benchmarking, consisting
of English-Chinese joke translations rated by both humans
and multiple LLMs. The dataset will contain individual
human ratings and the models’ ratings, for each method
in this paper. This dataset will be publicly released in
Hugging Face upon acceptance.

3. Broad analysis: We systematically compare human judg-
ments with evaluations from 21 LM judgments, measuring
strict agreement, binary accuracy, and correlation metrics.

4. Literal wordiness feature: We introduce a Token-level
semantic diagnostic that reveals why LLM-based evalua-
tors overrate word-for-word translations.

Related Work

Research on humor in NLP processing has traditionally fo-
cused on pun recognition (Yang et al. 2015; Miller, Hempel-
mann, and Gurevych 2017) or “humor detection” (identifying
if a passage is a joke or not) tasks (Meaney et al. 2021; Weller
and Seppi 2019). More recently humor understanding work
has centered on LLMs (Loakman, Thorne, and Lin 2025;
Hessel et al. 2023) and broadening evaluation to specific
kinds of jokes. Their findings suggest that while models can
recognize surface-level humor cues, their interpretive and
evaluative abilities remain limited.

In this work, we expand into multilingual humor evalua-
tion, specifically the task of joke translation using LM judges.
Machine translation evaluation typically focuses on evaluat-
ing generalized translation quality (Huang et al. 2024), here
we focus specifically on how funny the translated joke is, a
novel dimension of evaluation in a reference-free setup.

Humor translation presents unique challenges because
jokes often rely not just on meaning but also on how mean-
ing is constructed—through wordplay, cultural knowledge,
phonetics, and context. This theory is backed up in empirical
research. Mohebbi (2023) studied Persian-to-English joke
translation, finding that models and humans both default to
literal interpretations, which often erode the comedic effect.
(Taylor, Herbert, and Sana 2025) found that while LLMs may
generate plausible translations, their assessments of humor
diverge significantly from humans evaluators, particularly
around wordplay or cultural knowledge. Even in the task of
humor detection, Gabriella (2020) demonstrates that neural
models over-attend to surface-level incongruities in humor.

Our work synthesizes these directions by formalizing hu-
mor evaluation as a task in machine translation and uses
‘literalness’ as a lens for understanding the challenges of
using LM judges for humor evaluation.

Methodology

We propose a benchmarking framework designed to evaluate
the capabilities of a given SOTA LLM model on humor trans-
lation quality. We employ LLM-as-a-Judge to rate the quality
of joke translations. These ratings are later compared with
the human annotators’ data. This framework provides a way
to assess the degree to which the LLMs humor translation
quality metrics mirror human perception.

Dataset

We sample 162 jokes from the Kaggle short-jokes dataset
and translate them into Mandarin using GPT-40-mini.! Four
bilingual native speakers served as annotators for Mandarin
which had a Krippendorff’s o of 0.776. Each annotator rated
all jokes, providing scores on a five-point Likert scale based
on semantic preservation of humor in the translation. In paral-
lel, SoTA LLMs were tasked with the same evaluation, using
different prompting strategies but restricted to the original
joke and its translation as input. The same process was re-
peated for Hindi with a reduced sample size of 76 jokes and
3 annotators which had a Krippendorft’s « of 0.776 (change
number). The resulting dataset thus consists of n = 162
joke—translation and n = 76 joke-translation pairs for Man-
darin and Hindi respectively, each rated by humans and 7
different LLMs. All annotators were volunteering friends of
the authors.

Experimental setup

To assess the performance of LLM judges on this task, we
test variants of Claude, GPT-40, Gemini 2.5, Qwen3, LLaMA
4, Mistral 7B instruct, and DeepSeek (model version details
in appendix).

Each model is queried with three different prompting strate-
gies: vanilla, a simple prompt, chain-of-thought (Wei
et al. 2023), and self-consistency prompting (Wang et al.
2023). The prompts are provided in the appendix. For each
joke pair (z;,y;), the prompt instructs the model to output a
single integer score r; € {1, 2, 3,4, 5} with criteria explicitly
defined to prioritize humor preservation over surface lexical
similarity.

All models are prompted independently, producing a se-
quence of LLM-generated ratings r™™) = (r,ro, ..., 7n),
which are later compared directly against the human annota-
tion vector h = (hy, ha, ..., hAN).

Token-Level Semantic Alignment Evaluation

To complement the LLM-as-a-Judge assessment, we propose
a token-level semantic alignment metric to evaluate structural
and contextual similarity between the original and translated
jokes. The objective of this metric is to contrast LLM bias for
literal translations, due to the fact that most humorous trans-
lations will require non-literal adaptations. The approach
consists of the following steps:

1. Embedding: Each joke z; and its translation y; are
tokenized and encoded using the multilingual model
x1lm-r-100langs-bert-base-nli-stsb-mean-tokens.
Let

)/i = [Y17~-~>Yn]
denote the L2-normalized token embeddings.

2. Procrustes Alignment: An orthogonal transformation
matrix W is estimated to align the source (English) and
target (Chinese) embedding spaces by minimizing:

W* = argmin | XW = Y||r st Wiw =1

X; = [X17~-~;X’m]a

1https://www.kaggle.com/datasets/abhinavmoudgi195/
short-jokes
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The closed-form solution is obtained via singular value
decomposition (SVD).
3. Token Matching: After alignment, cosine similarities are
computed:
s = (Wx:)y;
eI

Tokens are then matched using the Hungarian algorithm
to maximize the overall similarity across all pairs.

4. Per-Joke Scoring: For each joke—translation pair, the
mean token-level cosine similarity is computed:

1
score; = T E Spq
' (p,a)EM;

where M; denotes the optimal token matches and k; =

This framework quantifies cross-lingual embedding align-
ment. Higher scores indicate translations that closely follow
the source in wording and structure (i.e., more literal), while
lower scores reflect freer adaptations. This metric then allows
us to extract literalness/wordiness metric of a translation. We
use this value throughout the paper.

Evaluation Metrics

To quantify the alignment of human and LLM, we will use
Strict Agreement, which is the ratio of exact matches in the
dataset; for this metric the random-guess baseline would be
at % = 0.2. To implement, we introduce a boolean variable
v;, Where v; = 1 if the ratings are an exact match between
the values or 0 if they’re not a match. We repeat this process
for a variety of LLMs and prompting techniques. Then we
aggregate the number of matches and divide by the total
number of jokes n to get the accuracy percentage. This can

be described as:
Accuracy =

D1 vi
n

We also implement £1 accuracy, MAE, and spearman corre-
lation.

Results and Discussion

Table 1: Meaning retention strict accuracy (%) across models
and prompting strategies.

Model Vanilla CoT Self-consistency Avg.
Anthropic 11.2 10.6 13.9 11.9
Gemini 11.4 12.4 235 15.8
OpenAl 8.1 9.9 9.3 9.1
Qwen-3 9.3 11.2 7.6 9.4
DeepSeek-3 8.1 7.5 14.4 10.0
Llama-4 13.0 8.8 11.2 11.0
Mistral 15.5 10.7 13.4 13.2

Our results reveal a significant deficiency in the ability of
current LLMs to evaluate translation quality in jokes. Spear-
man and Pearson correlations are low (mostly between —0.15
and 0.27), indicating that models poorly track human rank

order of funniness; this holds across prompts. Across all
tested models and a variety of prompting techniques, the
strict accuracy hovered around the 20% random baseline for
a 1-to-5 Likert scale. Furthermore, a binary evaluation cor-
roborated these results, showing substantial misalignment,
with performance failing to rise above random chance. This
poor performance aligns with prior work from (Zangari et al.
2025) on how LLMs process humor, and it presents a stark
challenge to the optimism in the field. Despite the hope, as
articulated by (Taylor, Herbert, and Sana 2025), that LLMs
trained on vast datasets would be able to capture the "se-
mantic and linguistic incongruities of humor" and overcome
the tendency of older models to "destroy the wordplay," our
findings suggest this potential is limited by the ability for
models to effectively do cross-lingual reasoning. A big part
of the failure seems to be the fundamental bias toward lit-
eral semantic content, failing to evaluate whether the spirit
of the joke, not just the meaning of its words, has survived
translation.

Our results also show that a practical path to solve this
problem is to explicitly provide literalness signals that allow
the LLM to identify biases it would otherwise default to
and help correct a tendency to over-rely of surface similarity
producing ratings that more closely align with human ratings

Error Analysis

Our analysis of human evaluations reveals consistent pat-
terns that distinguish translations that preserve humor from
those that fail due to lost wordplay. Our comprehensive error
analysis reveals a fundamental misalignment in LLM-as-a-
Judge, driven by its tendency to reward token-level literalness.
Vanilla LLMs, despite their sophisticated language capabil-
ities, tend to over-index on token-level literalness, which
conflates faithful translation with preserved humor, leading
to a consistent leniency bias toward failed translations. This
systematic misalignment is evident when we compare the av-
erage vanilla LLM rating with the corresponding Wordiness
Score (W) for the translations.

For example, we observe significant misalignment in jokes
that rely on common idioms, which lose their double meaning
when translated. Consider the following joke:

English:

"I find like geologers make really good friends...they
are very down to Earth."

Chinese:

A, PR EHE SR ... EX ik
AR 1)< REV B S

(I found that geologists are particularly suitable
for friends...because they are particularly "down to
earth.")

This joke relies on the double meaning of the idiom "down
to earth." The Chinese translation uses a figurative equivalent,
"RHIBASCHE" (jidotashidi), meaning "steadfast” or "sensible".
Since the translation is semantically sound and has a high
Wordiness Score (VW = 0.875), the vanilla LLMs assign a
high average rating (4.57). However, in Chinese, the idiom
no longer contains the reference to the Earth needed for the



Model Accuracy Precision Recall F1

Vanilla CoT SelfCons | Vanilla CoT SelfCons | Vanilla CoT  SelfCons | Vanilla CoT SelfCons
Anthropic 36.0 36.6 63.4 14.2 155 16.4 72.7 81.8 40.0 237 26.1 234
Gemini 316 298 353 15.2 152 10.0 90.5 93.8 333 260  26.1 154
OpenAl 274 248 17.4 14.8 15.4 14.2 90.9 100.0 100.0 255 267 24.9
Qwen-3 485 248 34.5 17.9 14.9 16.4 77.3 95.5 85.7 29.1 258 27.5
DeepSeek-3 | 304  21.1 26.3 14.3 14.3 15.2 81.8 95.5 95.5 243 249 26.3
Llama-4 379 221 19.3 16.9 15.2 14.5 90.9 100.0 100.0 28.6 264 25.3
Mistral 758  47.1 51.9 24.2 15.2 7.5 36.4 55.6 25.0 29.1 23.8 11.6

Table 2: Binary classification metrics (%) across prompting strategies.

Model +1 Accuracy MAE Spearman Pearson

Vanilla CoT SelfCons Vanilla CoT SelfCons Vanilla CoT SelfCons Vanilla CoT SelfCons
Anthropic 39.8 39.1 49.7 .68 1.71 1.45 0.04 0.02 0.03 0.01 0.07 0.03
Gemini 329 298 353 1.88 226 2.18 0.12 025 0.10 012 023 0.01
OpenAl 28.6 21.7 16.1 2.06 239 2.53 0.17 021 0.19 0.18 0.22 0.20
Qwen-3 41.6 26.1 324 1.63 234 2.01 0.18 027 0.12 0.16 0.25 0.10
DeepSeek-3 329 248 31.9 1.82 234 1.93 0.08 -0.12 0.10 0.09 -0.06 0.16
Llama-4 44.1 19.1 22.9 1.67 250 2.39 0.14 025 0.14 019 0.24 0.19
Mistral 61.5 463 48.0 1.31 1.73 1.64 0.01 -0.08 -0.15 0.00 -0.10 -0.18

Table 3: £1, MAE, Spearman, and Pearson, across prompt strategy

geological pun, resulting in a low human rating (2.0). This
example confirms that LLM-as-a-Judge fails to recognize the
loss of the humor, and blindly rewards literal translations.
The overreliance on surface-level language comprehension
drives the observed leniency bias toward failed translations.

In contrast, when a joke’s comedic mechanism is content-
based rather than language-based, the LLM ratings success-
fully align with human annotations. The following joke relies
on universal self-deprecating humor instead of linguistic am-
biguity, resulting in a strong alignment:

English:

"I’'m glad it’s the thought that counts because I spend
all day thinking about the shit I should be doing."

Chinese:

HARR OB R E R, BRI R EN
LEPAZ AN A -

(I’'m so glad that "the thought is what matters most"
because I spend all day thinking about the things I
should have done but didn’t.)

In this example, the high Wordiness Score (¥ = 0.796)
is concurrent with a successful transfer of the humorous
concept. The Average vanilla LLM rating (3.57) matches
closely with the human rating (4.0), showing a difference of
only 0.43 on a 5-point scale. This alignment suggests that
for jokes whose humor is semantic rather than pun-based, an
LLM’s token-level fidelity can become effective for judging
humor preservation. This suggests that the misalignment
issue is isolated to translations where the humor is rooted in
linguistics and not content.

Relationship between performance and literalness

These relationships are demonstrated at scale in Figures 2
and 1. They plot a smoothed (sliding window) of a modal
value (between models) as a function of the literalness score.
It is computed by taking the arithmetic mean of all values

LLM Average Rating vs Literalness
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Figure 2: Mode LLM Rating as Literalness Increases

within windows of width 0.03 of literalness with a step size
of 0.01. LM Error is calculated as the difference between the
average value for a given pair, and the human rater’s mode.

Figure 2 shows the relationship between literalness and
the average modal score assigned by the models to each joke
translation. As the jokes become more literally translated, the
LMs begin to score them higher. Conversely, less literal trans-
lations receive low scores despite sometimes being preferred
by humans.

Conclusion

We examine the limitations of LLMs for assessing humor
preservation in cross-lingual joke translation. We do so by
building a Token-level semantic alignment evaluation. Our
work highlights a specific failure mode in cross-lingual rea-
soning. Future work can use our literalness feature to reduce
this internal bias, and ultimately improve LLLM support for
underserved linguistic communities.
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Limitations

1. The dataset is limited to jokes translated from English to
Chinese only. Results cannot be assumed to generalize
across languages with different humor traditions (e.g.,
tonal languages, languages with non-alphabetic scripts).
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2. Reliance on synthetic translations (ChatGPT-generated) TRANSLATION: {translation}
rather than human-translated jokes may bias the dataset
toward machine-friendly.structures, speciﬁcall}f QPT—4.1 Self-Consistency
as a rater for the translations done by gpt4o-mini due to
self-preference. Rate HUMOR PRESERVATION from 1 (lost) to 5 (fully
3. Relatively small dataset (162 pairs) which can reduce preserved). Judge whether the translation achieves the
statistical significance same humorous effect (setup to punchline alignment,
4. Jokes in dataset are mostly short-form, one-liners. Ex- surprise, timing, wordplay adaptation).
cludes longer forms of humor (e.g., narratives, irony, Apply self-consistency: internally compare multiple
satire), which may present different translation and evalu- possible ratings and choose the most consistent score.
ation challenges. Heavy reliance on wordplay/puns makes After reasoning, output only a single integer 1-5 en-
findings less applicable to humor forms relying on situa- closed in angle brackets, e.g., <4>. No other text.
tl.ona.l context. . 1 = humor completely lost
5. Findings are restricted to current SoTA LLMs (GPT-4, 5 = humor fully preserved

Claude, Gemini, etc.); future models may behave differ-
ently.

Model details

The following versions of each model are used:

claude-sonnet-4-5-20250929 (Anthropic PBC 2025)
gpt-4o (OpenAl 2024)

SOURCE: {source}
TRANSLATION: {translation}

Human Annotators Data

Human Rating Distribution

e gemini-2.5-flash-1lite (Team 2025) * E=9 Human
* Qwen3-235B-A22B-Instruct-2507-tput (Yang et al. °
2025) 60
* Llama-4-Maverick-17B-128E-Instruct-FP8 (Meta g%
Al 2025) 8 40
* Mistral-7B-Instruct-ve.3 (Jiang et al. 2023) 30
e DeepSeek-V3.1 (DeepSeek-Al 2025) 20
10 4

Prompts . i 2‘ g J; g

We evaluate each joke-translation pair using three Source-
Translation prompting strategies.

Vanilla

Rate HUMOR PRESERVATION from 1 (lost) to 5 (fully
preserved). After reasoning, return only a single integer
1-5. No words.

Rating

Figure 3: Human Ratings Histogram

Confusion Matrix

Fig 4 shows the confusion matrix between the average human-
assigned scores and the model-assigned scores for each of the
prompting strategies. The consistent failure mode of these
models is to assign overly high scores.

SOURCE: {source}
TRANSLATION: {translation}

CoT

You are an expert humor evaluator. Think step-by-step
and assess whether the translation preserves the hu-
morous effect: setup to punchline alignment, surprise,
timing, wordplay adaptation, and cultural references.
Keep your reasoning short.

After your internal reasoning, output only a single
integer 1-5 enclosed in angle brackets, e.g., <4>. No
other text.

1 = humor completely lost
5 = humor fully preserved

SOURCE: {source}
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Figure 4: Confusion matrices for the scores assigned by each model (x axis) and human-assigned scores for each question.
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