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ABSTRACT

Speculative decoding (SD) has proven effective in accelerating LLM inference
by quickly generating draft tokens and verifying them in parallel. However, SD
largely remains unexplored for Large Vision Language Models (LVLMs), an ad-
vanced class of LLMs that can handle multimodal prompts consisting of text and
image tokens. To bridge this gap, we first conduct a comprehensive benchmark-
ing study, focusing on the effectiveness of various drafting methods: multimodal
prompting (image and text) with and without image pooling and text-only prompt-
ing with and without image caption included. We observe that various drafting
methods have their own advantages, and none of them consistently outperforms
the others. Motivated by this observation, we propose In-batch Ensemble Draft-
ing (IbED), a simple yet effective SD method for LVLMs. IbED leverages mul-
tiple drafting methods without incurring much additional latency via batch infer-
ence and, compared to multimodal drafting, consistently demonstrates significant
improvements in block efficiency, averaging 6% (with a maximum of 23%) across
a wide range of datasets.
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Figure 1: Overview of In-batch Ensemble Drafting (IbED). IbED ensembles four distinct draft-
ing methods for LVLMs: multimodal drafting (M) and pooled multimodal drafting (P) which use
direct image inputs, caption drafting (C) which uses image captions instead of images, and text-only
drafting (T). These approaches are processed in parallel via batch inference. IbED effectively lever-
ages various draft methods, achieving superior and robust performance across diverse scenarios. An
example from the TextVQA dataset is shown with the real output of the IbED algorithm. Notably,
the tokens accepted by IbED include all the tokens accepted by each method (M, T, C, P).
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1 INTRODUCTION

Multimodal Large Language Models (MLLMs) [Yin et al.| (2024); Wu et al.| (2023); [Zhang et al.
(2024a) are an advanced class of LLMs (Brown et al., 2020; Ouyang et al., |2022; Touvron et al.,
2023)) designed to process multiple modalities, such as images, audio, and video, alongside text. In
particular, Large Vision Language Models (LVLMs)|Chen et al.| (2024c), which can handle prompts
comprised of text and images—also known as Large Multimodal Models |L1 et al.[(2024b); Jin et al.
(2024); |Song et al.| (2023)—have attracted significant attention due to their unique applications.

As LVLMs are increasingly deployed, reducing their inference time has become a critical issue.
LVLMs convert each image into several hundred tokens (Radford et al., 2021; |Liu et al.| 2023;
2024al)), resulting in considerably higher inference cost. Therefore, accelerating LVLM inference is
of substantial practical importance. Recently, methods like token pruning, layer skipping, and kv
cache compression have been proposed to accelerate LVLM inference (Shang et al., |2024; (Chen
et al.| 2024b; Lin et al.| 2024} |Liu et al., [2024c; Wan et al.| 2024; McKinzie et al., 2024)). While
effective, these approximation techniques cannot fully preserve the original LVLM’s output distri-
bution. Moreover, they primarily reduce prompt processing time (prefilling stage) but have limited
impact on response generation time (decoding stage), making them less effective for long outputs.

Speculative decoding (SD) (Leviathan et al.| 2023} |Chen et al., 2023) is an LLM inference accel-
eration technique that fully preserves the output distribution. While SD has been successful for
LLM, SD for LVLMs has been far less explored, with the only notable exception by |Gagrani et al.
(2024). The authors successfully accelerated LVLM inference via SD for the first time and found
that generating draft tokens using a small LVLM without input image tokens—relying only on text
tokens—yielded comparable performance. Unfortunately, the authors did not provide a detailed
analysis of this observation, underscoring the need for an in-depth study of SD for LVLM.

Motivated by this, we analyze SD for LVLM and propose an improved SD method for LVLMs.
In Sec. 3] we present the first benchmark results of existing SD methods applied to LVLMs. To
this end, we curate a benchmark dataset along with an out-of-distribution (OOD) dataset. Through
extensive analysis, we reproduce the phenomenon observed by |Gagrani et al| (2024) on a larger
scale, showing that text-only and multimodal drafts each have their own advantages. In Sec.[d] we
evaluate the effectiveness of alternative drafting methods such as image captioning or image pooling,
observing that different methods have complementary advantages.

Leveraging these findings, in Sec.[5] we propose a new SD method for LVLMs, which we call In-
batch Ensemble Drafting (IbED) (Fig.[I)). The key idea of IbED is very simple: we use multiple draft
methods simultaneously via batch inference and use the ensemble of multiple probability distribu-
tions obtained from them. In the regime where batch inference with the draft model does not incur
extra latency, this allows for the efficient use of various drafting methods. Note that unlike conven-
tional ensemble learning, IbED does not require additional model parameters. We observe that IbED
significantly improves the acceptance rate of draft tokens and enhances performance across diverse
tasks and datasets, making it more robust. IbED achieves the best performance among all single
drafting methods on each individual benchmark and OOD dataset, and demonstrates an average
performance improvement of 6% (with a max of 23%) compared to multimodal drafting.

2 RELATED WORK

2.1 LARGE VISION LANGUAGE MODELS

LVLMs Frontier proprietary LVLMs (OpenAl [2023; |Anthropic, [2024; |Gemini Team
Google: Anil et al., 2023) demonstrate state-of-the-art performance across multimodalities beyond
just text. Meanwhile, open-source models like the LLaVA series (Liu et al., 2023} [2024a; Li et al.,
2024bjja) and LLaMA 3.2 (Dubey et al., 2024)) are also rapidly advancing. While various methods
exist for embedding image inputs (Yin et al., |2024; [Jin et al., |2024), one of the most prominent ap-
proaches, LLaVA, employs an off-the-shelf vision encoder (Radford et al.l 2021} [Zhai et al., 2023)
and a trainable projector to convert each image into several hundred visual context tokens of an
LLM.
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Approximate Inference To address the inefficiency of handling visual tokens from images, sev-
eral approaches have been proposed based on a common finding: only a sparse subset of the hun-
dreds of visual tokens is important, allowing for reduced computational cost with minimal informa-
tion loss. Shang et al.|(2024); (Chen et al.| (2024b); [Lin et al.| (2024) dynamically prune significant
visual tokens based on attention sparsity. Further focusing on reducing redundant key-value caches,
Liu et al.| (2024c); [Wan et al.|(2024) retain key-value vectors by merging or discarding less critical
caches during inference. However, from a latency perspective, these approaches primarily benefit
the prefilling stage while providing limited advantages for the decoding stage.

2.2  SPECULATIVE DECODING

SD for LLMs SD accelerates LLM inference using a small draft model while preserving the tar-
get model’s output distribution (Leviathan et al.l 2023} |Chen et al.| 2023). To improve the drafting
phase, various efforts have been made, including generating multiple draft candidates (Miao et al.
2023} |Sun et al., 2024b; | Yang et al., 2024)), and fine-tuning the draft model with knowledge distil-
lation (Zhou et al.,|2024). Some studies address cases with exceptionally long prefill lengths (e.g.,
100k), which significantly affect decoding efficiency (Sun et al., 20244} (Chen et al., [2024al).

SD for LVLMs |Gagrani et al|(2024)) is the only prior work that studied SD for LVLMs. They
introduced text-only drafting and claiming its performance is comparable to multimodal drafting.
However, their benchmark results and detailed analysis of each drafting were limited, and they did
not address how to best use multimodal information for improved drafting. Furthermore, whether
or not one can effectively use multiple drafting methods remains unclear.

3 BENCHMARKING SD FOR LVLMS

In this section, we systematically study speculative decoding for LVLMs, evaluating the perfor-
mance of multimodal and text-only drafting methods across various benchmark datasets.

3.1 EXPERIMENT SETTINGS

Target and Draft Models We employ LLaVA-1.5 7B (Liu et al.,[2024a)) as our target model. We
conducted benchmarks on draft models across i) model sizes: 68M, 160M, 290M, and ii) model
types: LLaVA-1.5, LLaVA-OV (Li et al., [2024a)), LLaMA (see Appendix for more details). We
set v = 5 and perform greedy decoding with a maximum of 128 new tokens.

Benchmark Datasets Benchmark selection is crucial for performance evaluation, yet no estab-
lished benchmark exists for LVLM SD. For SD, systems should maintain reliable speedup across an
extensive range of tasks. To validate this, we carefully curated seven benchmark datasets encom-
passing both single-image and multi-image scenarios. We verified the response reliability of our
target model for both scenarios (see Appendices[Fand[J]for benchmark details).

Out-of-Distribution (OOD) Scenarios We further evaluate performance under OOD scenarios.
This is crucial for the deployment of LVLMs, which must maintain speedup even for OOD user
queries caused by more diverse and variable-length inputs due to multiple images. As a notable
instance of OOD scenarios for our baseline LLaVA-1.5, we include two datasets containing multi-
image (n = 5) inputs (Li et al.l |2019; Huang et al.l [2016). Note that in evaluating performance of
SD for production, the emphasis is on acceleration rather than the response quality itself.

Drafting Methods: Multimodal and Text-only The multimodal drafting follows the standard
LVLM process. In contrast, text-only drafting, which was first explored in (Gagrani et al., |2024),
uses only textual data as input for the draft model and follows the standard LLM process.

3.2 EXPERIMENTAL RESULTS

Table [T| shows the block efficiency results of multimodal drafting and text-only drafting across var-
ious draft models and datasets. Comparing the block efficiency across model types and sizes, we
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Draft Model | Benchmark Datasets || OOD Datasets

Type Size Method | ChartQA  TextVQA VQAv2 HBench Spot WebQA MB || PSV  VIST
LLaMA 63M  Textonly | 206 1.75 183 223 195 248 213 | 176 172
Multimodal | 2.24 212 226 239 234 251 196 | L.I9 116

LLaVA-LS — 68M peionly 222 203 220 234 227 277 234 H 205 205
, Multimodal | 2.59 240 256 275 266 277 223 | 129 127
LLaVA-LS 160M et only 2.49 218 240 270 263 306 273 H 228 231
Multimodal | 2.18 190 205 231 212 231 215|177 174

LLaVA-OV. 68M  pevionly | 218 186 205 232 211 268 225 H 190 183

Table 1: Block efficiency results of multimodal drafting and text-only drafting. Bold indicates the best results.
While multimodal drafting performs better for the majority of the benchmark datasets, its performance drops
noticeably on OOD datasets. In contrast, text-only drafting shows robustness to OOD datasets.

observe improvements from LLaMA 68M to LLaVA-OV 68M, LLaVA-1.5 68M, and LLaVA-1.5
160M. The performance improves as draft model’s distribution becomes closer to target distribu-
tion. Between drafting methods, multimodal drafting achieves higher block efficiency than text-only
drafting on most benchmark datasets (5 out of 7), though text-only drafting demonstrates compara-
ble overall performance. Fig.[T|illustrates the differences between these methods. Since target tokens
can often be generated without visual context, text-only drafting attains comparable acceptance ra-
tios. In cases requiring visual context, such as generating “Zane,” multimodal drafting succeeds
where text-only drafting fails. Conversely, text-only drafting can outperform multimodal drafting
when visual context is unnecessary, as it can focus solely on textual information.

OOD Datasets On OOD datasets, the performance trends of drafting methods are reversed. For
LLaVA-1.5 68M and 160M, multimodal drafting’s block efficiency approaches 1, making SD slower
than the standard autoregressive decoding. In contrast, LLaVA-OV shows valid performance in
multimodal drafting due to its specialization in multi-image processing. However, it still exhibits
block efficiency lower than 2 and notably performs worse than text-only drafting. This highlights
the limited robustness of multimodal drafting, particularly when compared to text-only drafting.

4 EXPLORING DRAFTING METHODS FOR LVLMS

Since multimodal drafting does not consistently outperform text-only drafting in the preceding anal-
ysis, we investigate whether multimodal drafting can be improved. We introduce and benchmark two
alternative multimodal drafting schemes, pooled multimodal drafting and caption drafting methods.

4.1 POOLED MULTIMODAL DRAFTING

Previous works (Shang et al., [2024; [Chen et al., |2024b)) show that although image tokens are more
numerous than text tokens, their importance is relatively sparse. This sparsity has previously mo-
tivated the use of pooling to reduce the context of image tokens in LVLMs. We compress image
information during inference using average pooling with a 2 x 2 kernel, reducing the number of
visual tokens from 576 to 144.

Experimental Results (Table 2 Appendix[D) For benchmark datasets, pooled multimodal draft-
ing performs slightly worse than multimodal drafting. However, they still outperform text-only
drafting for 4 out of 7 datasets. This indicates that even the pooled visual tokens exhibit a certain
level of image awareness. For OOD datasets, however, pooled multimodal drafting shows signifi-
cantly better performance than multimodal drafting and even better than text-only drafting. Pooling
visual tokens from 576 to 144 reduces over 2K tokens for OOD datasets, enhancing the robustness.

4.2 CAPTION DRAFTING

We examine whether injecting image information into a text-only draft model improves block ef-
ficiency without direct image input. One simple way to map images to text is through captions.
We employ a lightweight image captioning model to generate captions for each image, using these
captions as input for the draft model instead of the images themselves. Details are in Appendix [E]
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Draft Model | Benchmark Datasets || OOD Datasets

Type Size Method | ChartQA TextVQA VQAv2 HBench Spot WebQA MB || PSV  VIST
T 2.06 1.75 1.83 2.23 1.95 2.48 2.13 || 1.76 1.72

LLaMA 68M C 2.12 1.80 1.86 2.26 1.98 2.46 213 || 1.77 1.72
TC 2.11 1.80 1.86 2.26 1.98 2.48 2.15 || 1.78 1.75

M 2.24 2.12 2.26 2.39 2.34 2.51 1.96 1.19 1.16

T 2.22 2.03 2.20 2.34 2.27 2.77 2.34 || 2.05 2.05

C 2.28 2.08 2.24 241 2.31 2.77 2.36 || 2.08 2.10

P 2.23 2.08 2.26 2.36 2.23 2.73 2.27 || 2.07 2.09

MT 2.26 2.13 2.27 2.39 2.40 2.75 2.37 1.94 1.91

LLaVA-1.5 68M MC 2.30 2.17 2.29 2.42 2.39 2.74 2.35 1.99 1.93
MTC 2.29 2.15 2.28 241 2.41 2.79 240 || 2.08 2.06

MTP 2.26 2.13 2.27 2.39 2.39 2.77 2.37 || 2.02 2.06

MTCP 2.28 2.16 2.28 241 2.40 2.78 2.39 || 2.10 2.13

MTCP* 2.28 2.16 2.28 241 2.39 2.79 242 || 2.13 2.16

Table 2: Block efficiency results of multimodal drafting (M), text-only drafting (T), caption drafting (C),
pooled multimodal drafting (P), and IbED (TC and MT~MTCP). MTCP" indicate the use of test-time adap-
tive ensemble weights. Bold and underline indicate the best and the second-best results. Results of IbED are
highlighted when they show the best performance among all constituent methods (e.g., when MT performs best

compared to M and T). Notably, MTCP and MTCP" are highlighted for all benchmark and OOD datasets.

Experimental Results (Table 2| Appendix [E.3) For LLaMA as a draft model, textual input is
essential for image comprehension since it lacks image perception. Caption drafting shows the best
performance compared to text-only drafting across 6 out of 7 benchmark datasets and all OOD
datasets. For LLaVA-1.5, caption drafting achieves the best performance compared to text-only
drafting across all benchmark and OOD datasets. Compared to multimodal drafting, caption-based
drafting shows comparable performance on benchmark datasets and significantly better performance
on OOD datasets, indicating that caption drafting exhibits strong robustness similar to text-only
drafting. Fig.[I]shows a case where caption drafting surpasses multimodal drafting in image com-
prehension by extracting specific details like “Zane Crump.”

5 IN-BATCH ENSEMBLE DRAFTING

Sections [3| and [] reveal that while the draft model has limitations, its effectiveness improves when
tailoring drafting methods to input scenarios, as each method offers unique advantages. However,
predicting the best method for a given scenario remains challenging. These findings lead us to ask:
Can we design a drafting method that combines these complementary strengths?

5.1 PROPOSED METHOD

We propose In-batch Ensemble Drafting
(IbED), a novel drafting method tailored  Algorithm 1 In-batch Ensemble Drafting (IbED)
for LVLMs. Unlike typical ensemble
learning, IbED shares model parameters
across different drafting methods, gener-
ating diverse outputs through batch infer-
ence. The distributions are then ensem-
bled to sample the next token for the draft
candidate. IbED offers advantages in three
aspects. i) Computation: IbED avoids
additional training costs and keeps ensem-
bling costs low due to the draft model’s
small size. ii) Latency: Batch inference
latency is nearly identical to single infer-
ence. iii) Performance: Due to their lim-
ited capacity, draft models gain substan-
tially from ensemble learning.

Parameter: Prefix list X = [z ... 2(™)], Weight list
W= [w®, ..., w™)]
> 2 can be (Zimg, Text) s (Teaption, Tixt)s (None, Tixt), - - -
Input: Batch sequence bt := [(x(1>, Y<t)y oons (™), y<t)]
Output: v draft tokens yy, ..., ys4+~—1 and ensembled proba-
bilities Qty ooos Qt4~y—1
1: procedure IBED(b<¢;y, W)
fori < Otoy—1do
[¢\Y,, ..., a{T)] + BATCHINFERENCE (b< ()
Gti WEIGHTEDMEAN([qt(i)i, - qt(;”i)]; w)
Yt+i < SAMPLE(qt+i)
end for

return [yh (X3} yt+"/—1]7 [qia () qt+’Y—1]
end procedure
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We use four drafting types: multimodal (M), text-only (T), caption (C), and pooled multimodal (P).
We apply a simple weighted averaging ensemble method. To show effectiveness without hyperpa-
rameter tuning, we use equal weights (1:1, 1:1:1, and 1:1:1:1).

Test-Time Adaptive Ensemble Weights Fixed equal weights work in ensemble learning, but
test-time adaptive weights improve performance further. Since test-time adaptation methods are
designed for real-world testing scenarios, they assume that only input data can be utilized with-
out access to the corresponding ground truth labels (Wang et al., 2021} [2022). For SD, how-
ever, the target model verifies each block generated from draft model. This information can be
leveraged when drafting restarts from step ¢, allowing for the dynamic adjustment of each draft-
ing method’s influence based on its performance. To achieve this, we introduce the weight list

W, = [wt(l), . ,wgm)] at each timestep ¢ when a new drafting block begins (Algorithm . This
weight list W, is used throughout the current drafting block of v tokens (i.e., from timestep ¢

to t + v — 1). Each weight wgi) reflects the reliability of the drafting method ¢() based on its
past performance, quantified by the accumulated error over the previous [ steps of the window as
egi) = Zi,_:lt_l Dxr(p(- | z,y<) | ¢P(- | ,y<¢)), where Dy is the KL divergence between
target p and ¢(*) at each of the previous [ steps within the window t’ € [t—1,t—1]. We then compute
the weights as wgi) = (1/ egi)) / (Z;nzl 1/ egj )). Drafting methods with lower accumulated errors,
indicating closer alignment to the target, receive higher weights.

5.2 EXPERIMENTAL RESULTS (TABLE 2], APPENDIX [C))

In comparison to single drafting, IbED demonstrates superior block efficiency across most datasets,
exhibiting not only improved average performance but also consistent enhancement across all
datasets. For LLaMA, TC is highlighted for 6 out of 7 benchmark datasets. For LLaVA-1.5, MT and
MC are highlighted for 6 out of 7 and 5 out of 7 datasets respectively. When ensembling three or
four drafting methods, MTC, MTP, MTCP are highlighted for all benchmark datasets. Fig.|l|shows
how IbED attains superior performance by integrating the strengths of drafting methods.

OOD Datasets 1bED matches or outperforms single drafting methods, even with a significantly
weaker M. Despite M having only half the block efficiency compared to T, C, and P in MTCP, an
ensemble with equal weighting achieved the best performance among all methods (highlighted for
all OOD datasets). This finding highlights IbED ‘s robustness, even without weight adjustments for
M’s reduced OOD efficiency. Furthermore, MTCP" (with test-time adaptive ensemble weights) sig-
nificantly improves OOD performance by distinguishing between strong and weak drafting methods,
optimally assigning weights, and enhancing robustness.

Summary MT and MTP show superior performance compared to M, T, and P, and their simple
implementation demonstrates the practical usability of IbED. Moreover, adding caption drafting
(MC, MTC, and MTCP) further improves performance. Notably, MTCP and MTCP" consistently
show the best block efficiency compared to M, T, C, and P across all benchmark and OOD datasets.

6 CONCLUSION

We analyze the fundamentals of SD for LVLMs through an extensive benchmark evaluation and
investigate various drafting methods that remain unexplored. We introduce IbED, which combines
probability distributions from multiple drafting methods, and achieve consistent performance im-
provements across diverse tasks, including OOD tasks, demonstrating the robustness of IbED.
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Appendix

We structure our supplementary material as follows. In Appendix[A] we present the preliminaries. In
Appendix [B] we evaluate three draft models other than the primary draft model. In Appendix [C] we
evaluate IbED’s performance under different ensemble weightings. In Appendix [D| we present the
full results of pooled multimodal drafting for both fine-tuned and non-fine-tuned draft models across
various pooling rates. In Appendix [El we evaluate different models and prompts for captioning. In
Appendix [F| we present quantitative evaluations of and qualitative samples produced by our target
model. In Appendix|G] we supply the experiments for the Remarks in the main text. In Appendix [H]
we introduce the training details. In Appendix [} we describe the prompt formats for each dataset
and drafting method. In Appendix[J} we describe each dataset in detail.

A PRELIMINARIES

A.1 THEORETICAL LATENCY OF TRANSFORMERS

The latency bottlenecks in Transformers |Vaswani et al.| (2017) are classified as compute-bound or
memory-bound. Compute-bound operations are limited by processing speed, which include matrix
multiplication and attention. Memory-bound scenarios arise when available memory becomes a
limiting factor, often due to large model weights or long input sequences. The bottleneck in effect
depends on the inference phase, model architecture, hardware specifications, and other factors.

Prefilling Stage Since prefilling requires parallel computations for a large number of tokens, it is
compute-bound, leading to significant increases in latency as the prefill length grows. In the case
of LVLMs, the proportion of visual tokens within the prefill length is significantly large. Therefore,
addressing the redundancy of visual tokens is essential for cost-efficient prefilling (Shang et al.
2024; |Chen et al.| |2024b; [Lin et al., [2024).

Decoding Stage Predicting one next token is usually not compute-bound, and per-token decoding
latency remains approximately constant unless the context length is very large. Thus, one can verify
multiple next tokens in parallel (either for a sequence with multiple draft tokens given as input or
for multiple sequences in a batch) with minimal impact on latency (Chen et al., [2024a; [Fu| [2024).
Following (Chen et al.| (2024a), for a given batch size B and a sequence length S, let T'(B, S, 1)
denote the time to decode a single token and T'(B, S, ) the time to verify  tokens in parallel. Under
moderate S (e.g., S < 3k) and sufficiently small B (e.g., B < 4) and y (e.g., v < 10), the decoding
phase displays the following observations (Chen et al., 20244} [Fu},[2024)), where AT = Tiax — Thin
denotes the maximum time difference across the varying parameter in each remark:

Remark 1. For given B and S, regardless of vy, T'(B, S,~y) remains approximately constant (e.g.,
|AT/T| < 0.05).

Remark 2. For a given B, regardless of S, T(B,S,1) remains approximately constant (e.g.,
|AT/T| < 0.05).

Remark 3. For a given S, regardless of B, T(B,S,1) remains approximately constant (e.g.,
|AT/T| < 0.05).

Note that the magnitude of the relative difference | AT /T'| depends on various factors, such as model
architecture, model size, and hardware specifications. We empirically demonstrate Remarks 1| to

in Appendix [G|
A.2 SPECULATIVE DECODING

Algorithm Following (Leviathan et al., 2023} [Zhou et al.|[2024)), let M, be the target model whose
inference we aim to accelerate, and let M, be the draft model for the same task. For a given prefix
x, generated sequence Yy, chunk length v, and n = 0,...,v — 1, the following steps are repeated
until either an <EOS> token is accepted or the maximum sequence length is reached:

1. The Drafting Phase, where M, sequentially generates +y draft tokens from ¢(ysyn|, Y<tin)-
2. The Verification Phase, where M,, reviews these draft tokens in parallel, comparing them to
P(Yt4n|T, Y<tn)-
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3. For sampling, each token ;4, is sequentially accepted with probability

min (1, w) If any token is rejected before the end of the block, subsequent
Q(yt+n|$>y<t+n)

tokens are discarded, and the rejected token is resampled from the adjusted distribution
norm(max(0, p(y) — q(y)))]

Block Efficiency and Wall-clock Time Improvement Given input, the block efficiency 7, 4(7y)
is defined as the expected number of accepted tokens per block. Let T,,(B,S,1) and T, (B, S, 1)
denote the time required for M, and M, to decode a single token, and 7,(B, S, ~y) denote the time
required for M, to verify v tokens in parallel. For brevity, we use the simplified notations 7},, T, and
T, (), omitting B and S. The required time per block in SD, denoted as Tsp, can be approximated
asTsp = v - Ty +Tp(y) = v Ty + T, by Remark The foken rate is defined as the number of
tokens generated per unit time. SD’s wall-clock time improvement can be expressed as the token
rate ratio:

Token rate (SD) _ T.a(7)/Tsp _ Tpqa(7) 0
Token rate (target) 1/T, - % +1
Both the block efficiency 7, 4(y) and the draft-to-target latency ratio % are determined by the
choice of M, assuming M, is fixed. Remarks@]andﬁ]imply the following:

Remark 4. For a given v, regardless of B and S, Tsp/T,, =~ - % + 1 remains nearly identical.

(e.g.if we assume T,/ T, = 0.05 and v = 5, | ATsp/Tsp| < 0.01).

Remark [] shows that the wall-clock time improvement in Eq. (I) becomes proportional solely to
the value of 7, 4(7y), since its denominator - - % + 1 is constant. Moreover, when measuring the
P

actual wall-clock time, precise performance comparison becomes challenging due to potential noise
from various factors such as hardware variations. Therefore, we utilize block efficiency 7, 4(7y) to
accurately evaluate the performance of speculative decoding.

B IBED WITH DIFFERENT DRAFT MODELS

In this section, we evaluate the performance of our IbED for three different choices of the draft
model: LLaVA-1.5 160M and LLaVA-1.5 290M (both fine-tuned with the same recipe as LLaVA-
1.5 68M), and LLaVA-OV (the same architecture as LLLaVA-1.5 68M but fine-tuned with the multi-
image-aware OneVision recipe). The full results are presented in Table [3] For each model, most of
the MTCP ensemble results are highlighted.

C IBED WITH NON-UNIFORM WEIGHTS

In this section, we investigate whether tuning the ensemble weights can enhance IbED. We consider
sweeping over weights (Appendix [C.I), test-time adaptive weights (Appendix [C.2), and learnable

weights (Appendix [C.3).

C.1 SWEEPING OVER ENSEMBLE WEIGHTS

As a first step, we evaluate IbED over a fixed set of ensemble weights. Specifically, we vary the
weight of multimodal drafting (M) from 1 to 4, while keeping the other weights at unity. As shown

in Table [ IbED demonstrates consistent performance across the weights from 1 to 4. The uniform
choice without any prior knowledge—1:1:1:1—performs moderately well.

C.2 TEST-TIME ADAPTIVE ENSEMBLE WEIGHTS

We then present the experimental results for test-time adaptive ensemble weights. Specifically,
we examine the effects of using Kullback-Leibler Divergence (KLLD) and Total Variation Distance

"Whenever the prefix (, y<¢) is clear from the context, we’ll use p(y) and g(y) to denote p(y:|z, y<¢) and
q(yt|z, y<t), respectively.
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Draft Model ‘ Benchmark Datasets || OOD Datasets
Type Size Method | ChartQA TextVQA VQAv2 HBench Spot WebQA MB || PSV  VIST
M 2.59 240 2.56 2.75 2.66 2.77 2.23 1.29 1.27
T 2.49 2.18 2.40 2.70 2.63 3.06 2.73 2.28 2.31
C 2.54 2.27 2.45 2.73 2.67 3.06 2.75 2.48 2.46
P 2.55 2.29 2.51 2.74 2.77 3.06 2.78 || 2.53 2.59
LLaVA-1.5 160M MT 2.59 2.38 2.55 2.75 2.78 3.00 2.74 || 2.18 2.15
MC 2.64 2.42 2.55 2.79 2.80 3.03 2.73 || 2.31 2.25
MTC 2.61 2.39 2.54 2.77 2.78 3.07 2.80 || 2.40 2.36
MTP ‘ 2.58 2.37 2.53 2.75 2.81 3.03 2.79 || 2.44 2.42
MTCP 2.59 2.38 2.53 2.77 2.82 3.08 2.81 || 2.50 249
M 1.52 1.70 1.97 1.55 2.10 1.46 1.94 || 2.07 2.21
T 1.52 1.60 1.83 1.54 2.02 1.43 1.98 1.90 1.94
C 1.51 1.62 1.84 1.55 2.06 1.44 1.99 1.93 2.03
P 1.53 1.67 1.93 1.57 2.12 1.43 2.05 2.11 223
LLaVA-1.5 290M MT 1.55 1.69 1.97 1.57 2.15 1.47 2.09 || 2.06 2.17
MC 1.55 1.71 1.97 1.58 2.15 1.48 2.09 || 2.10 2.24
MTC 1.55 1.69 1.95 1.57 2.14 1.47 2.09 || 2.03 2.16
MTP 1.55 1.70 1.97 1.58 2.15 1.46 2.08 || 2.11 2.22
MTCP 1.54 1.68 1.94 1.57 2.16 1.46 2.09 || 2.07 2.20
M 2.18 1.90 2.05 2.31 2.12 2.31 2.15 1.77 1.74
T 2.18 1.86 2.05 2.32 2.11 2.68 2.25 1.90 1.83
C 2.20 1.93 2.07 2.33 2.11 2.66 2.26 1.86 1.83
P 2.19 1.89 2.04 2.34 2.13 2.58 2.27 || 2.00 1.90
LLaVA-OV 68M MT 2.22 1.94 2.09 2.35 222 2.64 2.32 || 1.96 1.91
MC 2.24 1.99 2.11 2.34 2.20 2.64 2.32 || 1.95 1.90
MTC 2.24 1.97 2.10 2.35 222 2.67 2.35 1.98 1.92
MTP 2.22 1.93 2.08 2.35 2.21 2.65 2.33 2.01 1.96
MTCP 223 1.96 210 235 223 267 235 200 195

Table 3: Evaluation of two larger LLaVA-1.5 draft models (160M and 290M), obtained through stan-
dard visual instruction tuning, and a same-sized LLaVA-OV draft model (68M), obtained through
multi-image-aware fine-tuning. Results of IbED are highlighted when they show the best perfor-
mance among all constituent methods (e.g., when MT performs best compared to M and T).

(TVD) while varying the window size [ for calculating egl) (Table , and adjusting the temperature
during weight normalization (Table [6). To apply temperature 7 to the weight IW, we use e'°&(W)/7,
For example, MTCP (kld-4-0.5) indicates that the test-time adaptive ensemble weights were com-
puted using KLD, a window size of 4, and a temperature of 0.5. Based on the results, we selected
MTCP (kld-full-1) as our baseline.

C.3 LEARNABLE ENSEMBLE WEIGHTS

Beyond the use of non-learnable weights, we further investigate whether adapting weights through
learning for each draft can improve IbED. To explore this, we trained parameters corresponding to
the number of drafts (e.g., four parameters for the MTCP ensemble), varying the space and label
type used for ensembling. During inference with speculative decoding, we performed inference
by linearly combining each draft using the pre-trained parameters. To train these parameters, we
prepared 200 samples for each dataset that are entirely separate from the inference stage. For each
sample x, we obtained two types of labels using the target model M,,: (1) hard labels, which are
sequences sampled from p(y|z), and (2) soft labels, which is probability defined as p(-|x, y<¢) for
each timestep .

When ensembling in the probability space, it is analogous to the case where the weight list W
in Algorithm [T} is not fixed at equal proportions but is instead a learned parameter normalized via
Softmax. Conversely, when ensembling in the logit space, the logits from the target model M), are
linearly combined using the learned parameters and W (which is not normalized), and the ensembled
probabilities are obtained by applying softmax to these combined logits.

Consequently, Table[7]demonstrates that learning with soft labels outperformed hard labels, and en-
sembling in the probability space yielded better results than ensembling in the logit space. Notably,
Table |8 examines the normalized weights W in the context of soft labels and ensembling in the
probability space. It shows that the magnitude of each weight tends to be proportional to the block
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Draft Model | Benchmark Datasets || OOD Datasets
Type Size Method | ChartQA  TextVQA VQAv2 HBench Spot WebQA MB || PSV  VIST
M 2.24 2.12 2.26 2.39 2.34 2.51 1.96 1.19 1.16
T 2.22 2.03 2.20 2.34 2.27 2.77 2.34 || 2.05 2.05
C 2.28 2.08 2.24 2.41 2.31 2.77 2.36 || 2.08 2.10
P 2.23 2.08 2.26 2.36 2.23 2.73 2.27 || 2.07 2.09
MT (1:1) 2.26 2.13 2.27 2.39 2.40 2.75 2.37 1.94 1.91
MT (2:1) 2.26 2.13 2.29 2.39 2.40 2.69 2.29 1.76 1.69
MT (3:1) 2.26 2.13 2.28 2.40 2.38 2.65 2.21 1.63 1.54
MT (4:1) 2.26 2.14 2.28 2.40 2.36 2.64 2.16 1.54 1.45
MC (1:1) 2.30 2.17 2.29 2.42 2.39 2.74 2.35 1.99 1.93
MC (2:1) 2.30 2.17 2.30 2.41 2.39 2.70 2.27 1.80 1.71
MC (3:1) 2.29 2.16 2.29 2.40 2.38 2.66 2.20 || 1.66 1.56
MC (4:1) 2.28 2.16 2.29 2.40 2.37 2.64 2.16 1.56 1.46
LLaVA-L5 - 68M  \ire (1:1:1) 2.29 215 228 241 241 279 240 || 208 206
MTC (2:1:1) 2.29 2.17 229 2.42 2.41 2.73 2.38 1.99 1.96
MTC (3:1:1) 2.28 2.17 229 241 2.39 2.69 2.34 1.90 1.83
MTC (4:1:1) 2.28 2.16 229 2.40 2.39 2.67 2.29 1.80 1.71
MTP (1:1:1) 2.26 2.13 2.27 2.39 2.39 2.77 2.37 || 2.02 2.06
MTP (2:1:1) 2.26 2.15 2.27 2.40 2.39 2.74 2.33 1.94 1.93
MTP (3:1:1) 2.26 2.15 2.28 2.40 2.38 2.70 2.29 1.85 1.80
MTP (4:1:1) 2.26 2.15 2.29 2.40 2.38 2.68 2.25 1.76 1.70
MTCP (1:1:1:1) 2.28 2.16 2.28 241 2.40 2.78 2.39 || 2.10 2.13
MTCP (2:1:1:1) 2.28 2.17 2.29 2.41 2.40 2.76 2.37 1.90 1.81
MTCP (3:1:1:1) 2.28 2.16 2.29 2.40 2.40 2.75 2.35 1.79 1.70
MTCP (4:1:1:1) 2.28 2.16 2.29 2.40 2.39 2.72 2.33 1.71 1.62

Table 4: Block efficiency results of IbED for various weights. Results of IbED are highlighted
when they show the best performance among all constituent methods (e.g., when MT performs
best compared to M and T). The ensemble results are consistently highlighted across the weight
variations.

Draft Model | Benchmark Datasets || OOD Datasets
Type Size  Method | ChartQA  TextVQA VQAv2 HBench Spot WebQA MB || PSV  VIST
M 2.24 2.12 2.26 2.39 2.34 2.51 1.96 1.19 1.16
T 2.22 2.03 2.20 2.34 2.27 2.77 2.34 || 2.05 2.05
C 2.28 2.08 2.24 2.41 2.31 2.77 2.36 || 2.08 2.10
P 2.23 2.08 2.26 2.36 2.23 2.73 2.27 || 2.07 2.09
MTCP (1:1:1:1) 2.28 2.16 2.28 2.41 2.40 2.78 2.39 || 2.10 2.13
MTCP (kld-1) 2.29 2.16 228 242 239 278 242 212 215
LLaVA-1.5 68M MTCP (kld-4) 2.29 2.16 2.8 242 239 278 242 212 217
MTCP (kld-16) 2.28 2.16 228 241 238 279 242|212 217
MTCP (kld-full) | 228 2.16 228 241 239 279 242|213 216
MTCP (tvd-1) 2.29 2.16 2.28 2.42 2.39 2.78 2.41 2.11 2.14
MTCP (tvd-4) 2.8 2.16 229 242 239 278 241 | 212 215
MTCP (tvd-16) 228 2.16 2.8 241 239 278 242 212 215
MTCP (tvd-full) 2.28 2.16 2.28 2.41 2.39 2.79 242 || 2.12 2.15

Table 5: Block efficiency results of IbED with test-time adaptive ensemble weights. For example,
MTCP (kld-4) indicates that the test-time adaptive ensemble weights were computed using KLD
with a window size of 4. Results of IbED are highlighted when they show the best performance
among all constituent methods (e.g., when MT performs best compared to M and T).

efficiency of each drafting in Table[/| This indicates that the learned weights can effectively filter
out drafts with suboptimal block efficiency.

D FULL RESULTS OF POOLED MULTIMODAL DRAFTING

In this section, we provide the full results for pooled multimodal drafting with various pooling rates.
The notation Pool (n) denotes that n represents the number of visual tokens remaining after the
pooling operation. Based on the results obtained from searching across values of n (144, 36, 9, 1),
we have selected Pool (144) as our default configuration for pooled multimodal drafting. To further
investigate whether it helps to apply the image token pooling during fine-tuning, we separately train
draft models for each of n and report the results, which are marked as Pool(n, ft).
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Draft Model | Benchmark Datasets | OOD Datasets
Type Size Method | ChartQA  TextVQA VQAv2 HBench Spot WebQA MB || PSV  VIST
M 2.24 2.12 2.26 2.39 2.34 2.51 1.96 1.19 1.16
T 222 2.03 2.20 2.34 2.27 2.77 2.34 || 2.05 2.05
C 2.28 2.08 2.24 241 2.31 2.77 2.36 || 2.08 2.10
P 2.23 2.08 2.26 2.36 2.23 2.73 2.27 || 2.07 2.09
MTCP (1:1:1:1) 2.28 2.16 2.28 2.41 2.40 2.78 2.39 || 2.10 2.13
MTCP (kld-1-0) 2.26 2.14 2.27 242 2.31 2.72 2.33 2.04 2.07
MTCP (kld-1-0.25) 2.28 2.16 2.28 2.42 2.37 2.76 2.39 || 2.10 2.14
MTCP (kld-1-0.5) 2.29 2.16 2.29 2.42 2.38 2.78 2.40 || 2.12 2.15
MTCP (kld-1-0.75) 2.29 2.16 2.28 242 2.38 2.78 240 || 2.12 2.15
MTCP (kld-1-1) 2.29 2.16 2.28 242 2.39 2.78 242 || 2.12 2.15
MTCP (kld-4-0) 2.27 2.12 2.27 2.40 2.32 2.72 2.37 || 2.08 2.06
MTCP (kld-4-0.25) 2.28 217 2.29 242 2.37 2.76 240 || 2.12 2.14
LLaVA-1.5 68M MTCP (kld-4-0.5) 2.28 2.17 2.28 242 2.39 2.78 240 || 2.12 2.16
MTCP (kld-4-0.75) 2.29 2.17 2.28 2.42 2.39 2.78 2.40 || 2.12 2.15
MTCP (kld-4-1) 2.29 2.16 2.28 242 2.39 2.78 242 || 2.12 217
MTCP (kld-16-0) 2.26 2.15 2.26 241 2.31 2.72 2.36 || 2.08 2.08
MTCP (kld-16-0.25) 2.29 2.17 2.28 2.42 2.38 2.78 2.40 || 2.13 2.15
MTCP (kld-16-0.5) 2.29 2.16 2.28 242 2.39 2.79 240 || 2.13 2.16
MTCP (kld-16-0.75) 2.28 2.17 2.28 2.41 2.39 2.79 240 || 2.13 2.16
MTCP (kld-16-1) 2.28 2.16 2.28 2.41 2.38 2.79 242 || 2.12 2.17
MTCP (kld-full-0) 2.25 2.14 2.27 2.41 2.31 2.72 2.35 2.08 2.08
MTCP (kld-full-0.25) 2.29 2.16 2.28 242 2.37 2.79 2.39 || 2.13 2.15
MTCP (kld-full-0.5) 2.28 2.16 2.28 2.42 2.39 2.79 2.40 || 2.13 2.16
MTCP (kld-full-0.75) 2.28 217 2.28 2.42 2.39 2.79 2.40 || 2.13 2.16
MTCP (kld-full-1) 2.28 2.16 2.28 241 2.39 2.79 242 || 213 2.16

Table 6: Block efficiency results of IbED with test-time adaptive ensemble weights. For example,
MTCP (kld-4-0.5) indicates that the test-time adaptive ensemble weights were computed using KLD
with a window size of 4 and a temperature of 0.5. Results of IbED are highlighted when they show
the best performance among all constituent methods (e.g., when MT performs best compared to M
and T).

Draft Model ‘ Benchmark Datasets || OOD Datasets
Type Size Method | ChartQA  TextVQA VQAv2 HBench Spot WebQA MB | PSV  VIST
M 2.24 2.12 2.26 2.39 2.34 2.51 1.96 1.19 1.16
T 222 2.03 2.20 2.34 2.27 2.77 2.34 2.05 2.05
C 2.28 2.08 2.24 2.41 2.31 2.77 2.36 2.08 2.10
P 2.23 2.08 2.26 2.36 2.23 2.73 2.27 2.07 2.09
LLaVA-1.5 68M MTCP (1:1:1:1) 2.28 2.16 2.28 2.41 240 2.78 2.39 2.10 2.13
MTCP (logit-nll) 2.29 2.16 2.29 242 2.39 2.79 2.38 2.08 2.11
MTCP (logit-kld) 2.29 2.16 2.27 241 2.39 2.80 2.38 209 212
MTCP (probability-nll) 2.29 2.14 2.26 2.42 2.31 2.79 239 || 1.52 1.59
MTCP (probability-kld) 2.29 2.18 2.29 241 2.42 2.80 240 || 213 2.15

Table 7: Block efficiency results of IbED with learnable ensemble weights. Results of IbED are
highlighted when they show the best performance among all constituent methods (e.g., when MT
performs best compared to M and T). MTCP (probability-kld) consistently demonstrates the best
performance among the various ensemble weights tested.

Table[9]presents the block efficiency results for the fine-tuned and non-fine-tuned draft models across
various pooling methods. The results demonstrate that the block efficiency of the fine-tuned model
is higher than that of the non-fine-tuned model.

E DETAILS AND FULL RESULTS FOR CAPTION DRAFTING

In this section, we describe various types of lightweight image captioning models that can be used
for caption drafting (Appendix [E.I). We then demonstrate that captioning model inference com-
pletes earlier than the target model’s prefilling by analyzing the captioning model’s latency (Ap-
pendix [E.2). Lastly, we present full results of the block efficiency when each captioning model is
utilized (Appendix [E.3).
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Draft Model | Benchmark Datasets || OOD Datasets

Type Size Method | ChartQA TextVQA VQAv2 HBench Spot WebQA MB | PSV  VIST
M 0.392 0.502 0.577 0.348 0.393 0.178 0.117 || 0.007 0.005

T 0.316 0.305 0.341 0.307 0.227 0.500 0.365 || 0.215 0.281

LLaVA-1.5 68M C 0.258 0.157 0.079 0.336 0.297 0.146 0.314 || 0.224 0.260
P 0.034 0.036 0.003 0.009 0.083 0.176 0.204 || 0.554 0.454

Table 8: Learned ensemble weights for MTCP (probability-kld) in Table |7} Different weights are
assigned to each of the M, T, C, and P, depending on the dataset characteristics. The weights are
normalized using the softmax function.

Draft Model | Benchmark Datasets || OOD Datasets
Type Size  Method | ChartQA  TextVQA VQAv2 HBench Spot WebQA MB | PSV  VIST
Multimodal 2.24 2.12 2.26 2.39 2.34 2.51 1.96 1.19 1.16
Text-only 2.22 2.03 2.20 2.34 2.27 2.77 2.34 || 2.05 2.05
Pool (144) 2.23 2.08 2.26 2.36 2.23 2.73 2.27 || 2.07 2.09
Pool (144, ft) 2.26 2.09 2.26 2.39 2.38 2.80 2.33 || 2.27 2.27
Pool (36) 2.17 2.01 2.21 2.32 2.20 2.73 2.25 2.05 2.06
LLaVA LS 68M  pool G610 | 222 2.06 225 238 236 278 234 219 223
Pool (9) 2.20 2.03 2.21 2.34 2.25 2.74 2.30 || 2.06 2.08
Pool (9, ft) 2.23 2.05 2.22 2.37 2.37 2.79 235 || 2.18 2.21
Pool (1) 2.23 2.03 2.23 2.37 2.25 2.76 2.34 || 2.06 2.07
Pool (1, ft) 2.23 2.06 2.21 2.37 2.39 2.78 2.35 2.21 2.22

Table 9: Block efficiency results with different pooling rates. Applying image pooling during both
fine-tuning and inference (denoted by Pool(n, ft)) improves performance compared to applying it
during inference only (denoted by Pool(n)).

E.1 CAPTIONING MODELS

BLIP (Li et al., 2022) A vision-language model trained on bootstrapped synthetic captions. It
uses a visual transformer and the text encoder of BERT |Devlin et al.| (2019)) to separately encode
image and text.

https://huggingface.co/Salesforce/blip-image—-captioning-base

BLIP-2 (Li et al.,2023) A vision-language model using a frozen off-the-shelf image encoder and
LLM. A querying transformer trained using boostrapped data is included for cross-modal alignment.

https://huggingface.co/Salesforce/blip2-opt-2.7b

Florence-2 (Xiao et al.,2024) A vision-language model that is instruction-trained for a variety of
tasks. Its architecture consists of a single sequence-to-sequence transformer and a vision encoder.

https://huggingface.co/microsoft/Florence-2-large-ft

E.2 LATENCY ANALYSIS

It is important to ensure that the captioning model runs fast enough so that it does not delay drafting.
In this line, we measure in Table[I0]the time taken by the two captioning models, BLIP and Florence-
2, to generate captions. The results demonstrate captioning completes earlier than target model’s
prefilling.

E.3 ADDITIONAL EXPERIMENTAL RESULTS

The default caption model utilized in our study is Florence-2, which also supports the generation
of detailed captions. However, the latency associated with generating detailed captions is longer
compared to default captions. Hence, we report the results obtained using the detailed captions from
Florence-2, denoted as more detailed captions (MDC), as well as the results with the default captions
(C). We additionally evaluate the performance of other off-the-shelf image captioning models such
as BLIP and BLIP-2.
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| Latency (s)

Model Type |n=1 n=2 n=5
Target LVLM (prefilling) LLaVA-1.57B | 0.112  0.207  0.540
BLIP 0.054 0.055 0.074

Image Captioning Florence-2 | 0.105 0.149  0.292

Table 10: Latency analysis of image captioning models. BLIP and Florence-2 captioning latencies
are lower than the target LVLM’s prefilling latency. Parallel processing can therefore hide captioning
latency without affecting time to first token.

Table[TT] presents the block efficiency results for the various image captioning models, evaluated un-
der single-method and ensemble drafting scenarios. All captioning models are effective in improving
the block efficiency. Florence-2 shows the best results and thus is our default choice. Between the
captioning strategies for Florence-2, the more detailed caption (F-2-MDC) shows slightly higher
block efficiency than the default caption (F-2-C). The efficacy of ensemble drafting reproduces for
all captioning models, as evidenced by highlighting on most of the MTCP ensemble results. Note
that the block efficiency is higher in the ensemble result using detailed captions (F-2-MDC) com-
pared to the case with default captions (F-2-C).

Draft Model | Benchmark Datasets | OOD Datasets
Type Size Method | ChartQA  TextVQA VQAv2 HBench Spot WebQA MB || PSV  VIST
M 2.24 2.12 2.26 2.39 2.34 2.51 1.96 1.19 1.16
T 2.22 2.03 2.20 2.34 2.27 2.77 2.34 || 2.05 2.05
C (F-2-C) 2.28 2.08 2.24 2.41 2.31 2.77 2.36 || 2.08 2.10
C (F-2-MDC) 2.27 2.11 2.26 2.44 2.28 2.74 2.36 || 2.10 2.11
C (BLIP) 2.23 2.02 2.23 2.40 2.28 2.75 2.37 || 212 2.10
C (BLIP-2) 2.25 2.07 2.23 2.37 2.30 2.78 2.37 2.09 2.12
MC (F-2-C) 2.30 2.17 220 242 239 274 235 199 193
MC (F-2-MDC) 2.31 2.17 2.30 2.46 2.38 2.73 2.34 1.99 1.96
MC (BLIP) 2.27 2.11 2.28 2.42 2.37 2.72 2.35 2.00 1.94
LLaVA-L5  68M  \ie (g1 1p.2) 228 2.15 228 240 239 275 234 || 198 195
MTC (F-2-C) 2.29 2.15 2.28 241 2.41 2.79 240 || 2.08 2.06
MTC (F-2-MDC) 2.29 2.15 229 244 2.40 2.79 2.41 2.09 2.08
MTC (BLIP) 2.26 2.11 2.27 241 2.38 2.78 2.39 || 2.05 2.05
MTC (BLIP-2) 2.26 2.14 2.28 2.40 2.39 2.81 240 || 2.06 2.06
MTCP (F-2-C) 2.28 2.16 2.28 2.41 2.40 2.78 2.39 2.10 2.13
MTCP (F-2-MDC) | 229 2.15 220 243 239 279 240 || 212 2.15
MTCP (BLIP) 226 211 228 241 239 278 239 || 208 213
MTCP (BLIP-2) 2.26 2.14 2.28 2.40 2.39 2.80 2.39 2.09 2.13

Table 11: Evaluations of block efficiency for various image captioning models and prompts under
single-method and ensemble drafting scenarios. Results of IbED are highlighted when they show the
best performance among all constituent methods (e.g., when MC performs best compared to M and
C). Overall, Florence-2 demonstrates slightly better efficacy than BLIP and BLIP-2. The efficacy of
Florence-2 captions can often be improved by the use of the more detailed captions (MDC) prompt
compared to the default captions (C) prompt. Note that the benefits in block efficiency must be
carefully weighed against the extra latency incurred by the generation of longer captions.

F EVALUATION OF TARGET MODEL

In this section, we present both quantitative results (Appendix and qualitative samples (Ap-
pendix [F2) produced by LLaVA-1.5 7B, which serves as the target model in our experimental set-
ting.

F.1 QUANTITAIVE EVALUATION
We assess the output quality of LLaVA-1.5 7B using benchmark datasets, as shown in Table [I2]

The results demonstrate that the quality of LLaVA-1.5 7B is comparable to GPT-40-mini, while
GPT-40 achieves the best or second-best performance across all tasks. In all input scenarios of the
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\ Benchmark Datasets

Model \ ChartQA TextVQA VQAv2 HBench Spot WebQA MB
GPT-4o0 50.0 73.6 69.7 66.0 19.1 58.6 10.5
GPT-40-mini 46.4 72.2 65.4 58.0 12.0 537 9.1
LLaVA-1.57B 14.3 52.9 69.9 27.0 139 593 9.6
LLaVA-1.5 7B (text-only) 3.6 9.0 38.0 20.0 11.1 48.9 8.4

Table 12: Evaluation results for the target model on benchmark datasets. Our target model, LLaVA-
1.5 7B, demonstrates performance comparable to GPT-40-mini, while GPT-40 achieves the best
or second-best performance across all tasks. The injection of multimodal information in the input
scenarios of the benchmark datasets benefits the target model, LLaVA-1.5 7B.

benchmark datasets, the injection of multimodal information benefits the target model, LLaVA-1.5
7B, from the perspective of output quality.

F.2 GENERATED SAMPLES

ChartQA [Fig.[54]
Q: Which party won the most seats in 2010?

A: In the image, there is a chart showing the number of seats won by each party in the 2010 election.
The chart indicates that the Conservative Party won the most seats with 366, followed by the Liberal
Democrats with 57 seats, and the Labour Party with 295 seats. Therefore, the Conservative Party
won the most seats in the 2010 election.

TextVQA [Fig.
Q: Does this restaurant serve wine?

A: Yes, the restaurant serves wine. The image shows a restaurant with a sign that reads “Zin Restau-
rant & Wine Bar.” This suggests that the restaurant offers wine as part of its menu, and it is likely
that the establishment serves a variety of wines to its customers.

VQAv2 [Fig.
Q: Is the lady excited to eat her food?

A: Yes, the lady appears to be excited to eat her food. In the image, she is smiling and holding a hot
dog, which suggests that she is looking forward to enjoying her meal. Her body language and facial
expression convey her enthusiasm and anticipation for the food.

HallusionBench [Fig.[5d]
Q: Is the lady excited to eat her food?

A: Yes, Switzerland is the leading importing country of gold, silverware, and jewelry with the highest
import value in 2018. In the image, Switzerland is shown as the country with the highest import
value in 2018, which indicates that it is the leading importing country of gold, silverware, and
jewelry. This is supported by the fact that Switzerland is the only country with a value greater than
$100 million for its gold, silverware, and jewelry imports.

Spot The Difference [Fig.[5¢]
Q: What has changed from the first image to the second?

A: The image shows a city street with a grassy area in the middle of the road. In the first image,
there are several cars parked along the street, and a few people are walking around. The street
appears to be relatively empty, with no traffic or significant activity. In the second image, the street
is bustling with activity. There are numerous cars parked along the street, and several people are
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walking around. The scene is more lively and dynamic, with a higher level of activity compared to
the first image.

WebQA  [Fig.[51]
Q: Does the High Line park run through buildings?

A: Yes, the High Line park runs through buildings, as it is an elevated park built on an old rail line
in the city. In the image, the park is situated under a building, showcasing the integration of urban
green spaces with the city’s architecture.

MagicBrush [Fig.
Q: Please provide the image edit instruction that can transfrom the source image to the target image.

A: To transform the source image into the target image, follow these steps: 1. Remove the red-haired
girl from the scene, as she is not part of the target image. 2. Replace the girl with a back pack, which
should be placed on the stairs. 3. Add a bus in the background, making sure it is yellow and occupies
the entire width of the image. 4. Place a person in the background, standing near the bus, to give a
sense of scale and context. 5. Adjust the lighting and shadows to create a more realistic scene.

PororoSV [Fig.

Q: Taking the stories from the initial images into account, can you conclude the story using the
elements of the final image?

A: The image features a group of cartoon characters, including a penguin, a fox, and a pink character,
standing in a snowy environment. The characters are positioned in various locations, with some
standing closer to the foreground and others further back. The scene appears to be a part of a video
game or animated series, as the characters are interacting with each other and their surroundings.

VIST [Fig.

Q: With the narratives paired with the initial images, how would you conclude the story using the
last picture?

A: The image captures a thrilling moment during a volley ball game, with a woman leaping into the
air to hit the ball. She is wearing a purple shirt and is in the process of jumping to make contact
with the sports ball. The scene is filled with excitement and anticipation as the players on the court
watch her performance. The volley ball game is taking place on a court, and the players are actively
engaged in the match.

G EMPIRICAL VALIDATION OF REMARKS

In this section, we validate the Remarks from Appendix with empirical timing measurements.
Focusing on the case where the remarks apply to speculative decoding settings, we use LLaVA-1.5
7B and LLaVA-1.5 68M to measure T, (B, S, ) for Remark 1 and T,(B, S, 1) for Remark [2 and
Remark [3] respectively. All experiments are conducted on an A100 80GB GPU using the fp16 data
type for the models.

Fig. 2| shows T, (B, S, 1) in milliseconds for sequence lengths up to 3k for each batch size B €
{1,2,3,4}. For moderate sequence lengths S < 3k, T, varies by no more than 5% for each B,
which supports Remark 2} Similarly, when comparing different Bs with a fixed .S, T;, varies by no
more than 5%, which supports Remark 3]

Fig. [3|shows T),(B, S, ) in milliseconds for each v € {1,3,5,7}. We test the case of B=1, which
aligns with our experimental settings where the target model always performs inference on a single
batch. Over the values of -y considered, T}, varies by no more than 5%.
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Measurement of Tq(B, S, 1) across batch size B and sequence length S
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Figure 2: Empirical demonstration of Remarks 2 and 3.
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Figure 3: Empirical demonstration of Remark 1.

H TRAINING AND EVALUATION OF DRAFT MODELS

In this section, we present a more detailed overview of our custom training procedure for the draft
models (Appendix [H:I). We then evaluate our primary draft model, LLaVA-1.5 68M, on multi-
modal tasks to ensure it has the capability to properly perceive multimodality, and we provide some
qualitative samples from the draft model (Appendix [H.2).
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H.1 DETAILS OF TRAINING

LLaVA-1.5 (Liu et al., 2024a) The process for developing draft models with LLaVA-1.5 (68M,
160M, and 290M) training recipe was divided into two stages: pre-training and instruction fine-
tuning (IFT). Pre-training focuses on training the projector while the parameters of the LLM
and vision encoder are frozen. During the IFT stage, visual instruction tuning is used to teach
the LLM to follow multimodal instructions. The vision encoder remains frozen throughout both
stages. The hyperparameters used for each stage are described in Table [I3] We trained the draft
model using datasets curated by the original author of LLaVA-1.5. For more training details, see
[https://github.com/haotian-liu/LLaVA/tree/main|

Hyperparameter  Value Hyperparameter  Value
Training Epochs 1 Training Epochs 1
Batch Size 256 Batch Size 128
Learning Rate (LR) le-3 Learning Rate (LR) 2e-5
LR Schedule Type  Cosine LR Schedule Type = Cosine
Warm-up Ratio 0.03 Warm-up Ratio 0.03
Weight Decay 0.0 Weight Decay 0.0
(a) Pretraining stage (b) Instruction fine-tuning stage

Table 13: Details of hyperparameters used in LLaVA-1.5 training

LLaVA-OneVision (Li et al., 2024a) The development of draft models using the LLaVA-
OneVision (LLaVA-OV) training recipe was divided into three stages: language-image alignment,
high-quality knowledge learning, and visual instruction tuning. In the language-image alignment
stage, visual features are aligned with the word embedding space of LLMs. High-quality knowledge
learning balances computational efficiency with the integration of new knowledge into LVLMs. Vi-
sual instruction tuning consists of two phases: (i) Single-Image Training, where the model learns
to perform visual tasks using instructions from single images, and (ii) OneVision Training, where
the model learns to execute multi-image visual tasks using a blend of video, single-image, and
multi-image data. During the language-image alignment stage, only the projector for aligning vi-
sual features is updated, whereas all components including LLM are updated in the following three
stages. We trained the draft model using datasets curated by the original author of LLaVA-OV (L1
et al.,[2024a). The hyperparameters used for each stage are described in Table[T4] and the learning
rate for the vision encoder is one-fifth of that for the LLM across all stages. For more details, visit
[https://github.com/LLaVA-VL/LLaVA-NeXT]

H.2 EVALUATION RESULTS

Table [T3] presents the evaluation results of our primary draft model, LLaVA-1.5 68M, on OCR-
Bench (Liu et al., [2024b)) and TextCaps (Sidorov et al.,[2020) datasets. We assess the output quality
of the draft model with and without image inputs and compare the results with those of the target
model, LLaVA-1.5 7B. In terms of output quality, the draft model with image inputs consistently
outperforms the one without, illustrating that the injection of multimodal information benefits the
custom-trained draft model.

Fig. [] presents qualitative samples from the OCRBench dataset. Both LLaVA-1.5 7B and 68M
models provided accurate responses, whereas the text-only LLaVA-1.5 68M model failed to answer
correctly due to its lack of image-processing capabilities.

I PROMPTS FOR EACH DATASET AND DRAFTING

In this section, we describe the formats of prompts used for inference on each dataset, including
system prompts and how to organize prompts with text and image inputs (Appendix [[.I). We then
provide details on replacing image tokens in text-only and caption drafting (Appendix [I.2).
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Hyperparameter  Value Hyperparameter  Value
Training Epochs 1 Training Epochs 1
Batch Size 512 Batch Size 512
Learning Rate (LR) le-3 Learning Rate (LR) le-5
LR Schedule Type  Cosine LR Schedule Type  Cosine
Warm-up Ratio 0.03 Warm-up Ratio 0.03
Weight Decay 0.0 Weight Decay 0.0
(a) Image alignment stage (b) High-quality knowledge learning
stage
Hyperparameter  Value Hyperparameter  Value
Training Epochs 1 Training Epochs 1
Batch Size 512 Batch Size 512
Learning Rate (LR) le-5 Learning Rate (LR) le-5
LR Schedule Type  Cosine LR Schedule Type  Cosine
Warm-up Ratio 0.03 Warm-up Ratio 0.03
Weight Decay 0.0 Weight Decay 0.0

(c) Visual instruction tuning stage: (d) Visual instruction tuning stage:
Single-image training OneVision training

Table 14: Details of hyperparameters used in LLaVA-OV training

| OCRBench TextCaps
Model | Accuracy METEOR ROUGE
LLaVA-1.57B 0.207 0.249 0.480
LLaVA-1.5 68M 0.048 0.133 0.254
LLaVA-1.5 68M (text-only) 0.014 0.064 0.132

Table 15: Evaluation results for the off-the-shelf target model and the custom-trained draft model on
MLLM tasks. Since the draft model is trained to perceive multimodality, the injection of multimodal
information benefits the custom-trained draft model.

I.1 PROMPT FORMATS FOR EACH DATASET

We use the following prompt formats for respective tasks. Based on the template for chat (USER:
and ASSISTANT:), each system prompt is prepended with the start token <s>. The <image> token
is used to represent image data within a prompt. [QUESTION] and [CAPTION] are placeholders
denoting information unique to each sample of a dataset.

ChartQA <s> USER: <image> For the following question, provide a detailed explanation of
your reasoning leading to the answer. [QUESTION] ASSISTANT:

TextVQA <s> USER: <image> For the following question, provide a detailed explanation of
your reasoning leading to the answer. [QUESTION] ASSISTANT:

VQAv2 <s> USER: <image> For the following question, provide a detailed explanation of your
reasoning leading to the answer. [QUESTION] ASSISTANT:

HallusionBench <s> USER: <image> For the following question, provide a detailed explana-
tion of your reasoning leading to the answer. [QUESTION] ASSISTANT:

Spot The Difference <s> USER: Explain the disparities between the first and second image.
<image> <image> Difference: ASSISTANT:
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=+
( ’ e n The image has the word “friend”
written on it.

What is written in the image?

(a) Instruction (b) LLaVA-1.57B
The word “friend” is written in the The image is a type of text that is
image. written in the image.
(c) LLaVA-1.5 68M (d) LLaVA-1.5 68M (text-only)

Figure 4: Qualitative evaluation samples from the OCRBench dataset by LLaVA-1.5 7B and 68M.
Both the target (b) and the draft (c) models recognize the text “friend” written on the image by
multimodal reasoning whereas the text-only model (d) fails, as expected.

WebQA <s> USER: Given the progression of the story with the first few images, can you write a
fitting end considering the last image? <image> Image Caption #1: [CAPTION]. <image> Image
Caption #2: [CAPTION]. Question: [QUESTION] Answer: ASSISTANT:

MagicBrush <s> USER: Please provide instructions for editing the source image to match the
target image. Source Image: <image> Target Image: <image> Instruction: ASSISTANT:

PororoSV <s> USER: Given the progression of the story with the first few images, can you write
a fitting end considering the last image? <image> Caption #1: [CAPTION] <image> Caption #2:
[CAPTION]. <image> Caption #3: [CAPTION] <image> Caption #4: [CAPTION] <image>
Caption #5: ASSISTANT:

VIST <s> USER: With the narratives paired with the initial images, how would you conclude
the story using the last picture? <image> Caption #1: [CAPTION] <image> Caption #2: [CAP-
TION]. <image> Caption #3: [CAPTION] <image> Caption #4: [ CAPTION] <image> Caption
#5: ASSISTANT:

1.2 REPLACING IMAGE TOKENS IN DRAFTINGS

For text-only drafting, the <image> token is replaced by the escape character “\n”. We experi-
mented with several replacement methods: (1) tokenizing the string “<image>" into three tokens,
and (2) retaining the special token <image> without replacing it with an image embedding. Method
(2) resulted in very poor block efficiency, but method (1) showed comparable block efficiency. Our
replacement approach is simple because it ensures that the prompt length remains consistent before
and after replacement.

For caption drafting, the <image> token is replaced by a generated caption with a prefix. Specif-
ically, after the lightweight captioning model generates a caption based on the image inputs in the
sample, we prepend the string “image: ” to the caption and replace the <image> token.
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J DETAILS OF EACH DATASET

In this section, we describe each of the curated datasets in benchmark (Appendix [Jl.T) and OOD
(Appendix [I.2) datasets and provide links to them for convenience and reproducibility.

Leading importing countries of gold , silverware
, and jewelry worldwide In 2018 (in million

(a) ChartQA

Figure 5: Qualitative image samples of benchmark and OOD datasets. The corresponding questions
and answers are presented in AppendixB

J.1 BENCHMARK DATASETS
ChartQA (Masry et al.|[2022) An image-text question answering dataset for testing visual com-

prehension of charts. The subset used for evaluation in our work contains 100 pairs of images and
questions.

https://huggingface.co/datasets/lmms—lab/ChartQA

TextVQA (Singh et al. A visual question answering dataset that requires reading and rea-
soning about text within a provided image. The subset used for evaluation in our work contains 100

pairs of images and questions.

https://huggingface.co/datasets/lmms-lab/textvga
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VQAV2 (Goyal et al., 2017) A visual question answering dataset that is well-balanced due to the
inclusion of pairs of images/prompts that are similar but result in different answers. The subset used
for evaluation in our work contains 100 pairs of images and questions.

https://huggingface.co/datasets/lmms—1lab/VQAv2
HallusionBench (Guan et al.,2024) A dataset designed to measure the ability of large vision lan-

guage models to reason despite hallucinations. The subset used for evaluation in our work contains
100 question and answer pairs.

https://huggingface.co/datasets/lmms—lab/HallusionBench
Spot the Difference (Jhamtani & Berg-Kirkpatrick, 2018) A dataset of crowd-sourced descrip-

tions of differences between a pair of images. The subset used for evaluation in our work contains
100 annotated image pairs collected using individual frames of security-footage data.

https://huggingface.co/datasets/lmms—lab/LLaVA-NeXT-Interleave—-Bench
WebQA (Chang et al.,[2022) A visual question answering dataset requiring information retrieval

and reasoning from both visual and text inputs. The subset used for evaluation in our work contains
100 QA pairs.

https://huggingface.co/datasets/lmms—lab/LLaVA-NeXT-Interleave—-Bench
MagicBrush (Zhang et al.,2024b) A dataset for text-guided image editing containing manually

annotated editing instructions to transform one real image into another. The subset used for evalua-
tion in our work contains 100 triplets of a source image, a target image, and editing instructions.

https://huggingface.co/datasets/lmms—lab/LLaVA-NeXT-Interleave—-Bench

J.2 OOD DATASETS

Pororo-SV (Li et al., [2019) A dataset of stories each created by pairing 5 consecutive frames
from the animated series Pororo with a text description. The subset used for evaluation in our work
contains 100 stories.

https://huggingface.co/datasets/lmms—lab/LLaVA-NeXT-Interleave—-Bench
VIST (Huang et al.,[2016) A dataset of sequential images paired with three types of descriptions

ranging from isolated factual descriptions to causal, narrative interpretations. The subset used for
evaluation in our work contains 100 sequences of 3 images.

https://huggingface.co/datasets/lmms—lab/LLaVA-NeXT-Interleave—-Bench

J.3 TIME ANALYSIS OF LVLM INFERENCE STAGES

5 E
M vision encoder
E prefilling

1 | O  decoding

0 2 4
Time (s)

Number of images
o

Figure 6: Inference time analysis for the LLaVA-1.5 7B model. Although the time for vision encoder
and prefilling increases with the number of images, the decoding stage still dominates.

To analyze how the number of input images affect the LVLM inference time, we select ChartQA
(Masry et al.l [2022), Spot the Difference (Jhamtani & Berg-Kirkpatrickl [2018)), and PororoSV (Li
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et al., 2019)) datasets representing 1, 2, and 5 images with corresponding visual context lengths of
0.6k, 1.2k, and 3k, respectively. We visualize the generation time by component in Fig. [6] with 100
generated tokens for analysis, with actual average decoding lengths of 92, 117, and 88, respectively.
The execution time of the vision encoder and prefilling stages increases in proportion with the num-
ber of input images, as each image is converted into several hundred context tokens. In contrast, the
decoding stage shows little difference in execution time across varying numbers of input images,
while dominating the total generation time. Hence, although reducing the number of visual tokens
(Shang et al.;,|2024;|Chen et al.,2024b} Lin et al.,|2024) would significantly improve the efficiency of
vision encoder and prefilling stages, it would have only marginal impact on the dominant decoding
stage.
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