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Abstract

Causality plays a fundamental role in both human reasoning and complex system analysis. As Cyber-Physical
Systems (CPS) become increasingly complex, understanding causal relationships between system events is
essential for tasks such as anomaly detection and fault diagnosis. This paper explores the potential of Large
Language Models (LLMs) to support causal discovery in CPS. In particular, the capabilities of LLMs in assisting
domain experts to identify system states and their causal relations are investigated. We propose a hybrid workflow
that integrates LLM-generated suggestions with domain expert validation, aiming to improve the efficiency of
causal analysis. Our evaluation is conducted on a real-world smart grid use case and compares LLM-generated
causal relations with domain expert-validated ground truth. The results indicate that, while LLMs can propose
relevant causal structures, their effectiveness varies depending on the complexity of temporal and topological
relationships between system states. Although these models do not replace human domain expertise, they can
serve as a valuable tool for supporting causal discovery in a hybrid workflow. Future research should focus on
refining LLM capabilities and expanding their application across different CPS domains. Investigating different
LLMs, causal models, and larger datasets may provide deeper insights into their potential for causal discovery.
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1. Introduction

Causality has long been a topic of interest for researchers. With the rise of Machine Learning (ML)
and a focus shift towards eXplainable Artificial Intelligence (XAI), the discussion of causality and how
to define it has reemerged [1]. While ML models are good at explaining their choices in terms of
correlations, humans use the concept of causality to explain and understand the world [2]. Causality is
closely linked to our language, as we use “because”, “due to”, and similar words to express our thinking
and reasoning [3].

Causality also plays an important role in the context of Cyber-Physical Systems (CPS) which integrate
physical systems with computational functionalities to solve complex tasks. CPS are deployed in various
industries, such as energy management [4], and manufacturing [5]. With increasing functionalities,
these systems become more complex and more challenging to manage. Thus, explainability is becoming
a requirement for such system designs. In the domain of CPS, explaining and finding the root causes of
anomalies is crucial to detect faults in a system or to find weaknesses [6].

Causalities in terms of root cause analysis often are derived in domain expert interviews, during
which domain experts try to map their natural language description of the system and their know-how
to a causal model. This process is time-consuming and often difficult to create a mutual understanding
of the goal of the interviews.
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As a solution approach to this problem, we use LLMs to help domain experts and causality experts,
by defining a hybrid human-LLM workflow. By leveraging common knowledge capabilities as well as
natural language reasoning by LLMs, domain experts can be assisted with potential causal relations in
a system. Additionally, LLMs can help to translate verified knowledge to a predefined causal model,
structuring domain expert knowledge into a machine-readable format. For a real-life use case in the
domain of smart grids, we will test the capabilities of LLMs to discover causal knowledge in a CPS.
Ground truth knowledge on causality has been collected through domain experts in multiple knowledge
acquisition workshops as part of a research project. By comparing suggestions generated by LLMs with
the results of domain expert workshops, we can test the capabilities of LLMs to assist in this process.
Additionally, new suggestions, which have not been discovered in the domain expert workshops, will
be evaluated by domain experts on their suitability in the use case.

In the remainder of the paper, we will discuss related work in Section 2, followed by a description of
the use case in Section 3. A detailed explanation of the proposed hybrid causal discovery workflow is
shown in Section 4. The evaluation of the approach is described in Section 5, concluding the paper in
Section 6.

2. Related Work

This paper is situated in the intersection of two research areas: (1) explainable Cyber-Physical Systems,
(2) LLM-augmented knowledge engineering. This section offers a brief overview of related work from
each of these areas.

(Explainable) Cyber-Physical Systems. CPSs integrate computational elements with physical
systems, enhancing automation, intelligence, and efficiency in various industries such as manufacturing,
energy, and infrastructure [7]. However, this increased automation introduces challenges related to
system transparency and explainability, making it difficult for stakeholders to understand system
behavior and decision-making. Thus, the emerging research area of explainable CPS is focused on
providing explanation capabilities to CPS, making these complex systems more understandable and
usable to humans [6]. Initial research for ExpCPS exists for various domains, such as smart grids [8, 9,
10, 11, 12], and smart buildings [13, 14]. However, current solutions are limited to individual domains,
focusing on domain-specific solutions for explainability [15]. Furthermore, explanations in CPSs rely
heavily on domain knowledge from domain experts, as root cause analysis requires deep contextual
understanding of a system. Reducing the time and effort that domain experts need to spend on specifying
this causality knowledge is an unsolved issue, which also motivates our work. Recent work has also
investigated the use of LLMs for the CPS domain. For instance, the CPS-LLM framework demonstrates
how physics-aware LLMs can generate safe, context-specific plans for human-in-the-loop CPS, such
as insulin dosing in diabetes management, showcasing the potential for robust, human-centric CPS
control [16].

LLM-Augmented Knowledge Engineering and Causality Acquisition. LLMs have proven to be
powerful tools for a wide range of tasks, including knowledge engineering and acquisition. Within
knowledge engineering, LLMs have been proposed for entity extraction, link prediction, question-
answering, or knowledge base construction [17]. For example, AutoKG proposes an efficient and
automated approach for knowledge graph construction using LLMs. It shows, that LLMs can retrieve
interconnected and comprehensive knowledge from text [18].

LLMs for Causality Acquisition More broadly, the topic of LLMs for causal discovery has gained
attention recently. In [19], three key areas are highlighted: (i) direct causal extraction from text, (ii)
domain knowledge integration, (iii) causal structure refinement. This paper is mainly situated in the
domain knowledge integration. In [20], the potential of LLMs to significantly augment causal discovery
is discussed, while caution should be applied to not solely trust LLM results in high-stakes decisions.
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Figure 1: Schematic overview of the CPS use case - a smart charging garage with 8 EV charging stations, 2 local
batteries and a PV system installed. Installed sensors are indicated as blue circles (AP = Active Power, SoC =
State of Charge, OE = Operating Envelope)

The performance of LLMs mainly relies on their ability to extract common-sense information that
has been present in their training data [21]. Zevcevic et al. argue that, especially for causal knowledge,
LLMs cannot do inductive causal inference, as classic causal discovery models do. They argue that LLMs
can reproduce causal arguments learned from their training data, while they cannot learn from actual
physical measurement, as classic causal discovery methods do. Therefore, while LLMs cannot be used
for causal inference on their own, they might serve as kick-starters to learning causal inference [21].
We investigate this hypothesis in this paper.

Various approaches have been proposed to augment traditional causal discovery methods via LLMs
(e.g. integrating causal world models with LMs to improve performance for causal inference tasks [22],
using harmonized priors to address misalignments between knowledge-based and data-implied causal re-
lations [23], introducing causal order instead of causal graphs to address imperfect experts or LLMs [24],
introducing causal modelling agents to allow a collaborative exploration of causal graph space [25, 26]).
Another interesting research area is the use of small language models in combination with knowledge
graph structures to improve capabilities of LMs, while saving computational efforts [27].

3. Use Case

In the evaluation of our approach, we will work on a real-life use case of an electric vehicle (EV) charging
garage. The use case is represented in a knowledge graph - according to the SENSE ontology [28].
The SENSE ontology is a domain-agnostic ontology for cyber-physical systems, which covers multiple
aspects of a system to enable explainability of system states. The system’s setup, topology and existing
sensors are represented in a well-defined, reusable and publicly accessible! data model, which can be
reused for other use cases as well. Thus, our experiments can be replicated for any other use cases,
where the system is represented according to the SENSE ontology.

In the SENSE ontology, causal relations are defined, using three layers: (i) type of causality, (ii)
temporal relations, (iii) topological relation. These three aspects help in defining causal relations in the
context of CPS, as they are very much dependent on temporal and topological proximity of two states
within a system. These intricacies of a causal relation are crucial to derive accurate root causes of a
state in a running system [28].

(i) Causality in CPS is commonly defined by domain experts. Thus, causality is largely defined
through natural language. Based on the CaTeRS schema [3], we have identified three types of
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causality from natural language, which are relevant for describing causality in the context of CPS:
cause (A — B), enable (A — —B), prevent (A — —B).

(ii) The temporal aspect of a causal relation defines the temporal restrictions of a causal relation to
hold. This restriction can define, whether two states need to happen at the same time (overlap, or
identity), or if they can be temporally distinct (before). This definition also comes from the CaTeRS
schema [3], defining causal relations in text.

(iii) The topological aspect defines restrictions on the proximity of two states for a causal relation to hold.
Thus, it defines, which platform can be affected be the cause state (samePlatform, siblingPlatform,
or parentPlatform).

The use case is comprised of a public garage, which offers charging stations for electric vehicles.
As the garage is a major energy consumer in the power grid, an operating envelope is imposed on
the garage by the local power grid provider. An operating envelope defines a power limit, which can
be used at a given point in time. If this limit is violated by the garage, operating envelope violation
event occurs. Such a violation constitutes a problem for the facility operator of the garage (the facility
operator violates their contract with the power grid provider), as well as the power grid provider (they
need to deal with an unexpected peak in power consumption, which can be dangerous to the local
energy grid, if it is not mitigated). Therefore, potential causes of an operating envelope violation are
vital explanations to reduce fees for the facility operator of the garage, and ensure the stability of the
power grid.

The smart charging garage is equipped with a set of sensors, to measure the power consumption of
different devices. In Figure 1, the use case setup with devices and their sensors is shown. The garage
contains 8 EV charging stations and 2 batteries, which can be used for peak shaving (reducing the
power consumption from the local grid by providing power from the battery). Additionally, there is a
photovoltaic (PV) system at the roof of the garage, which can be used to recharge the battery, to directly
charge an EV (if one is connected to a charger), or to feed back to the local power grid. At the garage
level, there is a sensor, which sends the current limit of the imposed operating envelope.

For this use case, a list of states as potential causes for an operating envelope violation should be
collected. This list of potentially interesting states can then be used further to analyse which of the
potential causes has happened close to the violation - finding the actual cause of of a specific violation
at a time point t. In case of an envelope violation, a helpful explanation for the facility operator could
look like this:

“EnvelopeViolationX at Garagel happened at t. This violation was caused by HighChargingY
at FastChargerl, which started at t and was enabled by LowBatteryStateOfChargeZ at
Batterylatt”

For such an explanation, causal relations from experts are needed. In this example explanation
specifically, the following causal relations are used, as defined in the SENSE ontology:

“HighCharging causes overlapping EnvelopeViolation at parentPlatform”
“LowBatterySoC enables overlapping EnvelopeViolation at parentPlatform.”

In this paper, the acquisition of these causal relations is investigated, looking into how LLMs can
assist experts in this causal discovery process.

4. LLM-Enhanced Causal Discovery Workflow

We propose an LLM-enhanced causal discovery approach to find causal relations between CPSs system
states. An LLM prompting workflow is defined to help domain experts by suggesting causal relations
in their CPS to kickstart the work on causal discovery by domain experts. In Figure 2, a traditional
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Figure 2: Traditional vs proposed causal discovery workflow to define causal relations in CPS. Yellow tasks
represent domain expert responsibilities, blue tasks represent LLM responsibilities.

causal discovery workflow is depicted at the top, where all tasks are in the responsibility of the domain
expert: defining the possible states that can happen in a system, as well as the definition of causal
relations between these states. We propose a workflow (Figure 2 bottom), where LLMs are leveraged to
define potential system states and relations. In this workflow, a domain expert is merely responsible for
validating the output of the LLM. This approach can help in the efficiency of the process, as domain
experts are presented with an initial idea on the type of relations that could be relevant in their system.

The workflow is developed based on prompt patterns defined by White et al [29]. The main sections
of each prompt are shown in this paper (see Prompt 1-3). For further clarifications and the full prompts,
please refer to our github repository?.

The proposed workflow is split into two major steps: Step 1 focuses on the definition of potential
system states, which can occur in a CPS. As an example, in the EV charging garage use case, potential
states would be LowStateOfCharge of a battery, or an EnvelopeViolation. Step 2 aims to define causal
relations between the states that have been defined in Step 1. In our use case example, this would be
“LowStateOfCharge enables EnvelopeViolation at parent platform, if these states overlap”. As it is shown
in the example, a detailed definition of causal relations is employed in this use case. CPSs rely mostly
on sensor data from sensors deployed across the full system. Therefore, additional parameters and
constraints need to be added to a causal relation to define accurate causalities in a system. A more
detailed description of these added constraints is provided in step 2.

Step 1 - state definition. In this initial step, the LLM is presented with all relevant information to
understand the system. Some general terms are defined, and system setup data is given as input to the
LLM. Additionally, the domain expert is required to define a trigger state - a state they are interested in.
This means, they need to define the state they want to explain in their system (e.g., in our use case the
envelope violation). A trigger state defines the area of interest for defining and detecting states, within
a CPS. Then, the LLM is asked for a set of states, which could be related to the trigger state. This step is
defined by two prompts in a chain-of-thought experiment [30]. In Prompt 1, the main sections of the
data input prompt are shown. The goal is to make sure that the system input is well understood by the
LLM. At this stage, misunderstandings can be rectified by the domain expert, if needed. In Prompt 2,

*https://anonymous.4open.science/r/causaldiscoverywithLLMs-5EAF/
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the system setup should be used to create possible state types, which could be interesting to a user to
identify the root cause of the given trigger state.

Prompt 1: Data input and understanding

Let’s define a concise ‘‘meta-language” for clarity.

<define relevant terms and relations >

I have tabular data, and I would like it transformed into a descriptive natural
language format where each row is expressed as a sentence.

<...>

Use your general knowledge and reasoning capabilities to decide the relation

between the columns. It does not necessarily have to be ‘‘is a type of”, but
could also reflect a totally different relation depending on the context of the
data.

<...>

Please summarize the provided data and locate it within the context of related
topics. If there are issues, let me know.

Prompt 2: Definition of system states

Using the structured data from the first prompt, generate StateTypes

that describe system conditions based on observable properties and platform
types. Ensure that each StateType reflects an actual system state that can be
used for causal inference.

We are mainly interested in states connected to the cause of:

<define and describe trigger state >

<...>

Now, generate additional relevant StateTypes. Ensure accuracy in

platform association and describe each state in detail. The output format has
to be a table.

Step 2 - causal discovery. Building on a set of defined states from step 1, in step 2 the LLM is
prompted to find causal relations between the proposed states, which could be relevant in the system.
We base our causal relations on the definition of causal relations in CPS from the SENSE ontology.

Other causal models can be used in future experiments to investigate whether LLM performance
changes. Prompt 3 shows the design of the second step, where the LLM is asked for causal relations
between the states that have been proposed and defined in the previous step. The causal model is
defined as part of Prompt 1, where relevant terms and relations are defined as a “meta-language” for
the workflow.

Prompt 3: definition of causal relations

Using the predefined StateTypes, generate causal dependencies that

describe how system states influence one another. Each causal dependency should
follow this format:

StateType_cause, Causal Relation, Temporal Relation, Topological Relation,
StateType_effect

StateTypeA, causes, overlaps, parentPlatform , StateTypeB

Now, generate relevant causal dependencies based on the following StateTypes:
<define state types to be used>

Both the Cause State and the Effect State must be strictly selected from the
predefined StateTypes. No new StateTypes should be created in this step. Only
causal dependencies between existing StateTypes should be established.

Ensure accuracy in temporal and topological associations. If any concept is
unclear , highlight uncertainties and request expert clarification to ensure
correct understanding.
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Figure 3: Evaluation setup of the hybrid causal discovery workflow (yellow = ground truth data from domain
experts, blue = LLM-related artefacts, red = evaluations).

5. Evaluation

The workflow proposed in Section 4 is evaluated against ground truth data from domain experts, which
has been collected in a research project through multiple workshops over the course of a year. We test the
performance of GPT-40 [31] (using the default temperature setting of 0.7) and deepseek-R1 [32] (using
the default temperature setting of 1.0). For one use case, the workflow is tested in two settings: (i) run
the full workflow with the LLM, without interference (evaluation 1+2). (ii) test the steps individually,
using ground truth as input data (evaluation 1+3).

The correctness of each proposed state, or causal relation, of an LLM is labeled manually by a domain
expert. Since the naming of states is different for each LLM and domain experts, manual matching
based on the state description has to be conducted, to facilitate the labeling process. There are three
possible labels for a proposed instance.

« true: equivalent to an instance that is part of the ground truth.

« reasonable: not part of the ground truth, but the instance is a reasonable suggestion according to
domain experts.

« false: not a reasonable suggestion.

Based on these labels, we measure precision and recall on ground-truth data of the use case. In the
scope of this paper, precision considers the sum of all true and reasonable instances proposed by an
LLM, divided by the total number of suggestions by an LLM. Thus, the percentage of useful proposals is
calculated. Recall is calculated by dividing the number of true suggestions by the number of ground truth
elements. This measure shows the overlap between domain expert suggestions and LLM suggestions.
true + reasonable true
totalSug gestions totalGroundtruth

precision = recall =
As we do not assume our ground truth to exhaustively include all possible states and causal
relations, these metrics allow us to measure the performance of LLMs, even beyond the ground truth
data that has been collected from domain experts.

Definition of system states. First, the generation of system states from a system setup is tested with
both LLMs (GPT-40 and deepseek-R1), which is the result of step 1 in the workflow (prompts 1 and 2).
In Table 1, precision and recall for the generation of system states is shown for GPT-40 and deepseek-R1.
These are the performance metrics of evaluation 1. While recall is relatively low for both models (0.55



evaluation 1 evaluation 2 | evaluation 3

precision recall precision recall|precision recall

GPT-40 0.91 0.55 (1) cause-effect pair GPT-40 0.80 0.20 0.83 0.30
deepseek-R1 0.69 0.45 deepseek-R1 0.77 0.00 0.67 0.10
GPT-40 0.60 0.10 0.75 0.20

(2) causalrelation 4 ccek-R1| 077 000 | 050 020

GPT-40 0.70 0.10 0.50 0.00

(3) temporal relation 4 ccck-r1| 054 000 | 067 020

GPT-40 0.20 0.20 0.64 0.10

Al relati
(4) topological relation deepseek-R1| 0.62  0.00| 067  0.20

Performance .Of ?.tep 1in the Performance of step 2 in the workflow (definition of causal relations).
workflow (definition of system

states).

for GPT, and 0.45 for deepseek), precision of both models shows promising results (0.91 for GPT and
0.69 for deepseek). In this evaluation, it can be shown that replicating the manual work of domain
experts cannot be achieved in a one-shot workflow. However, new and potentially interesting states
can be proposed, which might help in discovering states, which have not been considered by domain
experts yet. Creating a set of system states, where more than two thirds of the proposed options are
suitable for further investigation can help domain experts, especially in a first step to consider potential
states to investigate.

Definition of causal relations. This step was evaluated using two different setups: Evaluation
2 was conducted by using the list of generated states from step 1. Evaluation 3, instead, was con-
ducted by using the ground truth states, defined by domain experts, as the input data. Each eval-
uation was tested with two LLMs, calculating precision and recall, as previously defined. As de-
fined in Section 2, four different aspects of causality were captured in this step. We evaluated

each aspect separately, to find strengths and weaknesses of LLMs for each relation, as follows:
« (1) cause-effect pair captured the correctness of a relation between two states in general (i.e. stateA

has some causal influence on stateB).
+ (2) causal relation measures the correctness of the type of causality proposed by a model (i.e, one
of cause, enable, prevent).
« (3) temporal relation is concerned with the temporal correctness of the causality (overlaps, before).
+ (4) topological relation considers whether the spatial relation proposed by an LLM is correct for

the causal relation (samePlatform, siblingPlatform, parentPlatform).
Naturally, performance decreases from (1) to (4), as correct cause-effect pairs are prerequisites for

correct types of relations.

Using generated states for creating a causal model (evaluation 2) showed promising results in terms of
precision, when looking at cause-effect pairs (0.80 for GPT, 0.77 for deepseek). Interestingly, this setup
also outperformed using ground truth data as input for defining causal relations. However, for temporal
relations and topological relations, the comparison is not so clear. For recall, performance is naturally
better, when using ground truth states (with the exception of temporal relations and topological relations
for GPT). When using ground truth data, there are more relevant states, which can be used by the
LLMs to define causal relations. Generally, the results suggest that proposing temporal and topological
relations is considerably harder for GPT than proposing cause-effect pairs and causal relations. While
GPT performs best for category (1), decreasing continuously for (2), (3) and (4), deepseek is more
consistent in its performance over all categories (in terms of precision).

Overall, these results do not give a conclusive answer to which LLM performs best for the task of
causal discovery. Additionally, current results are not sufficient to replace human domain experts in



the process of causal discovery. However, LLMs can create instances of causal connections, which are
correct (or at least reasonable) at least 67% of the time - with decreasing performances, when defining
more details on a causal relation (defining causal, temporal and topological relation). This shows that,
while LLMs cannot fully replace humans, they are capable of proposing a set of relations, which can be
used to support the causal discovery process performed by (domain) experts. Yet, the most impressive
finding in this setup is the fact that all of these causal relations are defined by LLMs from very limited
data, merely by knowing about the system setup and one trigger state, which should be explained. There
is no input on how variables influence each other, or how certain variables are measured/calculated. In
comparison, starting from such a small set of data requires domain experts to discuss possible scenarios
for multiple hours, before they can define causal relations (as was done during the process of creating
the ground truth dataset).

6. Conclusion

Causality has been a key concept in both human reasoning and complex system analysis. With the
increasing complexity of Cyber-Physical Systems (CPS) and their applications, such as smart grids,
causal relationships have become even more relevant, especially for applications, such as root cause
analysis. This paper explored the potential of leveraging Large Language Models (LLMs) to assist
domain experts in discovering causal relations in such systems.

Our proposed hybrid causal discovery workflow, where LLMs generate potential system states and
causal relations, offers a promising approach to enhance the efficiency of causal discovery in CPS. By
validating the suggestions from LLMs against domain expert knowledge, we found that these models
can provide valuable initial suggestions, even though they are not capable of replacing human domain
expertise at the moment. Evaluation results demonstrated that LLMs such as GPT-40 and deepseek-R1
can successfully suggest system states and causal relations, with precision rates showing potential for
further use in domain expert-led causal discovery processes.

Although LLMs performed well in identifying cause-effect pairs and some aspects of causal relations,
challenges remain in capturing temporal and topological nuances of causality. This indicates the need for
further refinement, particularly in the context of CPS, where these temporal and spatial considerations
are essential for accurate analysis.

The hybrid workflow presented in this study provides a solid foundation for integrating machine
learning into the causal discovery process. Future research could explore ways to enhance an LLM’s
understanding of complex temporal and topological relationships, as well as investigate their potential
applications in broader CPS contexts. Additionally, further experimentation with different LLMs, causal
models and larger datasets will help in understanding the limits and potential of LLMs in causal analysis
in the context of CPS. Investigating a more integrated workflow between LLMs and domain experts
could also constitute a valuable contribution towards a more efficient and ML-assisted causal discovery
process. Furthermore, testing this workflow in less-known domains (e.g. aerospace engineering, or
specific manufacturing processes) could be used to show an LLM’s ability to reason over knowledge
and data it has not been trained on.

In conclusion, while LLMs cannot replace domain experts, they can assist in the early stages of causal
discovery, providing valuable insights that can guide domain expert-driven analysis and decision-making
in the context of complex CPS.
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