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Abstract

The remarkable understanding and generation001
capabilities of large language models (LLMs)002
have greatly improved the performance of003
machine translation. However, a poor004
understanding often leads to the misleading of005
key information within one input sentence (e.g.,006
concepts and terms), called understanding007
distortion, thereby degrading the quality of008
target language translations generated by009
LLMs. To alleviate this issue, we propose010
a novel Iterative Bilingual Understanding011
Translation (IBUT) method to enhance the012
understanding of sentences. Particularly,013
IBUT explicitly generates the contextual014
understanding of source and target sentences015
explaining key concepts, terms, examples, etc.016
Thus, IBUT utilizes the dual characteristics017
of machine translation to generate effective018
cross-lingual feedback, and thereby iteratively019
refines contextual understanding to improve020
the translation performance of LLMs. Ex-021
perimental results showed that the proposed022
IBUT significantly outperforms several strong023
comparison methods on the multiple domain024
benchmarks (e.g., news, commonsense, and025
cultural). Source codes will be released.026

1 Introduction027

Large language models (LLMs) have shown im-028

pressive performance across multilingual machine029

translation (Tyen et al., 2023; Liang et al., 2023;030

Guerreiro et al., 2023; Ranaldi et al., 2023;031

Zhang et al., 2024). Particularly, the remarkable032

understanding and generation capabilities of033

LLMs have greatly improved the translation034

performance (Hendy et al., 2023; Jiao et al., 2023;035

Le Scao et al., 2023; Iyer et al., 2023; Zeng036

et al., 2023; Zhao et al., 2024). Typically, the037

LLM-based translation paradigm (He et al., 2024;038

Chen et al., 2024b; Liang et al., 2023; Wu et al.,039

2024; Chen et al., 2024a) (as shown in Figure040

1(a)) first generates a contextual understanding041

Target output

Source Input

Contextual
Understanding

LLM-MT

LLM

剧组/crew 招聘/recruit ⼏个/several 花
瓶/vase 当/as 背景⼈物/background

character

2. 花瓶 (huāpíng)
- "vase": A container
typically used for
displaying flowers or
ornamental plants.

The crew is recruiting
some vases as

background characters

The film crew is hiring
a few eye candy as

background characters.

2. 花瓶 (huā píng):This
term, corresponding to
"eye candy" in English,
metaphorically describes
a person who is attractive
but lacks abilities.

LLM

LLM-MT LLM-MT

(a) (b)

Figure 1: Illustration of the LLMs translation paradigm
based on contextual understanding (Fig a). A
commonsense domain example of LLM (gpt-3.5-turbo)
translation from Chinese to English (Fig b).

of the sentence to be translated, for example the 042

explanations of key concepts, terms or examples. 043

Thus, this contextual understanding is used to 044

help LLMs understand the key information of the 045

input sentence, thereby enhancing the translation 046

performance of LLMs. 047

However, when the LLM generates a poor 048

contextual understanding of the input sentence, 049

there is often a misleading of key information 050

within one input sentence (e.g., concepts and 051

terms), called Understanding Distortion as shown 052

in Figure 1 (b), thereby degrading the generation 053

quality of the target language translation. For 054

example, in Figure 1(b), the LLM incorrectly 055

understands "花瓶/vase" as "a container for 056

arranging flowers," resulting in a commonsense 057

error in the translation output. As a result, we think 058

that Understanding Distortion may heavily hinder 059

the translation advancement of LLMs. 060

To alleviate this issue, we propose a novel 061

Iterative Bilingual Understanding Translation 062

(IBUT) approach to the contextual understanding 063

of sentences in LLMs. To this end, IBUT consists 064

of four parts: 1) Bilingual Understanding Gener- 065

ation leverages the cross-linguistic capabilities of 066
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LLMs to generate contextual understanding for067

both the source and target languages; 2) Alignment068

Judgment uses the generated bilingual contextual069

understanding and employs dual learning from070

the translation task (He et al., 2016; Qin, 2020;071

Chen et al., 2024b) as supervisory signals to072

produce explicit verbal feedback; 3) Iterative073

Refinement takes the verbal feedback as a074

semantic gradient, providing LLM with a075

clear direction for refinement, thereby iteratively076

refining the bilingual contextual understanding;077

4) Undersderstanding-Based Translation guides078

LLMs to generate the final translation depending079

on the input sentence and refined bilingual080

contextual understanding.081

Experimental results showed that the proposed082

IBUT significantly outperforms several strong083

closed-source and open-source LLMs (including084

ChatGPT, GPT-4, Alpaca, and Vicuna), on the085

multiple domains (e.g., news, commonsense, and086

cultural) benchmarks. Additionally, quantitative087

and qualitative analyses show that IBUT helps088

LLMs learn a better contextual understanding,089

thereby improving translation performance.090

2 Related Work091

Machine Translation Based on Large Language092

Models (LLM-MT). Large language models, such093

as GPT-3 (Brown et al., 2020), have demonstrated094

their effectiveness in machine translation across095

various language pairs (Hendy et al., 2023; Jiao096

et al., 2023; Le Scao et al., 2023; Iyer et al., 2023;097

Zeng et al., 2023; Karpinska and Iyyer, 2023;098

Moslem et al., 2023c; Wang et al., 2023; Iyer099

et al., 2023; Farinhas et al., 2023). Recent studies100

delve into the performance of LLM in machine101

translation, including control over formality in102

translation outputs (Garcia and Firat, 2022), in-103

context translation abilities during pre-training104

(Shin et al., 2022), and the impact of LLM-105

based machine translation on culturally sensitive106

texts (Yao et al., 2023).Additionally, a study has107

explored the bilingual capabilities of LLMs to108

enhance translation performance (Huang et al.,109

2024). For translation tasks requiring reasoning,110

multi-agent debates can effectively enhance the111

reasoning abilities of LLM-MT (Liang et al., 2023).112

These investigations further validate the research113

value of LLM-MT, offering diverse research114

directions for scholars.115

Knowledge-based Machine Translation. Ex-116

tensive research indicates that incorporating 117

knowledge enhances translation performance. This 118

external knowledge includes bilingual dictionar- 119

ies(Arthur et al., 2016), probabilistic interpolation 120

of dictionaries(Khandelwal et al., 2020), data 121

augmentation through back-translation (Hu et al., 122

2019), and entity-based denoising pre-training 123

(Hu et al., 2021). Additionally, researchers 124

introduced domain (Gao et al., 2023) and part- 125

of-speech information during the inference phase 126

and obtained multilingual translations of key 127

terms through the NLLB translator (Lu et al., 128

2023), thereby enhancing the translation quality 129

for low-resource languages. LLMs improve MT 130

by integrating internal knowledge like keywords, 131

themes, and examples from source sentences (He 132

et al., 2023). LLMs enhance MT performance by 133

generating sentence-level understanding (Huang 134

et al., 2024; Chen et al., 2024a). 135

3 Iterative Bilingual Understanding 136

Translation 137

The poor understanding of translated sentences 138

generated by LLMs leads to a decline in translation 139

quality. To address this issue, we propose a new 140

method called Iterative Bilingual Understanding 141

Translation (IBUT). IBUT utilizes LLMs to 142

generate bilingual contextual understanding of 143

the source input and utilizes the dual learning 144

of translation tasks to establish verbal feedback 145

for iteratively refining this understanding. Finally, 146

the iterative refinement reduces errors in bilingual 147

contextual understanding, thereby enhancing 148

translation performance. The IBUT consists 149

of four parts: 1) Understanding Generation; 2) 150

Alignment Judgment; 3) Iterative Refinement; 4) 151

Understanding-Based Translation. We use MT 152

to denote a translation model based on LLM, and 153

lowercase letters s and t to represent sentences 154

in the source language (Ls) and target language 155

(Lt), respectively. That is, s = (s[1], · · · , s[n]) 156

and t = (t[1], · · · , t[m]), where each s[i] and t[i] 157

is a token. 158

Understanding Generation. For the first part 159

of the IBUT method, as shown in Figure 2, 160

LLMs generate contextual understanding in both 161

the source and target languages from the source 162

sentence, represented as Cs and Ct respectively. 163

This understanding includes key concepts, terms, 164

term explanations, and examples. Detailed 165

prompts are provided in Appendix A.1. 166
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剧组/crew 招聘/recruit ⼏个/several 花瓶/vase 当/as 背景⼈物/background character

Key concepts and terms include:
2. 花瓶 (huāpíng) - "vase": A container typically used for displaying flowers or ornamental
plants.

关键概念和术语包括：(Key concepts and terms include)
2. 花瓶 (huāpíng) - 通常⽤于形容那些只需展⽰外貌的⼈。(Typically used to describe
those who only need to showcase their appearance.)

花瓶 (huā píng):A better translation is "eye
candy" It metaphorically describes a
person who is attractive but lacks abilities .

现有中⽂解释已经很好地解释了句⼦的意思。
(The existing Chinese explanation has

already effectively conveyed the meaning of
the sentence.) 

The film crew is hiring a few eye candy as background characters.

Understanding Generation

Alignment Judgment Alignment Judgment

Understanding-Based Translation 

Iterative Refinement Iterative Refinement
Key concepts and terms include:
2.花瓶 (huāpíng) - - "eye candy": This term
metaphorically refers to individuals who are
visually appealing but lack substantial skills or
talents, especially in roles that prioritize
appearance over capability.

关键概念和术语包括：(Key concepts and
terms include)
2. 花瓶 (huāpíng) - 通常⽤于形容那些只需展
⽰外貌的⼈。(Typically used to describe those
who only need to showcase their appearance.)

Figure 2: IBUT translation framework. The process involves first generating a bilingual understanding of the
translation input sentence using an LLM. Next, verbal feedback is obtained via LLM, informed by the translation
input and the bilingual understanding. This feedback is then used to further refine the bilingual understanding.
The final step involves using LLM to perform the translation, leveraging both the bilingual understanding and the
original input sentence. Gray text indicates English annotations for the Chinese.

Alignment Judgment. The second part of167

IBUT introduces an LLM-based agent, denoted as168

JA, which evaluates the consistency of bilingual169

contextual understanding and supervises the entire170

translation process. Based on the dual learning171

(He et al., 2016; Qin, 2020; Chen et al., 2024b),172

bilingual contextual understanding is generated173

from the same source sentence, and both should174

be consistent in form and semantics. Based on175

this assumption, JA initially identifies whether176

there are differences in the bilingual contextual177

understanding (Cs and Ct) generated based on the178

source sentence s. If JA(Cs, Ct, s) = True, as179

shown in Figure 2, JA generates explicit verbal180

feedback in both the source and target languages181

(Fs, Ft ← JA(Cs, Ct, s)). The verbal feedback182

specifies the content of the differences between Cs183

and Ct and provides suggestions for refinement.184

If JA(Cs, Ct, s) = False, the process moves to185

Understanding-Based Translation (Appendix A.2186

for prompts).187

Iterative Refinement. In the third part of 188

IBUT, the max number of iterations (max_iter) 189

is initially defined. As shown in Figure 2, 190

the previously generated bilingual contextual 191

understanding is refined based on the verbal 192

feedback signals Fs and Ft (C
′
s ← M(s, Cs, Fs) 193

and C
′
t ← M(s, Ct, Ft), where M is an 194

LLM). If the number of iterations exceeds 195

max_iter, the process will directly enter the 196

Understanding-Based translation part. If the 197

number of iterations does not exceed max_iter, 198

the process will continue into the Alignment 199

Judgment part to iteratively refine the bilingual 200

contextual understanding. Specific prompts are 201

displayed in Appendix A.3. 202

Understanding-Based Translation. In the final 203

part of IBUT, the refined bilingual contextual 204

understanding (C
′
s and C

′
t) and the sentence to be 205

translated are taken as inputs, and the translation 206

is directly carried out through LLM-MT (t = 207

MT (s, C
′
s, C

′
t). See Appendix A.4 for prompts. 208
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WMT22 En→De En→Ja Cs→Uk Uk→Cs En→Hr Sah→Ru Ru→Sah En→Liv Liv→En
COMET/BLEURT

ChatGPT 85.8/75.6 88.3/66.3 89.7/79.0 88.7/79.0 86.6/76.8 57.5/36.0 52.8/73.2 52.7/41.8 40.6/39.0
+5shot 86.5/76.3 88.2/67.1 88.3/75.6 89.6/79.1 86.4/75.6 58.3/36.0 53.1/75.4 55.3/42.1 42.7/40.9
+Rerank 86.2/75.3 88.0/66.6 88.3/75.3 89.7/79.5 86.3/75.4 58.6/36.3 53.8/75.9 55.5/42.7 42.9/41.0
+MAD 86.5/76.4 88.4/67.9 90.2/79.3 89.6/79.3 87.0/76.9 58.1/37.1 53.5/76.4 55.5/42.5 43.2/41.3
+MAPS 86.4/76.3 88.5/67.4 88.8/76.1 89.8/79.6 86.5/76.0 58.7/37.3 53.3/76.1 54.1/42.0 43.6/39.7
+Refine 86.0/75.9 88.6/67.9 89.8/79.0 89.3/79.8 87.0/76.9 58.3/37.4 53.8/76.5 55.5/42.7 43.9/40.1
+TEaR 86.2/76.2 88.0/67.3 88.7/77.3 89.3/79.2 87.2 /76.2 58.3/37.2 53.4/75.3 54.7/42.9 43.5/ 39.8
+Dual-Reflect 85.8/75.1 88.3/67.2 88.9/76.3 87.1/79.0 58.2/76.9 58.0/37.1 58.2/74.2 53.7/43.0 43.1/38.1
+IBUT 87.0/77.0 89.5/69.9 91.2/80.1 90.0/80.1 87.8/77.1 59.5/37.9 54.5/76.9 56.7/44.2 47.1/40.5

BLEU
ChatGPT 32.3 17.3 29.9 30.6 26.9 5.9 1.9 2.4 8.5

+5shot 32.9 17.9 29.3 31.2 25.8 6.4 2.3 2.7 8.8
+Rerank 33.6 21.2 29.5 31.9 26.9 6.5 2.6 2.9 8.9
+MAD 32.9 19.7 31.6 31.6 26.5 6.7 2.6 3.1 9.7
+MAPS 33.1 21.2 29.5 31.4 27.0 6.7 2.2 2.9 9.7
+Refine 33.8 23.4 30.3 32.8 27.5 6.7 2.5 3.3 9.5
+TEaR 33.8 23.4 30.3 32.8 27.5 6.7 2.5 3.3 9.5
+Dual-Reflect 32.4 20.2 29.4 31.9 26.4 6.5 2.6 3.2 9.4
+IBUT 34.5 24.3 31.9 34.3 28.5 6.9 4.9 4.7 10.1

Table 1: The main results from the WMT22 news benchmark are presented. ChatGPT mean to perform translation
directly through Zero-Shot. The bold indicates the highest scores that are statistically significant, with p-values less
than 0.01 in the paired t-test against all compared methods.

4 Experimental Setup209

Dataset: We conduct experiments on four MT210

benchmarks: WMT22, WMT23 (general news MT211

benchmarks), commonsense MT, and cultural MT.212

Dataset details are in Appendix A.5.213

Comparative Methods. In our evaluation,214

IBUT is compared with a range of translation215

methods, including Zero-shot (Wei et al., 2022),216

5-shot (Brown et al., 2020), Rerank (Moslem217

et al., 2023a), Refine (Chen et al., 2023), MAD218

(Liang et al., 2023), TEaR (Feng et al., 2024),219

Dual-Reflect (Chen et al., 2024b), and MAPS220

(He et al., 2023). To validate its generalizability,221

we utilize three LLMs, which include closed-222

source models such as ChatGPT (Ouyang et al.,223

2022) and GPT-4 (Achiam et al., 2023) 1, as224

well as open-source models like Alpaca-7B (Taori225

et al., 2023) 2, Vicuna-7B (Chiang et al., 2023)226
3, and Qwen2.5-7B(Team, 2024) 4. Details on227

comparative methods are in Appendix A.6.228

Evaluation Metrics. In evaluating our229

translation methodology, we initially employ230

1The ChatGPT and GPT-4 models used in this work
are accessed through the gpt-3.5-turbo and gpt-4 APIs,
respectively.

2https://huggingface.co/tatsu-lab/alpaca-7b-
wdiff/tree/main

3https://huggingface.co/lmsys/vicuna-7b-v1.5
4https://modelscope.cn/models/Qwen/Qwen2.5-7B-

Instruct/summary

COMET5 (Rei et al., 2022a) and BLEURT6 231

(Sellam et al., 2020) as automatic metrics, aligning 232

with the established standards in LLM-based 233

translation literature (He et al., 2023; Huang et al., 234

2024). For traditional translation evaluation, we 235

use BLEU 7 (Papineni et al., 2002). To further 236

evaluate our translation method, we employ human 237

evaluations to verify translation performance. 238

Details on human evaluations are in Appendix B.7. 239

5 Experimental Results 240

5.1 Main Results 241

The effectiveness of IBUT in general news 242

translation tasks. In the WMT22 general news 243

tasks, as shown in Table 1 (WMT23 results in the 244

Appendix B.4), IBUT outperforms other methods 245

across 13 language pairs and 3 evaluation metrics. 246

Specifically, in the news domain, the IBUT 247

method outperforms translations directly based 248

on contextual understanding by +1.5 COMET 249

and +1.4 BLEURT. This indicates that the IBUT 250

method alleviates the issue of Understanding 251

Distortion in the news domain. 252

The effectiveness of IBUT in low-resource 253

tasks. We selected all low-resource tasks (Uk↔Cs, 254

5https://huggingface.co/Unbabel/wmt22-comet-da
6https://github.com/lucadiliello/bleurt-pytorch
7https://github.com/mjpost/sacrebleu
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Culture En→Es En→Fr En→Hi En→Ta En→Te En→Zh
COMET/BLEURT/BLEU

ChatGPT 83.0 / 69.3 / 35.7 77.9 / 58.3 / 31.1 73.6 / 61.8 / 18.8 67.9 / 57.4 / 11.3 69.9 / 52.0 / 13.2 83.3 / 64.5 / 35.0
+5-shot 83.2 / 70.3 / 44.0 78.0 / 58.5 / 24.0 74.3 / 63.7 / 18.7 71.8 / 60.2 / 11.2 70.6 / 53.6 / 13.3 83.2 / 64.9 / 35.3
+Rerank 82.7 / 70.5 / 43.9 78.1 / 58.2 / 24.5 73.9 / 62.4 / 18.8 70.5 / 59.4 / 11.2 70.4 / 52.7 / 13.0 83.0 / 64.6 / 34.4
+MAD 83.4 / 70.8 / 43.8 78.5 / 59.0 / 31.0 71.6 / 60.5 / 18.1 71.1 / 60.3 / 11.5 71.0 / 53.6 / 13.3 83.6 / 64.7 / 34.5
+MAPS 82.9 / 70.0 / 42.1 78.2 / 58.7 / 30.6 71.8 / 60.4 / 11.9 72.1 / 60.7 / 11.2 72.0 / 54.8 / 13.6 83.5 / 64.1 / 34.6
+Refine 83.0 / 70.1 / 42.1 78.0 / 58.3 / 30.4 74.3 / 63.2 / 18.8 71.8 / 60.9 / 11.7 71.7 / 54.6 / 13.7 83.0 / 65.1 / 34.7
+TEaR 82.6 / 70.3 / 43.3 77.1 / 58.7 / 30.2 71.4 / 61.2 / 15.3 71.9 / 59.3 / 10.5 71.7 / 53.4 / 12.8 83.2 / 64.3 / 35.0
+Dual-Reflect 83.5 / 70.4 / 44.2 77.9 / 57.1 / 31.3 74.0 / 62.0 / 14.2 70.3 / 58.6 / 10.4 71.5 / 54.2 / 13.4 83.2 / 65.3 / 35.1
+IBUT 84.0 / 70.7 / 44.6 79.2 / 58.9 / 31.8 75.0 / 64.3 / 19.3 73.4 / 60.9 / 12.2 73.4 / 55.4 / 14.6 84.2 / 66.2 / 35.7

Table 2: The main results from the cultural MT dataset are presented. The bold indicates the highest values that are
statistically significant, with p-values less than 0.01 in the paired t-test against all compared methods.

Ru↔Sah, Liv↔En, En→Hr) from WMT22. As255

observed in Table 1, current low-resource tasks256

still pose challenges to LLMs. However, compared257

to baseline methods, IBUT achieved an average258

improvement of +2.6 COMET in these low-259

resource tasks, with increases of +4 and +6.5260

COMET for Liv↔En, respectively.261

IBUT is effective across different language262

similarities. In WMT22, we validated the263

IBUT model using tasks with different language264

similarities. Specifically, Uk↔Cs represents265

closely related languages; En→De and En→Hr266

are from the same language family; Liv↔En,267

Ru↔Sah, and En→Ja are categorized as distant268

language families. The experimental results, as269

shown in Table 1, demonstrate significant improve-270

ments across different language similarities due271

to IBUT. Notably, for the selected distant family272

languages, there was an average increase of +3.4273

COMT, highlighting IBUT’s potential to enhance274

translation tasks in distant language families.275

5.2 Cross-domain generalizability of IBUT276

IBUT Adapts to Cultural MT. As shown in Table277

2, IBUT outperforms other methods across all 6278

language pairs. For translation corpora containing279

cultural-specific items, the IBUT method achieved280

an average increase of +2.02 and +1.6 COMET281

compared to the ChatGPT and MAPS methods.282

Notably, in the En→Ta translation task, IBUT283

outperformed ChatGPT by +5.5 COMET. The284

experimental results above indicate that IBUT is285

suitable for translation tasks in the cultural domain.286

IBUT performed well in commonsense287

translation tasks. As shown in Table 3,288

IBUT significantly outperformed other methods289

in commonsense MT tasks, achieving the best290

translation performance. Compared to the MAPS291

method, IBUT improved by +2 in the COMET292

metric, demonstrating an enhanced ability to 293

generate higher-quality contextual understanding. 294

Moreover, IBUT surpassed the MAD method, 295

which relies on multi-agent debate feedback, 296

showing its outstanding feedback quality. Notably, 297

in translation tasks involving logical reasoning, 298

IBUT’s performance was even better than GPT-4, 299

fully showcasing its exceptional reasoning ability. 300

Commonsense Zh→En
COMET/BLEURT/BLEU

GPT4 82.0 / 71.0 / 32.6
ChatGPT 79.7 / 68.2 / 29.8

+5-shot 79.6 / 68.5 / 28.7
+Rerank 80.9 / 69.1 / 29.9
+MAPS 81.9 / 69.4 / 27.2
+Refine 81.3 / 69.0 / 28.1
+MAD 82.0 / 70.8 / 29.1
+Dual-Reflect 82.2 / 71.8 / 28.4
+TEaR 81.5 / 68.3 / 28.4
+IBUT 83.9 / 72.7 / 32.6

Table 3: The main results from the Commonsense MT
benchmark are presented. The bold indicates the highest
values, statistically significant with p-values less than
0.01 in the paired t-test against compared methods.

5.3 Automated Evaluation of Understanding 301

Distortion and Translation Performance 302

303

This study explored the positive impact of 304

reducing understanding distortion issues in bilin- 305

gual contextual understanding on translation 306

performance using IBUT. We randomly selected a 307

set of 200 Chinese→English translation sentence 308

pairs from the Commonsense MT dataset, which 309

provides a test subset for lexical ambiguity. Based 310

on the subset, IBUT iterated 8 times (max_iter = 311

8), saving the results of bilingual contextual 312

understanding and translation COMET scores after 313

each iteration. 314

As shown in Figure 3, the vertical axis represents 315

the translation performance, measured as the 316

COMET score. The horizontal axis represents 317
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Iteration 1 Iteration 2 Iteration 3 Iteration 4

Iteration 5 Iteration 6 Iteration 7 Iteration 8

C
O

M
ET

85

80

75

70

65

60

C
O

M
ET

85

80

75

70

65

60

Quality of Understanding Quality of Understanding Quality of Understanding Quality of Understanding

Quality of Understanding Quality of Understanding Quality of Understanding Quality of Understanding

2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10

2 4 6 8 10 2 4 6 8 10 2 4 6 8 10 2 4 6 8 10

Figure 3: The experiment measures the relationship between the improvement in contextual understanding quality
and translation performance during iterative refinement.

the scores evaluated by GPT-4 for the quality318

of bilingual contextual understanding affected by319

understanding distortion issues, with a maximum320

score of 10. The score for the source language is vs321

and for the target language is vt, while the overall322

score v is the average of the two (v = vs+vt
2 ).323

Details on the evaluation prompt can be found in324

Appendix B.3.325

The experimental results, as shown in Figure326

3, demonstrate a positive correlation between327

the quality of contextual understanding and328

translation performance. Additionally, as the329

number of iterations increases, the quality of330

contextual understanding progressively improves,331

indicating that the IBUT method effectively332

reduces understanding distortion issues.333

5.4 Impact of Iterative Refinement on334

Translation Performance335

To further verify the impact of the Iterative336

Refinement part on overall translation performance,337

we conducted experiments on Cultural MT338

(En→Zh) and Commonsense MT (Zh→En),339

comparing methods like MAD and Refine to340

iteratively enhance translation quality. We set the341

maximum number of iterations at 9 and required342

that each iteration in the Iterative Refinement part343

obtain a new translation COMET score, rather than344

allowing adaptive termination in the Alignment345

Judgment part.346

The experimental results, as shown in Figure 4,347

first indicate that IBUT surpasses the comparative348

methods in translation performance in most349

iterations, further proving the effectiveness of the350

method. Secondly, compared to the comparative 351

methods, IBUT progressively enhances its perfor- 352

mance in each iteration, demonstrating that the 353

dual learning of translation can provide positive 354

supervision signals in each iteration. 355

The commonsense MT dataset The cultural MT dataset 

C
O

M
ET

C
O

M
ET

Iteration Count Iteration Count

IBUT
MAD

Refine

IBUT
MAD

Refine

BL
EU

R
T

IBUT
MAD

Refine

BL
EU

R
T

IBUT
MAD

Refine

Figure 4: Analysis of the experimental setup for
assessing the impact of the Iterative Refinement part on
translation performance.

To illustrate this iterative refinement more 356

clearly, Table 14 (in Appendix B.10) presents three 357

cases where translations were correctly refined 358

after a single iteration. These examples highlight 359

how bilingual supervision signals contribute to 360

enhancing translation quality through iteration. 361

5.5 Human Evaluation 362

Human Evaluation of Understanding Distortion 363

Issue. In the human evaluation of understanding 364

distortion issue, this study follows the method 365

of Huang et al., 2024 and Chen et al., 2024b 366

to assess translation outcomes from two main 367
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dimensions: accuracy in ambiguity resolution368

(commonsense domain) and the statistical results369

of understanding distortion issue (see Appendix370

B.7 for experimental setup details).371

The experimental results are shown in Table372

4. Understanding distortion issues accounts for373

a significant proportion (40%). Our method374

(IBUT) significantly addressed these failures,375

with a success rate of approximately 89%,376

demonstrating the effectiveness of our method.377

Additionally, in terms of ambiguity resolution378

accuracy, IBUT outperformed the baseline by 13379

acc points, indicating that bilingual understanding380

and iterative refinement contribute to enhancing381

ambiguity resolution capabilities in MT tasks.382

Methods Human Evaluation

Nums ACC

Understanding Distortion of Baseline 28 (40%) 65.9
Understanding Distortion of IBUT 3 (-89%) 78.7

Table 4: The human-annotated results of the
Commonsense MT benchmark. Baseline refers to the
MAPS method modified into the form shown in Figure
1(a). In the baseline method, there are 70 sentences
with translation errors.

To better understand the limitations of the383

IBUT methods, Table 5 presents three sentences384

where IBUT still made translation errors in this385

experiment and analyzes them through human-386

annotated. These negative examples show that387

accurate translation depends on the source and388

target language achieving correct understanding389

through multiple iterations. If the LLMs390

misunderstand complex sentences during these391

iterations, translation errors will occur.392

No. Human-annotated Examples: Source/Error Result/Reference

1
Nuanced translation errors arise from a

lack of deep cultural understanding,
leading to the loss of core meaning.

Source: 如果不用心，就治不好学。
Error: If you don’t put in the effort, you won’t be
able to cure poor learning.
Right: If you don’t study by heart, you can’t do
scholarly research.

2
Although LLMs grasp that "贩卖 "
implies "inculcate," textual noise

hinders correction of mistranslations.

Source: 贩卖资产阶级的精神鸦片。
Error: Peddling the bourgeoisie’s spiritual opium.
Right: Inculcate the spiritual opium of the
bourgeoisie.

3
Iterative translation struggles to

understand the meaning of "起火" in
Chinese, leading to mistakes.

Source: 你家别起火了，到我家吃饭吧。
Error: The young gallants are new-born bucks in
chase of bunny
Right: Young ones are like rabbits, new to the hunt,
Born in a thatch of grass, on sandy ground

Table 5: Translation Errors with Examples.
Transaltion Quality. In human evaluation of393

translation quality, this study adopted the method394

(Liang et al., 2023) to validate translation quality395

on both the En→Zh and Zh→En test sets of the396

Cultural MT and the Commonsense MT dataset397

(Appendix B.7 for experimental setup details). 398

The experimental results are displayed in Figure 399

5. Within the Commonsense MT Dataset, IBUT 400

performed best in terms of ambiguity resolution 401

accuracy, thereby achieving higher human eval- 402

uation scores compared to other methods. In the 403

Cultural MT Dataset, IBUT received higher human 404

evaluation scores, indicating that its generated 405

contextual understanding effectively enhances the 406

performance of culturally translation tasks. 407

The cultural MT datasetThe commonse MT dataset

IBUT Win Tie IBUT Loss

0

59GPT3.5

0

Refine

MAPS

MAD

26 15

47 33 20

44 40 16

40 30 30

56 23 21

45 31 24

39 40 21

47 33 20

Figure 5: Human preference study comparing ChatGPT,
Refine, MAPS, and MAD.

5.6 Effectiveness of Bilingual Contextual 408

Understanding and Ablation Experiments 409

The IBUT introduced bilingual contextual un- 410

derstanding based on the source sentence to 411

improve translation performance. To evaluate 412

the effects of bilingual contextual understanding, 413

we designed 5 control methods: (a) LLM- 414

MT directly translating (ChatGPT); (b) LLM 415

generating contextual understanding based on the 416

source language, translated by LLM-MT (SRC); 417

(c) LLM generating contextual understanding 418

based on the target language, translated by 419

LLM-MT (TGT); (d) LLM generating contextual 420

understanding for both source and target languages, 421

translated by LLM-MT (SRC+TGT); (e) using the 422

IBUT method described in section 3. 423

The effectiveness of Bilingual Contextual 424

Understanding. Figure 6 shows that on 425

WMT22 and cultural MT datasets, translation 426

based on contextual understanding outperforms 427

baseline methods, validating our research direction. 428

Bilingual (SRC+TGT) contextual understanding 429

notably improves performance over monolingual 430

(SRC or TGT) understanding. Furthermore, 431

target language (TGT) understanding has a greater 432

impact on translation quality than source language 433

(SRC) understanding. 434

Ablation Experiments on IBUT Components. 435

Figure 6 shows that using only the Understanding 436

Generation component ("SRC or TGT") or 437
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The culrture MT dataset
BLEURT

ChatGPT
SRC
TGT

SRC+TGT
IBUT

En-Zh

En-Te

En-Ta

En-Hi

En-Fr

En-Es

The WMT22  dataset

SRC
TGT

SRC+TGT
IBUT

ChatGPT
SRC
TGT

IBUT
SRC+TGTEn-Hr

En-Ja

En-De

ChatGPT

BLEURT COMET

ChatGPT
SRC
TGT

SRC+TGT
IBUT

SRC
TGT

SRC+TGT
IBUT

ChatGPT

En-Zh

En-Te

En-Ta

En-Hi

En-Fr

En-Es

En-Hr

Cs-Uk

En-Ja

En-De

ChatGPT
SRC
TGT

SRC+TGT
IBUT

SRC
TGT

SRC+TGT
IBUT

ChatGPT

80 82 888684 90 92 94 60 65 7570 80 85 90 65 7570 80 85 40 45 5550 65 70 8060 75

COMET

Cs-Uk

Figure 6: Effectiveness of Bilingual Contextual Understanding and Ablation Experiments. On the left are
results for four language pairs from WMT22, and on the right are results for five language pairs from cultural MT.
ChatGPT for direct translation; SRC for translation based on source language understanding; TGT for translation
based on target language understanding; SRC+TGT for translation based on both source and target language
understanding; IBUT as proposed method in section 3.

skipping iterative refinement ("SRC+TGT") leads438

to inferior performance. These results validate the439

design rationale and effectiveness of the IBUT.440

5.7 IBUT Demonstrates Generalizability in441

Model Selection442

WMT22 En→De En→Ja

COMET/BLEURT/BLEU

Alpaca-7B 75.5 / 62.2 / 11.3 56.6 / 31.4 / 6.6
+5shot 76.3 / 62.8 / 12.1 57.9 / 31.9 / 7.0
+MAPS 76.7 / 63.5 / 12.6 58.3 / 33.9 / 7.5
+IBUT 78.4 / 64.9 / 13.1 61.3 / 34.8 / 8.2

Vicuna-7B 79.8 / 67.4 / 15.2 82.3 / 58.7 / 9.4
+5shot 80.3 / 67.8 / 15.3 83.3 / 59.3 / 9.5
+MAPS 81.1 / 68.4 / 16.1 84.4 / 60.3 / 9.8
+IBUT 82.0 / 69.1 / 17.3 85.1 / 61.1 / 11.0

Qwen2.5-7B 62.5 / 43.4 / 15.2 64.5 / 31.7 / 7.1
+5shot 62.6 / 43.6 / 15.3 64.0 / 31.7 / 7.3
+MAPS 62.3 / 43.3 / 15.2 64.5 / 31.8 / 7.3
+IBUT 63.2 / 44.7 / 16.0 66.1 / 33.0 / 9.2

Table 6: The experimental results of IBUT on open-
source models. The bold indicates the highest values
that are statistically significant, with p-values less than
0.01 in the paired t-test against all compared methods.

To validate the generalizability of the IBUT443

method on open-source models, we selected444

two open-source models (Alpaca and Vicuna)445

for experimental verification. The experimental446

results, as shown in Table 6, indicate that the447

overall performance trends of the two open-448

source models are consistent with those observed449

using the GPT3.5 model. This demonstrates the450

generalizability of the IBUT method in open-451

source models. Additionally, we further validated452

the effectiveness of the IBUT method in GPT-4.453

The results are shown in Appendix B.6.454

5.8 Computational Resource Analysis455

Since the IBUT method requires multiple iterative456

steps, it is necessary to discuss and analyze its457

resource consumption. For token consumption,458

we used the gpt-3.5-turbo tokenizer8 to tokenize 459

and then calculated the token consumption of the 460

comparative methods requiring iteration on the 461

commonsense dataset. 462

Methods Avg I/O COMET/BLEURT/BLEU

ChatGPT 11.7 / 24.4 79.7 / 68.2 / 29.8
+5-shot 59.4 / 35.6 79.9 / 68.6 / 30.2
+MAPS 167.7 / 172.2 81.9 / 69.4 / 27.2
+MAD 202.2 / 224.4 82.0 / 70.8 / 29.1
+IBUT 194.6 / 209.3 83.9 / 72.7 / 32.6

Table 7: The statistics of methods inference cost on the
commonsense dataset. The I/O represent Input/Output.

Table 7 shows that the IBUT method increases 463

token consumption by 5 times compared to 464

the 5-shot method, yet achieves substantial 465

performance gains in COMET/BLEURT/BLEU 466

metrics (+4.0/+4.1/+2.4). IBUT performs com- 467

parably to strong methods like MAD and 468

MAPS, with an average improvement of 2 points. 469

The computational trade-offs of long-context 470

processing and inference time are detailed in 471

Appendix B.1 and Appendix B.2, respectively. 472

This limitation is discussed in the Limitations 473

section as a future research direction for MT. 474

6 Conclusion 475

This paper presents Iterative Bilingual 476

Understanding Translation (IBUT), a method for 477

improving LLM-based machine translation (LLM- 478

MT) by addressing Understanding Distortion 479

issue. IBUT generates bilingual contextual 480

understanding, uses dual learning to create a 481

supervisory signal, and iteratively refines the 482

understanding to enhance translation performance. 483

The method shows strong results across general 484

news, commonsense, and cultural MT tasks, with 485

human evaluations validating its effectiveness. 486

8https://github.com/openai/tiktoken
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7 Limitations487

The IBUT method has several limitations. Firstly,488

models with stronger understanding and gener-489

ation capabilities will obtain better contextual490

understanding, thereby enhancing translation491

performance. Additionally, since our method492

requires multiple steps, it necessitates a significant493

amount of computational resources.494
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A Experiment Setup773

A.1 Detailed prompt for part-1774

Part-1: Understanding Generation: Please fully
understand the meaning of the following Ls text from
your memory and describe your understanding of key
concepts, definitions, examples, and explanations of
specific terms related to the translation task in Ls/Lt:s

Input Text:

Source Sentence s

Output Text:

Cs or Ct

A.2 Detailed prompt for part-2775

Part-2: Alignment Judgment-1: If you are a Ls

and Lt linguist, determine whether provided source
contextual understanding Cs and target contextual
understanding Ct, based on the source sentence s,
convey different key concepts, definitions, examples,
and explanations of specific terms related to the
translation task. If so, provide a ’True’ response;
otherwise, give a ’False’ response.

Input Text:

Source Sentence s and source/target contextual
understanding Cs/Ct

Output Text:

True or False

Part-2: Alignment Judgment-2: If you are a linguist
proficient in both Ls and Lt, based on the core meaning
of the source sentence s, analyze the source contextual
understanding Cs / the target contextual understanding
Ct. Generate verbal feedback in the language of Cs/Ct

to correct any current errors in Cs/Ct.
Input Text:

Source Sentence s, source/target language
understanding Cs/Ct

Output Text:

Fs or Ft

A.3 Detailed prompt for part-3 776

Part-3: Iterative Refinement: If you are a linguist
proficient in both Ls and Lt, based on the core meaning
of the source sentence s and the opinions from Fs/Ft,
further modify the current Ct/Cs.

Input Text:

Source Sentence s, source/target contextual
understanding Cs/Ct and source/target verbal
feedback Fs/Ft

Output Text:

Cs or Ct

A.4 Detailed prompt for part-4 777

Part-4:Understanding-Based Translation: Based on
Ct and Cs, translate the following text from Ls to Lt.

Input Text:

Source Sentence s, source/target contextual
understanding Cs/Ct

Output Text:

Target Sentence t

A.5 Dataset Detail 778

For the WMT22 test set (Kocmi et al., 2022), the 779

experimental analysis covers 9 language pairs. We 780

used the full test dataset. Among these languages, 781

Sah↔Ru, Uk↔Cs, En→Hr and En↔Liv are 782

classified as low-resource languages, respectively. 783

For the WMT23 test set (Kocmi et al., 2023), the 784

experimental analysis covers 4 language pairs. We 785

used the full test dataset. Among them, En→De 786

and En→Ja are identified as high and medium- 787

resource languages, with the former belonging to 788

the same language family and the latter exhibiting 789

significant differences. 790

The Commonsense MT dataset (He et al., 2020) 791

encompasses vocabulary that requires common 792

knowledge for resolution, along with instances 793

of ambiguity in Zh→En translation data. Each 794

translation data includes a source sentence and two 795

contrasting translations, involving seven different 796

types of common knowledge. Although these 797

sentences appear suitable for direct translation, 798

they often lead to misleading interpretations. 799

The cultural MT dataset (Yao et al., 2023) 800

introduces a culturally relevant parallel corpus, 801

enriched with annotations of cultural-specific 802

items. This dataset encompasses 6 language pairs: 803

En→Es, En→Fr, En→Hr, En→Ta, En→Te, and 804

En→Zh. It also encompasses over 7,000 cultural- 805

12



specific items from 18 concept categories across806

more than 140 countries and regions.807

A.6 Comparative Methods808

The following content will provide detailed809

descriptions of these comparative methods:810

• Baseline is standard zero-shot translation811

performed in ChatGPT (Ouyang et al., 2022)812

and GPT-4 (Achiam et al., 2023). The813

temperature parameter set to 0, which is the814

default value for our experiments.815

• 5-Shot (Hendy et al., 2023) involves prepend-816

ing five high-quality labelled examples from817

the training data to the test input.818

• Rerank (Moslem et al., 2023a) was con-819

ducted with the identical prompt as the820

baseline, employing a temperature of 0.3821

(Moslem et al., 2023b). Three random822

samples were generated and combined with823

the baseline to yield four candidates. The best824

candidate was chosen through GPT-4.825

• Refine (Chen et al., 2023) first requests a826

translation from ChatGPT, then provides the827

source text and translation results, and obtains828

a refined translation through multiple rounds829

of modifications.830

• MAPS (He et al., 2023) incorporate the831

knowledge of keywords, topic words, and832

demonstrations similar to the given source833

sentence to enhance the translation process.834

• Dual-Reflect (Chen et al., 2023) provide835

supervisory signals for large models to reflect836

on translation results through dual learning,837

hereby iteratively improving translation per-838

formance (the maximum number of iterations839

is set to 5).840

• TEaR (Chen et al., 2023) propose the first841

systematic and effective LLM-based self-842

refinement translation framework.843

• MAD (Liang et al., 2023) enhance the844

capabilities of large language models (LLMs)845

by encouraging divergent thinking. In this846

method, multiple agents engage in a debate,847

while an agent oversees the process to derive848

a final solution.849

• IBUT is proposed method in Sec.3. The 850

method uses only ChatGPT with a max 851

number of iterations set to 8 (max_iter = 8). 852

B Experiment Results 853

B.1 Performance and Overhead of 854

Long-Context Processing 855

In the commonsense test datasets, the benchmark 856

includes only one bilingual meaning word per 857

sentence to better evaluate performance. To 858

further analyze the performance and computational 859

overhead of complex long-context processing, we 860

concatenated N sentences from the commonsense 861

test datasets to create longer sentences. For 862

instance, N = 3 means three source sentences 863

are combined into one longer sentence. We then 864

evaluated this modified dataset, and the results are 865

shown in Table 8. 866

Method Avg I/O COMET/BLEURT/BLEU

N = 2

ChatGPT 28.7 / 72.0 72.2 / 61.4 / 23.8
+MAPS 351.5 / 407.1 76.9 / 66.3 / 26.1
+MAD 433.4 / 624.1 78.4 / 67.1 / 25.6
+IBUT 456.8 / 613.0 80.4 / 68.9 / 27.4

N = 3

ChatGPT 37.9 / 57.7 72.1 / 60.2 / 22.7
+MAPS 481.4 / 499.7 75.1 / 66.2 / 25.4
+MAD 610.9 / 675.4 77.2 / 66.2 / 25.8
+IBUT 510.3 / 609.2 78.6 / 67.8 / 27.2

Table 8: Evaluation Results for Different Methods with
N = 2 and N = 3

The experimental results demonstrate that IBUT 867

outperforms both direct translation by LLMs and 868

other multi-step LLM-MT methods, even when 869

handling longer sentences containing multiple 870

bilingual meaning words. For more complex 871

and lengthy sentences, IBUT’s computational 872

overhead increases significantly due to the need 873

to generate more concepts or terms. However, 874

its translation performance remains superior. 875

Therefore, developing more efficient and resource- 876

efficient methods is an important direction for 877

future research. 878

B.2 Computational Costs 879

We illustrate with our method based on Vicuna- 880

7B, using a single A100 GPU with 80G. Our 881

proposed IBUT method has an inference speed 882

of 6.71s/sample with a batch size of 2 and memory 883
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usage of 17657MiB. If using Vicuna-7B for zero-884

shot inference, under the same batch size settings,885

the inference speed is 4.72s/sample with memory886

usage of 14965MiB.887

B.3 The Experiment Setting of Error888

Reduction and Translation Enhancement889

For the Commonsense MT lexical ambiguity890

subset, first manually annotate the correct under-891

standing of ambiguous words. The annotated data892

includes the source language Chinese and the target893

language English. Details of the scoring prompt894

for GPT-4, focusing on the reduction of error in895

bilingual contextual understanding after iterative896

refinement, are as follows:897

Prompt for GPT-4 Evaluation Please evaluate the
source input s, contextual understanding Cs/Ct, and
the manually annotated meanings of lexical ambiguities
to assess if the contextual understanding includes error
content to the translation.

Scoring Guide:
1-2 points: The contextual understanding com-

pletely deviates from the source input, leading
to generated content that is severely incorrect or
irrelevant.

3-4 points: The contextual understanding partially
deviates from the source input, resulting in partially
relevant content with evident issues.

5-6 points: Although the contextual understanding
does not completely deviate, there are errors in the
interpretation of the source input, leading to content
that is partially correct but flawed.

7-8 points: The contextual understanding is
fundamentally accurate, correctly handles the source
input, and the generated content is largely correct with
only minor errors.

9-10 points: The contextual understanding is
completely accurate, perfectly handles the source input
and lexical ambiguities, and the generated content
fully meets the requirements, successfully avoiding
irrelevant content.

Based on these guidelines, score the model response
from 0 to 10. Provide only the total score (just
a number), without scores or explanations for each
aspect. The score is __.

Input Text:

Source Sentence s, source/target context under-
standing Cs/Ct

Output Text:

The score is __

B.4 Results on WMT23898

To further validate the generalizability of the899

method, we conducted experiments on the WMT23900

test set. The experimental results are shown in901

Table 9.902

B.5 Results on Reference-free metric 903

To further clarify the robustness of our evaluation, 904

we incorporated COMET-KIWI9 (Rei et al., 905

2022b), a reference-free metric in the COMET 906

series. The experimental results are shown in Table 907

10. 908

These results demonstrate that our method still 909

outperforms comparison methods in terms of 910

COMET-KIWI scores, thereby further confirming 911

the robustness of our evaluation. 912

B.6 General Performance 913

To demonstrate the generalizability of the method, 914

we conducted experiments in Section 5.7, verifying 915

that IBUT is effective not only on closed-source 916

models but also on open-source models. Finally, 917

since GPT-4 is an updated model of GPT-3.5, our 918

method’s effectiveness on GPT-3.5 theoretically 919

implies effectiveness on GPT-4. To further 920

illustrate this point, we conducted experiments on 921

GPT-4 for commonsense MT. The experimental 922

results are shown in Table 11. 923

The experimental results demonstrate that 924

our method achieves significant improvements 925

when applied to GPT-4, thereby indicating the 926

generalizability of our approach. 927

B.7 Human Evaluations 928

Human Evaluation of Understanding Distortion 929

Issue. In this section, we conduct a human 930

evaluation to measure translation quality. We as- 931

sess understanding distortion issues and ambiguity 932

resolution. We invited one annotator to participate 933

(a professional translator). The annotator first 934

identifies and counts the sentences with ambiguity 935

errors in the Baseline translation. Then, among 936

these erroneous sentences, the annotator further 937

filters and counts those where the errors are 938

caused by contextual understanding. Finally, 939

the annotator identifies and counts the sentences 940

where the Baseline translation is incorrect but 941

the IBUT translation is correct, and where the 942

contextual understanding in the IBUT translation 943

generates the correct sentence. Additionally, in 944

the CommonsenseMT task, the five experts scored 945

each sample for ambiguity resolution against the 946

reference, awarding 1 point for resolved and 0 947

points for unresolved. 948

Human Evaluation of Translation Quality. 949

We conducted a human preference study on 950

9https://github.com/Unbabel/COMET
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WMT23 En→De En→Ja En→He Cs→Uk
Metrics COMET/BLEURT/BLEU

ChatGPT 83.5/69.1/39.7 87.3/60.2/9.7 82.1/69.3/22.3 86.7/74.1/27.2
+5shot 83.7/69.4/40.1 87.8/61.5/10.1 82.5/69.8/22.5 87.3/74.5/27.5
+MAD 83.9/70.3/41.6 88.0/63.1/9.4 82.9/70.0/24.0 87.5/74.9/28.5
+MAPS 83.6/69.9/42.1 87.9/62.6/9.8 82.5/69.3/23.1 87.8/74.6/28.0
+Refine 83.5/68.9/41.8 87.6/62.4/10.8 82.3/68.8/23.7 87.3/74.1/28.3
+IBUT 84.3/71.8/42.6 88.5/63.8/14.0 83.1/72.1/24.9 88.1/77.9/30.4

Table 9: The main results from WMT23 are shown. The highest values are in bold, with p-values less than 0.01.

Methods En-De En-Ja Cs-Uk En-Hr
ChatGPT

+Rerank 82.1 84.4 83.6 83.4
+MAPS 82.4 84.2 83.0 83.4
+MAD 82.0 83.7 83.6 83.3
+IBUT 83.6 84.7 84.2 83.8

Table 10: WMT22 evaluation results on COMET-KIWI
metric.

Methods COMET/BLEURT/BLEU

GPT-4 82.0/71.0/32.6
+5 shot 82.3/71.5/32.9
+Rerank 82.9/72.0/32.9
+IBUT 84.3/73.6/32.8

Table 11: General Performance of general performance
on commonsense MT

both the English-Chinese and Chinese-English951

test sets of the Cultural MT Datasets and the952

Commonsense MT Dataset. We invited one953

annotator to participate (a professional translator),954

and we randomly selected 100 translation results955

of the same source sentences generated by methods956

such as ChatGPT, Refine, MAPS, MAD, and IBUT.957

In terms of translation quality, the annotators958

compared the translation results of IBUT against959

other comparative methods. For the same source960

sentences, if IBUT’s translation quality is superior,961

it is marked as IBUT Win; if the translation962

qualities are comparable, it is marked as Tie; if963

the translation quality of other methods is better,964

it is marked as IBUT Loss. We conducted three965

rounds of revisions on all evaluation results to966

increase the fairness of the assessments as much as967

possible. For the content with Chinese ambiguity968

in the commonsense MT dataset, we ensured969

the correctness of the source side understanding970

by confirming it with classmates whose native971

language is Chinese. 972

B.8 IBUT Demonstrates Generalizability on 973

Low-Resource Languages 974

To further explore whether the IBUT method 975

can be effective in low-resource translation 976

tasks using open-source models, we conducted 977

experiments on the low-resource directions of 978

WMT2310. The experimental results are shown 979

in Table 12, demonstrating that our method 980

significantly improves the performance of open- 981

source models in low-resource translation, thereby 982

further validating the generalizability of IBUT.

WMT22 Cs→Uk En→Hr

Metrics COMET/BLEURT/BLEU

Alpaca-7B 74.1/52.4/8.31 65.9/53.2/8.1
+5shot 75.9/53.1/8.3 67.9/53.6/8.3
+MAPS 76.3/53.7/9.2 68.1/54.2/8.9
+IBUT 77.9/54.3/9.5 69.2/55.1/9.0

Vicuna-7B 74.9/57.8/10.5 69.3/57.7/9.9
+5shot 76.3/58.3/10.9 70.2/58.1/10.7
+MAPS 77.2/59.6/11.1 71.1/58.8/11.6
+IBUT 78.3/60.7/11.5 72.9/60.4/13.1

Table 12: The experimental low-resource results of
IBUT on open-source models. Alpaca-7B and Vicuna-
7B mean to perform translation directly through Zero-
Shot. The bold indicates the highest values that are
statistically significant, with p-values less than 0.01 in
the paired t-test against all compared methods.

983
B.9 Introduce the Full Names of Languages. 984

To better understand the experimental setup, we 985

present the language codes and their corresponding 986

full language names in Table 13. 987

B.10 Iterative Translation Refinemet Case 988

Studies 989

The table 14 illustrates how errors in source- 990

language contextual understanding are rectified 991

10https://www.statmt.org/wmt22/translation-task.html
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Language Codes Full Name of Language Code

En English
JA Japanese
Cs Czech
Uk Ukrainian
De German
Hr Croatian
Ru Russian
Hi Hindi
Ta Tamil
Te Telugu
Fr French
Es Spain
Sah Yakut
Liv Livonian

Table 13: The language names corresponding to the
language codes.

through the integration of target-language con-992

textual understanding. Experimental results993

demonstrate that target-language contextual un-994

derstanding provides valuable target-language995

insights, serving as supervisory signals to address996

previous misunderstandings. This iterative process997

refines bilingual contextual understanding, leading998

to enhanced translation performance.999
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Case Source Sentence Iteration 0 Source Under-
standing

Translated Result Iteration 0 Target Under-
standing

Verbal Source Feedback New Source Understand-
ing

New Translated Result Reference

1 一颗子弹报销一个敌人 ...报销理解为取出..实例
为将某物从某处拿出来...
(Reimbursement is under-
stood as taking something
out, for instance, removing
an object from a certain
place.)

One bullet takes out one
enemy.

...In military or colloquial
contexts, "报销" can be
used as a euphemism for
eliminating, neutralizing, or
killing an enemy...

..."报销"不能被笼统理
解为"取出"。结合具体
语境对其用法进行解
释，"报销"在军事或口
语中的引申义有时用于
隐喻消灭敌人。...
("Reimbursement" cannot
be broadly understood as
"taking out." Its usage
should be explained in spe-
cific contexts. In military
or colloquial language,
the extended meaning of
"reimbursement" is some-
times used metaphorically
to imply eliminating the
enemy.)

...报销"被用作隐喻，表
示通过一颗子弹来消灭或
击毙一个敌人。...
("Reimbursement" is used
metaphorically to signify
eliminating or killing an
enemy with a single bullet.)

One bullet eliminates
one enemy.

A bullet elimi-
nates an enemy.

2 他擅长于援引未被发掘
的人才。

...援引表示利用某种资源
或机会来获得好处或成
功...
(Citation refers to utilizing
a certain resource or oppor-
tunity to gain benefits or
achieve success.)

He excels at tapping
into undiscovered tal-
ents.

..."援引" means suggesting
someone for a position, role,
or recognition...

...援引"的本意是指引
用、引证某些观点、事
例。但是将"援引"解释
为"利用某种资源或机会
来获得好处或成功"符合
上下文。...
(The original meaning of
"citation" refers to quot-
ing or referencing certain
viewpoints or examples.
However, interpreting "ci-
tation" as "utilizing certain
resources or opportunities
to gain benefits or achieve
success" aligns with the
context.)

...可以理解为提供支持或
帮助...
(It can be understood as
providing support or assis-
tance.)

He excels at recom-
mending undiscovered
talents for positions.

He is good at
recommending
undiscovered
talent.

3 我们决不让祖国的江山
变色。

...变色在这个上下文中，
更多的是指"改变现状"...
(In this context, "chang-
ing colors" refers more to
"changing the status quo.")

We will never allow
our country’s borders to
change.

..."变色" symbolizes any
form of alteration that could
compromise the nation’s
stability and governance...

...可以通过增加描述层
次，突出"变色"引发的
后果及其对国家稳定和
治理的影响...
(By adding layers
of description, the
consequences triggered
by "changing colors" and
its impact on national
stability and governance
can be highlighted.)

...在此句中，结合上下
文，将"变色"理解为对国
家状态产生负面影响的转
变...
(In this sentence, consider-
ing the context, "changing
colors" is understood as
a transformation that nega-
tively impacts the state of
the nation.)

We will never allow
our nation’s condition to
change for the worse.

We will
never let the
motherland’s
mountains and
rivers change
to the wrong
direction.

Table 14: Examples Demonstrating IBUT’s Iterative refinement of Translation (Chinese to English) Based on
Bilingual Supervision Signals. Gray text indicates English annotations for the Chinese.
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